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Acronyms 
3D: three dimensional 

ACT: Aspartate kinase, Chorismate mutase TyrA 

AH: Alpha Helical  

AMP-CPP: adenosine 5’-(α,β-methylene)triphosphate 

ANT: anthranilic acid 

AMP: Adenosine monophosphate 

ATP: Adenosine triphosphate 

Av: average 

B. subtilis: Bacillus Subtilis 

C. glutamicum: Corynebacterium glutamicum 

CFU: colony-forming unit 

CTD: C-terminal domain 

dAMP: deoxy-adenosine monophosphate 

DMSO: dimethyl sulfoxide 

DNA: deoxyribonucleic acid  

dt: time step 

FBDD: fragment-based drug design 

GDP: guanosine diphosphate 

Glide: Grid-based Ligand Docking with Energetics 

GltX: glutamyl-tRNA-synthetase 

GTP: guanosine triphosphate 

E. coli: Escherichia coli 

E. faecalis: Enterococcus faecalis 

EF: enrichment factor 

EMA: European medicines agency 

ERC: European research council 

FDA: Food and Drug Administration 

Ff: force field 

Hpf: hibernation-promoting factor 

HTS: high-throughput screening 

HTVS: high-throughput virtual screening 

Gscore: Glide score 
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H-bond: hydrogen bond 

Hip: high persistence 

HSS: High Solubility Subset 

HYD: hydrolase 

KD: dissociation constant 

LCPO: Linear Combinations of Pairwise Overlaps 

LE: ligand efficiency 

LJ: Lennard-Jones 

LPS: lipopolysaccharide 

M. smegmalis: Mycobacterium smegmalis 

MM: molecular mechanics 

MW: mass weight 

NMR: nuclear magnetic resonance 

NPT: isobaric-isothermal ensemble (constant number of atoms, pressure and temperature) 

NTD: N-terminal domain 

NVT: canonical ensemble (constant number of atoms, volume and temperature) 

NuDiX: nucleoside diphosphate linked moiety X 

M. tuberculosis: Mycobacterium tuberculosis  

MD: molecular dynamics 

PAINS: Pan-assay interference compounds 

PBC: periodic boundary conditions 

PBS: Phosphate-buffered saline 

PC: principal component 

PCA: principal component analysis 

PDB: protein data bank 

PME: particle mesh Ewald 

pGpp: guanosine-5’monophosphate-3’-diphosphate 

ppApp: adenosine-5’diphosphate-3’-diphosphate 

ppGpp: guanosine-5’diphosphate-3’-diphosphate 

ppG2’:3’p: guanosine-5'-diphosphate 2':3'-cyclic monophosphate 

PPi: pyrophosphate 

pppGpp: guanosine-5’triphosphate-3’-diphosphate 

(p)ppGpp: guanosine penta-(pppGpp) or tetra-phosphate (ppGpp) 
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PVC: Planctomycetes, Verrucomicrobia and Chlamydiae 

QM: quantum mechanics 

QM/MM: quantum mechanics/ molecular mechanics 

RelMtb : Long RSH from Mycobacterium tuberculosis 

RelSeq: Long RSH from Streptococcus dysgalactiae subsp. equisimilis 

RelTt: Long RSH from Thermus termophilus 

RIS: Ribosome Inter subunit  

Ro3: rule of three 

RoG: radius of gyration 

RSH: RelA/SpoT homolog 

Rmf: ribosomal modulation factor 

RMSD: root mean quare deviation 

RMSF: root mean square fluctuation 

RRM: RNA Recognition Motif 

rRNA: ribosomial ribonucleic acid 

RNA: ribonucleic acid 

RNAP: ribonucleic acid polymerase  

S. aureus: Staphylococcus aureus 

SAR:  Structure–activity relationship 

SASA: solvent acesible surface area 

SD: standard deviation 

SID: simulation interaction diagram 

SP: standard precision 

SPR: surface plasmon resonance 

SR: Stringent response 

STD-NMR: saturation-transfer difference-nuclear magnetic resonance 

SYNTH: synthetase 

TGS: Threonyl-tRNA synthetase GTPase Spot 

TNCG: truncated Newton conjugated gradient  

TPSA: topological polar surface area 

PSA: polar surface area 

TS: termal shift 

TSA: thermal shift assay 
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vdW: van der Waals 

VS: virtual screening 

XP: extra precision 
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Thesis Overview 
 

Persistence is one of the biological mechanisms by which bacteria can avoid to be killed by antibiotic 

treatment. This phenotypic variant is characterized by a slowdown of cell metabolism that promotes 

bacteria dormant state. The molecular mechanisms leading to persisters formation have not been 

elucidated, yet. One of the mechanisms that was thought to be involved in the persister formation is 

the stringent response, but this connection was retracted. However, the first step of the stringent 

response is the accumulation of (p)ppGpp (guanosine tetra or pentaphosphate), alarmone synthesised 

by a family of enzymes called RelA/SpoT Homologue (RSH), that has pleiotropic effect on the cell 

including the formation of persister cells.0 

This PhD thesis is part of a multidisciplinary research project (ERC-StG ERACHRON, grant n. 

758108) whose aim is hampering persister formation by blocking the stringent response at its early 

stage, inhibiting the RSH proteins synthetase activity. 

Specifically, the aim of this thesis was to identify, by in silico approaches, specific chemotypes able 

to interact with the synthetase active site of RelSeq, a RSH protein from Streptococcus equisimilis 

(RelSeq). Starting from the X-ray structure of RelSeq, virtual screening campaigns and molecular 

dynamics (MD) simulations were carried out. The identified chemotypes were then used to generate 

potential RelSeq ligands able to inhibit (p)ppGpp synthesis. In silico predictions and the activity of 

selected compounds were experimentally determined by thermal shift assays. Moreover, the role of 

GDP and Mn2+ in modulating the 3D conformation and the dynamic behaviour of RelSeq was also 

studied by means of molecular dynamics simulations.  

The thesis is organized as follows:  

• In chapter 1 a background of the topic (persistence) and an overview of the targets investigated 

in this thesis (RSH superfamily) are provided. The chapter is focussed on: i) the behaviour of 

persister cells compared to ‘wild type’ phenotype; ii) the accumulation of the alarmone 

guanosine tetra and pentaphosphate ((p)ppGpp), one of the possible reasons involved in the 

formation of persistent cells; iii) the 3D conformation and the role of RelSeq and some other 

RSH enzymes; iv) a description of some known structures of RSH family inhibitors.   

• In chapter 2 the computational methods applied, in particular fragment based drug design 

(FBDD), molecular docking simulations, MD simulations, are briefly described. 

• In chapter 3 the MD simulations of the X-ray complex structure are discussed. Systems with 

a different occupancy of the active sites were studied. 
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• In chapter 4 the results of the FBDD workflow were discussed. Seven fragment libraries were 

used and the most representative chemotypes were tested by thermal shift assays and MD 

simulations were carried out to assess binding stability. Staring from one fragment, a small 

library of ligands was designed and docked into the synthetase site, and tested in both thermal 

shift assays and MD simulations. 

• In chapter 5 the selected fragments were also studied in the hydrolase site of of RelSeq by 

molecular docking calculation followed by MD simulations. 

• In chapter 6 a general discussion of the results and the conclusions of this thesis are provided. 
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In this chapter I am going to provide a background about the topic and the targets investigated in this 

thesis: persistence and RelA/SpoT homolog (RSH) superfamily. I am focusing on i) the behaviour of 

persister cells compared to ‘wild type’ phenotype; ii) the accumulation of the alarmone guanosine 

tetra and pentaphosphate ((p)ppGpp), one of the possible reasons involved in the formation of 

persistent cells; iii) the 3D conformation and the role of my target (RelSeq) and some other RSH 

enzymes; iv) the structures of some inhibitors of the RSH family.    

 

1.1 Background 

 

In the last decades, antimicrobial resistance has become one of the most widespread threats to global 

health, after cancer and degenerative diseases. Bacterial resistance is caused by one or more genetic 

alterations that confer to bacterial cells the ability to survive antibiotic treatments. Unfortunately, the 

increasing number of bacteria resistant to antibiotics does not correspond to an increase in the number 

of new approved antibiotic compounds, that has been very low in the last thirty years. In fact, in the 

period between July 2017 and 2020 only eleven new antibiotics were approved by FDA or EMA or 

both, and only two of them are of a new class.1 More important none of them hits a new target.1 

According to these data, a so low number of new antimicrobial drugs is not sufficient to obstruct the 

fast resistance mutation rate. 

In this scenario, the discovery of new bacterial targets is of the outmost importance, with antibiotic 

persistence being an interesting phenomenon to be investigated. The formation of persisters, a 

phenotypic variant of bacterial cells (not connected to a genetic modification) that reverts their active 

state to a dormant one, is induced as survival response to several stress conditions, such as antibiotic 

treatments, nutrient starvation and even darkness.2 Persisters play a role in recurring and chronic 

infections, such as in the case of cystic fibrosis,3 candidiasis,4 and tuberculosis.5  

In the next sections, a more detailed description of the current knowledge about persistence is reported 

and discussed. 

 

1.2 Persistence 

 

Persistence is a phenotypic variation of the bacterial cell, that causes a metabolic slowdown and a 

temporary ‘resilience’ to the treatment, inactivating the replication, until the stress condition is over 

and the cell can potentially revert to the awake state. Persistence must not be confused with resistance, 
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that is instead a genetic modification that deactivates the antibiotic action, leading to normal bacterial 

growth even in its presence (Figure 1).  

 

 

Figure 1: Resistance vs persistence. In the top panel, a colony containing a resistant cell (red) is treated with 

antibiotic (Ab). The entire population is killed except for the resistant cell that replicates to form a new drug 

resistant population. In the bottom panel, a colony with persistent cells (blue). Once an antibiotic (Ab) is used 

only persisters survive, generating afterwards a population identical to the initial one, i.e. antibiotic sensitive. 

(figure modified from 4) 

 

Considering an isogenic bacterial population floating in their environment, namely the planktonic 

state, a little fraction of bacteria (10-6 – 10-5 Colony-forming unit, CFU) adopts the persistence state. 

This bacterial population can be killed by an appropriate antibiotic dosage that leads to a biphasic 

killing curve, typical of bacterial populations with persistent cells (Figure 2).6 Following this trend, 

the most of bacterial cells die within the first couple of hours, while persisters survive until they 

awake. When they resurge, if there are favourable conditions (i.e. absence of the stress condition that 

induced persistence state) persisters can form a new population identical to the previous one, so 

antibiotic sensitive, or, if the antibiotic is still present, they start dying.7 
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Figure 2: Killing-rate profile of a bacteria population with persister cells. The graph illustrates the 

percentage of bacterial cells surviving antibiotic treatment (y-axis) vs time (hours; x-axis). The ‘sensitive 

population’ (the most of the colony) is killed within the first 2 hours. If the antibiotic is present in low 

concentration the persister population awakes over time and dies due to the antibiotic presence. A killing 

plateau is visible as persister cells remain viable (modified from 6) 

 

The first time this phenomenon was observed was in 1944 by Joseph W. Bigger who reported that a 

little fraction of a Staphylococcus aureus population well tolerated antibiotic treatments even in 

absence of genetic modification that could cause resistance to the antibiotic itself.8 He called this 

singularity ‘persistence’ due to the ability of these cells to ‘persist’ over antibiotic treatment. 

Unfortunately, the technological limitations of the time stopped Bigger from further investigating the 

problem and the persistence was so long forgotten due to the increasing interest in the most worrying 

resistance problem. Only recently, several research groups all over the world started studying the 

phenotypic variation. In 1983 Moyed H. and colleagues9 identified a gene that if mutated increased 

the formation of persister cells in E. coli. They isolated Hip (high persistence) mutant cells that 

showed an increased persisters ratio (10-2 CFU Hip mutant vs 10-6/10-5 CFU in wild type) with an 

unchanged susceptibility to antibiotics after resurgence. It took twenty years to characterize the hipA7 

as the allele conferring this higher persistence frequency.10 

Once single-cell techniques became available, new aspects of the persister cells were evaluated. The 

use of microfluid devices helped the Balaban’s group11 to investigate the persistence occurrence in 

hipA7 single E. coli cells. The study focused on the growth of individual bacteria under normal 

conditions and antibiotic treatments, analysing the history of the survivors. Balaban and colleagues 

were able to distinguish persister cells, even before ampicillin treatment, due to the reduced growth 
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rate. This work elucidated the link between persisters and the inherent heterogeneity of growth rate 

in the bacterial population. Hip mutation was observed in bacterial cells of Cystic fibrosis (CF) 

patients. In the study performed in 2006 by Smith and collaborators12 on 35 longitudinal clinical 

isolates of single CF patients (from 8 to 96 months) they demonstrated that persisters formation of P. 

aeruginosa increased by 100-fold due to the hip gene mutation.  

Despite the different ways they tolerate antibiotic treatments, persister and resistant cells are somehow 

connected: if persister cells regrow in an environment where the antibiotic is still present in a 

concentration that cannot kill them fast, genetic modification can occur provoking the formation of 

resistant cells. This event can happen due to the increasing production of DNA repair proteins 

connected to the SOS and stress responses that awake persister cells.13 In particular, the expression 

of error-prone polymerase, induced by SOS signalling, increases the chance of mutation during 

persister infections, producing mutated and resistant bacteria. Moreover, it was demonstrated that 

persister cells prolong the antibiotic treatments time promoting resistance mutation.14 

Bacteria have developed this ability to ensure survival under selective pressure. Therefore, it can be 

seen as a defensive mechanism implemented by several microorganisms against environmental 

changes. Unfortunately, the mechanism of persisters formation is still unclear. Moreover, it is also 

unclear precisely how the dormant persister phenotype can revert to the “awake” state. Elucidating 

both mechanisms could help the development of new therapeutic treatments. 

 

1.3 Persisters Formation 

 

The dormant state of a persister cell appears to be a hibernation state where no biochemical activity 

takes place. However, as reported in a work performed on Mycobacterium smegmatis,15 the cell might 

replicate, albeit very slowly, even during this dormant state.  

There are different working hypothesis for the molecular mechanisms at the base of persisters 

formation.  The downstream of the stringent response, i.e. the redundant toxin-antitoxin systems, was 

first postulated as responsible of the overall metabolic slowdown, only to be retracted few years later 

due to phage contamination in several of the reported studies.16 The other main school of thought 

linked the insurgence of the persister phenotype with a sudden drop of ATP levels within the cell.17,18 

Our research group decided to focus on the upstream of the stringent response as described hereafter.  
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1.3.1 Stringent Response 

 

The stringent response (SR) is a signalling cascade that activates within the bacterial cell in response 

to stressful conditions such as nutrient starvation, darkness,19 temperature shift, osmotic shock,20 pH 

downshift21 and oxygen variation22 or sub-lethal doses of antibiotic treatment.23 

The cascade is triggered by the accumulation of guanosine tetra- and pentaphosphate collectively 

called (p)ppGpp (a.k.a. alarmone or ‘magic spot’24) and ends with the activation of the toxin-antitoxin 

pathways.  

As already said the linkage between this cascade and the formation of persister cells was retracted. 16 

However the accumulation of (p)ppGpp can induce tolerance and persistence in bacterial cells.2 

 

1.3.2 (p)ppGpp  

 

The enzymes involved in the synthesis, and hydrolysis, of (p)ppGpp belong to the RelA/SpoT 

homolog (RSH) superfamily (see below) and the process is summarized in Figure 3. 

 

Figure 3: Schematic representation of (p)ppGpp synthesis and hydrolysis mediated by RSH proteins 

 

(p)ppGpp affects a wide variety of cellular processes with pleiotropic effects on the cell (Figure 4).  

The alarmone (p)ppGpp exerts a very important role in controlling the energetic metabolism of 

bacterial cells25,26 and in virulence and immune evasion.25 It behaves in different ways in different 

organisms. In E. coli (p)ppGpp activates RpoS and Rpoe that respond to stress for misfolded proteins 

in the periplasm, expressing or silencing about 500 genes.27 Another of its roles in E. coli is the 

inhibition of DNA primase28 and it could inhibit rRNA synthesis, affecting translation in general, by 

regulating the transcription of Rmf (ribosomal modulation factor).29 (p)ppGpp can also induce 

persistence via Hpf (hibernation-promoting factor) and Rmf that inactivate ribosomes converting 90s 

ribosomes into 100s ribosomes in E. coli.30 Rmf and Hpf overexpression not only increases persister 

cell formation but also avoids cell resuscitation.2 Furthermore, the connection between these 
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alarmones and the induction of persistence via ribosomes dimerization was highlighted by Wood and 

colleagues that demonstrated the ability of (p)ppGpp to inhibit the ribosome-associated GTPase Era, 

one of the protein involved in the late assembly process of ribosome 30S subunit, causing problems 

in ribosomal assemblation and cell growth arrest in S. aureus.31,32 Several other works performed on 

B. subtilis showed the role of ribosome dimerization in persister formation.33,34 In gram-positive 

bacteria, (p)ppGpp role is to bind RNA polymerase, provoking a signal to the site of the catalytic 

Mg2+, which change the gene expression profile.2 All together these changes induce metabolic 

slowdown and reduce cellular growth.2 

 

 

Figure 4: Pathways regulated by (p)ppGpp in E. coli. 1, accumulation of (p)ppGpp induces transcription 

of RpoS and RpoE; 2,  DNA primase is inhibited by (p)ppGpp and thus chromosome replication; 3, (p)ppGpp 

affects general translation inhibiting transcription of rRNA; 4, (p)ppGpp affects LpxC regulation, decreasing 

lipopolysaccharide (LPS) formation; 5, (p)ppGpp affects transcription regulation of many genes by binding to 

RNA polymerase (RNAP), regulating the transcription of many genes; 6, RSH enzymes are triggered by empty 

tRNA to synthesise (p)ppGpp. Empty tRNAs are generated by phosphorylation and inactivation of glutamyl-

tRNA-synthetase (GltX) induced by HipA toxin; 7, resistance to quinolones is induced by (p)ppGpp by 

inhibiting supercoiling of DNA in E. coli; 8, (p)ppGpp also affects ribosome dimerization by inducing the 

transcription of the ribosomal modulation factor (Rmf) and hibernation-promoting factor (Hpf). (p)ppGpp is 

also involved in  human pathogenesis, virulence and  immune evasion (modified from 2) 
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1.3.2 pGpp 

 

Even though its presence in amino acid starved bacteria was already verified in the second half of 

1970s,35,36 the characterization and the role of guanosine-5’monophosphate-3’-diphosphate (pGpp) 

as a possible third alarmone involved in stringent response have been studied only recently. Its 

synthesis is due to the presence of guanosine-monophosphate (GMP) instead of guanosine-

diphosphate (GDP) or guanosine-triphosphate (GTP) in the synthetic site of long RSH of some 

bacteria such as M. smegmalis,37 S. aureus,38 C. glutamicum39 and E. coli.40 The formation of pGpp 

can also be caused by the enzymatic degradation of pppGpp and ppGpp by a hydrolase enzyme called 

‘NahA’ from the NuDiX (nucleoside diphosphate linked moiety X) hydrolase family (Figure 5).41 

More enzymes of the NuDiX family from E. coli42,43 and T. thermophilis44 can form pGpp and even 

degrade it into pGp. pGpp, as well as ppGpp and pppGpp, inhibits enzymes involved in the GTP 

synthetase pathway and the transcription of the 16s rRNA gene rrnB in E. faecalis and E. coli 

respectively.45 

 

 

Figure 5: pGpp formation. From the left hydrolysis of ppGpp by NahA enzyme from the right synthesis of 

pGpp by RSH enzyme using GMP and ATP  

 

The most interesting aspect in targeting accumulation of (p)ppGpp is the absence of RSH enzymes 

able to synthesise these alarmones in the mammalian cells2 so if a selective inhibitor is found the risk 

of side and off-target effects in human patients, or more in general in mammalians, should be sensibly 

lower than in other therapeutic strategies. 
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1.4 RSH superfamily 

 

RSHs constitute a superfamily of enzymes able to synthesise and/or hydrolyse (p)ppGpp, where RelA 

and SpoT are the two Rel enzymes first discovered in E. coli.46   

(p)ppGpp is synthesised by the transfer of a pyrophosphate group (PPi) from ATP to the 3’-OH group 

of a molecule of GDP or GTP, yielding ppGpp or pppGpp, respectively, in a Mg2+-dependent fashion. 

The hydrolysis instead converts (p)ppGpp into GDP (from ppGpp) or GTP (from pppGpp) and a 

molecule of PPi (Figure 3). 

These enzymes are widespread in the bacterial kingdom, with at least one form of the protein present 

in each specie with some exceptions, i.e. bacteria belonging to the PVC (Planctomycetes, 

Verrucomicrobia and Chlamydiae) superphylum, and bacteria that proliferate in stable 

microenvironments.23 According to the phylogenetic classification, the RSH superfamily is organized 

into three subclasses:46 long RSHs, Small Alarmone Hydrolases (SAHs) and Small Alarmone 

Synthetases (SASs).  

The three subclasses share residues that are conserved within species (Figure 6).  
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Figure 6: Sequence alignment of RSH synthetase domains of different bacteria. Residue highlighted in red 

are conserved within species while letter in red represent those amino acids whose mutation do not change 

polarity or charge. Secondary structure of RelP is shown in curvy lines (elixes) and arrow (β-sheet).  In the 

figure residues involved in ligand binding are marked with black lines (figure modified from 47). 

 

1.4.1 Long RSHs 

 

From a structural perspective, long RSH enzymes are composed of two macrodomains: the N-

terminal domain (NTD) or enzymatic domain, consisting of both the Hydrolase (HYD) and 

Synthetase (SYNTH) domains, and the C-terminal domain (CTD), also called regulatory domain, 

comprising several other subdomains, namely: Threonyl-tRNA synthetase GTPase Spot (TGS), 

Alpha Helical (AH), Ribosome Inter subunit (RIS) and Aspartate kinase, Chorismate mutase TyrA 

(ACT) domains (Figure 7).48 Among these, ACT is the part of the protein able to bind to the ribosome 

and for this reason it is also called RNA Recognition Motif (RRM).49 
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Figure 7: 3D representation of the long RSH RelA from E. coli. In the top panel the schematic representation 

of domains that compose RelA is shown; the bottom panel shows the 3D structure of RelA (PDB entry: 5KPX) 

rendered as ribbons coloured according to the same color code reported in the top panel. 

 

Despite the presence of both HYD and SYNTH domains, some long RSHs can present one of the two 

domains catalytically inactive. For example, in RelA from E. coli (Figure 7) and in the long RSHs 

from gammaproteobacteria and betaproteobacteria the HYD domain is inactive. This feature leads to 

a pseudo-hydrolase domain, that is structurally and evolutionarily conserved across these bacteria 

species. However, the loss of the hydrolase functionality is counterbalanced by the presence of a 

second long RSH that maintains (p)ppGpp level controlled.46,50,51 SYNTH and HYD domains work 

in harmony, by alternating their activation, to regulate (p)ppGpp concentration depending on 

environmental conditions. The switch between the two domains, i.e. the activation of the HYD and 

the inactivation of the SYNTH or vice versa, is controlled by substrate interaction52 and/or by the 

binding between the regulatory domain and cellular or nuclear components, such as ribosomes.53–55 

Tamman and collegues52 demonstrated that in Thermus Thermophilus when GDP and ATP enter in 

the synthetase domain, forming a specific interaction network within the binding pocket, the enzyme 

takes on an “open” conformation able to inhibit hydrolysis. On the other hand, when (p)ppGpp binds 

to the HYD site, the enzyme rearranges in a “closed” conformation activating hydrolysis and 

occluding the SYNTH pocket. Similar opened and closed conformations can be seen when long RSHs 

bind to or do not bind to the ribosome, respectively,56,57 and also in this case the closed conformation 

promotes (p)ppGpp hydrolysis while the binding to the ribosome activates its synthesis. 

Substrate preference or specificity (i.e. for GDP or GTP) of these enzymes seems to lie in two 

conserved motifs: EXDD and RXKD (where X is any amino acid).40 It seems that the more acidic 
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motif (EXDD) is more suitable for GDP, therefore, RSH proteins with EXDD motif, such as RelA 

from E. coli, prefer this substrate instead of GTP. GTP results to be more suitable for the second motif, 

that has been found for example in the long RSH from M. tuberculosis (RelMtb).
40 

As described above, long RSHs can respond to different stimuli: SpoT responds to fatty acid 

starvation,58,59 while RelA is activated by stalled ribosomes.60,61 

 

1.4.1.1 RelSeq: the target 

 

We chose RelSeq, the long RSH from Streptococcus dysgalactiae subsp. equisimilis, as our reference 

structure, since it has been the first long RSH for which an X-ray structure was made available (PDB 

entry 1VJ7).62 The entire enzyme sequence consists of 739 amino acids (UniProtKB - Q54089), but 

the crystals were obtained from a truncated version of it (residues 1-385) where the C-terminal 

regulatory domain was absent.  

From a structural point of view, the N-terminal HYD domain (residues 1-159, green in Figure 8a) is 

connected to the SYNTH domain (residues 176-385, yellow in Figure 8a) by a central 3 helix bundle 

(residues 135-195, red in Figure 8a). Two different conformations with posited opposite catalytic 

activities were detected, namely Chain A and B. Chain A was assumed to have a Synthetase ON / 

Hydrolase OFF conformation, while the opposite was hypothesized for Chain B (Synthetase OFF / 

Hydrolase ON).  Indeed, both SYNTH sites bear the GDP substrate molecule and, while both HYD 

domains feature a Mn2+ ion, only the HYD domain of Chain B shows the peculiar guanosine-5'-

diphosphate 2':3'-cyclic monophosphate (ppG2’:3’p), probably a hydrolysis reaction byproduct or 

intermediate. 

The catalytic sites are more than 30 Å apart and require two different metal cofactors: while the 

already mentioned Mn2+ ion in the HYD domain seems stably bound, the Mg2+ ion required for 

(p)ppGpp synthesis was not detected in the crystal structure.  In addition, it has been postulated that 

binding of the ligand(s) in one of the catalytic sites induces conformational changes in the protein, 

probably reducing or inactivating the other domain functionality.62  Indeed, it was reported that in the 

presence of ppGpp, ATP, GDP and both ions, RelSeq is able to both synthesise and hydrolyse the 

alarmone, in a so called ‘futile cycle’ (Figure 8b), where ATP is consumed while ppGpp and GDP 

concentrations remain constant.63 
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Figure 8: A) 3D representation of RelSeq NTD portion. HYD domain is shown in green, 3-helix bundle is shown 

in red, SYNTH domain is shown in yellow, Mn2+ in the HYD site is shown as a purple ball and GDP in the 

SYNTH site is shown as sticks. B) schematic representation of the futile cycle 

 

Mutagenesis studies performed by Hogg and collaborators62 on the truncated version of the enzyme 

crystallized already presented, showed that single point mutations of residues belonging to the HYD 

or SYNTH domains can only influence the domain activity they belong to. Figure 9 shows mutations 

that affect hydrolytic and synthetic activity of RelSeq. In detail, single point mutations shown above 

and below the primary structure sequence inhibit (p)ppGpp hydrolysis or synthesis, respectively.  
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Figure 9: Single point mutation that affect enzymatic activity of RelSeq. In detail mutations marked above the 

sequence reduce or inhibit hydrolysis activity while mutations shown below the sequence reduce synthesis 

activity (figure modified from 62) 

 

Comparing the mutagenesis studies shown in Figure 9 and the X-ray GDP binding mode (Figure 10), 

described in detail in the next paragraph, the only residues involved in this binding that cause 

synthetic activity inhibition if mutated are Y308 and H312. Therefore, these residues are crucial for 

substrate binding and synthetic activity.  

 

1.4.1.1.1 RelSeq synthetase site  

 

The SYNTH domain of RelSeq, such as the SYNTH domain of other RSH enzyme,52,47,64,65 is 

composed of five antiparallel β-sheets (β1- β5) surrounded by α helices (α12-α15 Figure 8). 

In the X-ray structure, GDP binds to the protein G-loop (Y299-S310) forming a π-π stacking 

interaction between the guanine ring and the side chain of Y308, further stabilized by hydrogen bonds 

(H-bonds) between guanine N7 and the K304 side chain (Nζ), guanine N2 and the backbone (C=O) 

of A335 and guanine O6 and the side chain of N306 (Nδ2). GDP β-phosphate group forms salt bridge 
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with K297 side chain (Nζ) and H-bonds with Y299 side chain (OH) and H312 side chains (Nδ) (Figure 

10). 

 

Figure 10: A) Interaction of GDP (ball and stick in dark grey carbons) in the X-ray structure of RelSeq 

(1VJ7.pdb, chain A): residues involved in the interaction are represented in sticks and the protein is represented 

in ribbons. B) 2D Ligand interaction diagram of GDP into RelSeq X-ray complex. Green lines represent π-π 

stacking, purple arrows represent H-bonds, blue to red lines represent salt bridges 

 

Analysing RelSeq SYNTH catalytic site, it is possible to notice how it lacks the space needed to 

accommodate the pyrophosphate donor ATP, and how the supposedly catalytic residues D264 and 

E323 are not correctly oriented to promote the reaction. We therefore deduced that the synthetase ON 

conformation is indeed not fully switched ON.   

Only in recent years the X-ray structure of a SAS from S. aureus, RelP, was made available in a true 

pre-catalytic state (PDB entry 6EWZ),47 RelP catalytic site shows its substrate GTP, a non-

hydrolysable ATP analogue, AMP-CPP (adenosine 5’-(α,β-methylene)triphosphate), and the required 

Magnesium (Figure 11).47 When a superposition of the SYNTH domains of RelSeq and RelP is 

performed, a conformational change of helix 2 of RelP, which is rotated compared to the 

corresponding alpha 13 of RelSeq, can be seen (Figure 11b). The rotation frees enough space to 

accommodate the ATP molecule. Moreover, the conformational change and the presence of the Mg2+ 

allow for the correct orientation of RelP catalytic residues D107 (coordinating the Mg2+ ion) and E174 

differently from their analogues in RelSeq (D264 and E323) which are in an out position, non-

catalytically correct to bind to the Mg2+ (Figure 11c). Therefore, the correct behaviour of these 

conserved residues in RelSeq (Figure 6), essential for the synthetic activity (Figure 9), cannot be 

described by using the X-ray structure. A work performed by our group,66 in which a chimera was 

generated by the homology modelling of RelSeq combining its HYD domain 3D conformation and 

RelP SYNTH domain 3D conformation, can be instead a good starting point to better study the 

behaviour of these two amino acids, such as the behaviour of a real synthetase ON RelSeq.  
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Figure 11: A) 3D representation of the SYNTH site of RelP (cyan ribbons) binding GTP (white carbon) and a 

modified not hydrolysable ATP (AMP-CPP in dimgrey carbons) in the presence of Mg2+ (pink ball) (PDB 

entry: 6EWZ) B) RelSeq (yellow ribbon) RelP (cyan ribbon) superposition. Helix 2 (red arrow) is rotated in 

RelP to better accommodate ligands into the pocket. GTP and AMP-CPP are represented in cyan ball and 

stick, GDP is represented in yellow ball and stick, magnesium is represented in magenta ball C) comparison 

of catalytical residues involved in Mg2+ coordination into the SYNTH site of RelSeq (yellow) and RelP (cyan). 

Mg2+, from RelP crystal structure, is represented in magenta ball. 

 

1.4.1.1.2 RelSeq hydrolase site 

 

The HYD domain of RelSeq is composed of six α helices and its structure is similar to the human 

phosphodiesterase 4B2B as claimed by Hogg and collegues.62 The putative hydrolase ON 

conformation of the crystalized RelSeq (Chain B PDB entry 1VJ7), shows a HYD domain 3D 

conformation very similar to the one of the long RSH from Thermus termophilus (RelTt) obtained in 

2020 (PDB entry 6S2T),52 despite the absence of the natural (p)ppGpp ligand. Comparing instead the 

HYD domains of these enzymes to the pseudo-hydrolase domain of RelA, the main difference is 

presented by helix 6, helix 7 and the loop connecting these two helices. In fact, helices 6 and 7 are 

partially disordered in RelSeq  and RelTt to help the ligand to enter into the pocket while they are more 

rigid in RelA with the loop connecting the two helices that completely block the HYD site.52  

The binding mode of ppG2’:3’p in the HYD site of RelSeq chain B is shown in Figure 12. The guanine 

ring is sandwiched between the side chains of K45 and L155 on one side, and the side chains of N148 

and R44 on the other side forming a π-cationic interaction with the guanidinium group. The ring is 

further stabilized by H-bonds formed with K45 backbone (N7), N146 side chain (NH2) and T151 

side chain (N1). The 5’ phosphate groups form salt bridges with side chains of K45 and K159 while 

2’:3’-cyclic phosphate coordinates Mn2+ via a water bridge. R44, S46, N148 and T151 that stabilize 
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the ligand into the pocket, are conserved residues (Figure 6) that if mutated induce inhibition of the 

hydrolytic activity of the enzyme (Figure 9).62 

 

Figure 12: A) ppG2’:3’p interactions in HYD site of RelSeq crystallographic structure (chain B). ppG2’:3’p 

is represented in ball and stick, the amino acids involved in the ppG2’:3’p interaction are shown in grey sticks, 

the amino acids involved in Mn2+ coordination are shown in cyan sticks and the Mn2+ is shown in purple sphere 

B) 2D Ligand interaction diagram of ppG2’:3’p::RelSeq complex. The red line represents the π-cationic 

interaction, purple arrows represent H-bonds, blue and red lines represent salt bridges 

 

Compared to the X-ray structure of RelTt where ppGpp is cocrystalized within the enzyme (Figure 

13), it is possible to see that residues involved in the guanine ring and 5’ pyrophosphate group binding 

mode are conserved within the two enzymes (only the numbering is different due to an indel mutation) 

while the 3’ pyrophosphate group of ppGpp directly coordinates manganese without water bridges. 

Moreover, the close contact between the Mn2+ and an oxygen atom of the ppGpp 3’ α-phosphate 

group in this crystal structure, confirms the role of the metal ion in the activation of phosphorous 

centre for a nucleophilic attack. The most important difference between the active pockets of RelSeq 

and RelTt, apart from the ligands, consists in the presence of a second metal (Mg2+) into the HYD 

pocket of RelTt whose role was not clarified. Furthermore, no water molecules coordinate the ion in 

presence of ppGpp in RelTt.  
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Figure 13: A) ppGpp interaction in HYD site of the long RSH from Thermus thermophilus. ppGpp is shown 

in green carbons ball and sticks, Mn2+ is shown in violet sphere, Mg2+ is rendered as magenta sphere. B) 

Superposition of the two HYD domains of RelSeq (chain B in white) and RSH from Thermus thermophilus 

(green) crystallographic structures (RMSD 1.11 Å). ppG2’:3’p in RelSeq is shown in grey carbon balls and 

sticks, ppGpp in RelTt is shown in green carbons ball and sticks, RelSeq residues are shown in white sticks and 

black letter, RelTt residues are shown in green sticks and letter 

 

The binding mode shown in RelTt structure (Figure 13a) suggests how the natural ligand should bind 

to the pocket but does not give any information about how the hydrolase reaction should work. Thus, 

a plausible RSH hydrolysis-based mechanism of action can be hypothesized starting from the one 

reported by Zimmerman and collegues.67 Specifically, the proposed mechanism involves the 5′-

deoxyribonucleotidase YfbR from E. coli whose structure (PDB entry 2PAQ and 2PAU)67 is shown 

in Figure 14a. The hydrolysis mechanism of RelSeq was hypothesized according to the structural 

superposition of the chain B of RelSeq and YfbR (Figure 14b) and considering the residues involved 

in YfbR hydrolysis reaction (Figure 14d). Residue D82 in RelSeq replaces residue D72 in YfbR while 

E81 should deprotonate the water molecule coordinated to the Mn2+ and involved in the nucleophilic 

attack. This mechanism can be considered plausible not only because of the 3D superposition of 

residues involved in the reaction (with both YfbR and RelTt), but also because of the mutagenesis 

studies,62 i.e., mutations of E81 and D82 in Gly and Val, respectively, induce inhibition of the 

hydrolysis activity. 
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Figure 14: A) dAMP into the active site of 5′-deoxyribonucleotidase YfbR from Escherichia coli. dAMP is 

represented in ball and stick the residues involved in the coordination to the Co2+ (blue ball) are represented 

in lines and the protein is represented in green ribbon. B) Superposition of RelSeq chain B (white) and 5′-

deoxyribonucleotidase YfbR from Escherichia coli (green). Superposition was performed using the residues 

involved in metal coordination and the metals themselves (RMSD 0.42 Å). C) Hypothesized mechanism of 

hydrolysis of RelSeq. 
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1.4.2 SAS 

 

Small alarmone synthetase (SAS) enzymes contain only the SYNTH domain.46 The most famous and 

better characterized enzymes of this class are the one called RelP (where one of the most studied is 

the one from S. aureus discussed above) and RelQ, that show a sequence identity of about 30%.23 

Enzymes belonging to these two classes do not present any regulatory domain and for this reason, 

their expression is regulated at transcriptional level, where ethanol stress, alkaline shock and cell-

wall targeting antibiotics exposure can positively modulate the transcription.68–71 Considering the 

structures of RelP in Staphilococcus aureus and RelQ in Bacillus subtilis as examples of these two 

categories of SAS, the two enzymes are very similar in both tertiary structure (Figure 15) and in their 

ability of homotetramerize72 (in Figure 15d RelP homotetramer is shown). The main difference of the 

two enzymes consists in the production of (p)ppGpp. Actually RelP synthesises more alarmone than 

RelQ due to the more rigid G-loop (loop where are located amino acids involved in GDP/GTP 

binding) that facilitate GDP coordination.72 Another interesting difference between the two enzymes 

is the presence of a (p)ppGpp allosteric recognition motif in RelQ that lacks in RelP.72 

Of the other enzymes belonging to SAS class, the most studied have been RelV73 from Vibrio 

cholerae, RelS from Corynebacterium glutamicum39 and RelZ (MS_RHII-RSD) from 

Mycobacterium smegmatis.37 In particular, RelZ is one of the most interesting enzyme belonging to 

this family due to its double ability of synthesising (p)ppGpp, like for the other SAS, and repairing 

the ‘R-loops’ which are RNA-DNA hybrid able to interfere with DNA repair, replication and 

transcription, thus compromising genome integrity and function.74–76 Actually, this enzyme presents 

the SYNTH domain fused to a RnaseHIIs domain (no 3D structure has been provided). 

RelP from Staphylococcus aureus (already discussed above Figure 11a) has been studied in our group 

in parallel with RelSeq. This enzyme, already described in paragraph 1.4.1.1.1, homodimerize thanks 

to a binding surface coordinated by Fe3+ and homo-tetramerizes due to a second binding surface 

formed by helices 5 and 6 (Figure 15d) to increase its enzymatic activity. 
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Figure 15: A) 3D representation of RelP from S. aureus (PDB entry: 5DEC). The protein is shown in cyan 

ribbons B) 3D representation of RelQ from B. subtilis (PDB entry:6FGJ) The protein is shown in purple 

ribbons C) superposition of RelP from S.aureus (cyan) and RelQ from B.subtilis D) 3D conformation of 

homotetrameric RelP (PDB entry:6EWZ). The binding is coordinated by Fe3+ (blue balls) and the two terminal 

α-helices. GTP and the modified non-hydrolysable ATP are represented in ball and stick green carbons, Mg2+ 

is rendered in pink balls.  

 

1.4.3 SAH 

 

Small alarmone hydrolases (SAHs) contain only the HYD domain. As described for RelH of 

Corynebacterium glutamicum,77 their hydrolysis activity is Mn2+ and pH dependent. We know so far 

that this subfamily is the only one expressed also in eukaryotes such as Drosophila melanogaster and 

humans.50,78 In both organisms, these SAHs called MESH1 can hydrolyse both (p)ppGpp and ppApp 

(adenosine-5’diphosphate-3’-diphosphate). In D. melanogaster MESH1 seems to have a role in 

starvation response since the lack of this enzyme induces growth reduction and impaired revival of 
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amino acid depletion.78 Otherwise, in humans, its role is the dephosphorylation of NADPH into 

NADH and inorganic phosphate for the cellular ferroptosis control.79 

 

1.5 RSH inhibitor examples 

 

The first attempts to inhibit (p)ppGpp synthesis with small molecules dates back to 2010-2013 when 

Wexselblatt and co-workers synthesised a small family of (p)ppGpp analogues80–82 of which the main 

representative is Relacin81 (Figure 16).  This compound was able to inhibit the enzymatic activity of 

RelA and the Rel protein of D. radiodurans with a low mM IC50, and also to inhibit (p)ppGpp 

synthesis in a cell assay on the gram positive B. subtilis (but not on the gram negative E. coli). 81 

Later on, an auxotrophy-based high-throughput screening on B. subtilis only led to aspecific 

inhibition of the SR83 while a wider structure–activity relationship (SAR) study on (p)ppGpp 

analogues failed to identify compounds more potent than Relacin.84 

More recently, a high throughput screening of a GSK library of 2M compounds on RelMtb (M. 

tuberculosis) in a fluorescence polarization assay singled out compound X9 (Figure 16) as RelMtb 

inhibitor (IC50 in the low μM) and enhancer of the killing activity of antibiotic isoniazid.5 

In 2021 Legèr and collegues85 found out that NirD, the small subunit of nitrite reductase, inhibits 

(p)ppGpp synthesis and the activation of the stringent response by binding to the active site of RelA 

in E. coli both in vitro and in vivo. 

 

Figure 16: 2D representation of Relacin and compound X9 
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In this chapter the computational methods used in this thesis are provided. Thechnique such as 

fragments-based drug design, docking simulations, molecular dynamics simulations and the PAINS 

(pan-assay interference compounds) filter used to analysed the results are described. 

 

2.1 Fragment Based Drug Design 

 

Fragments based drug design (FBDD) workflows are multi-step processes starting with target 

selection followed by an initial screen of the fragment library using biophysical techniques or 

computational approaches. The FBDD starts with the identification of fragments or low molecular 

weight compounds, “Rule of 3” (Ro3) compliant, soluble in dimethyl sulfoxide (DMSO) or phosphate 

buffered saline (PBS), that generally bind with weak affinity to the target of interest. These small 

molecules tend to be more polar and more soluble than larger druglike molecules and are therefore 

thought to translate into compounds with favourable physicochemical properties. After a validation 

of a potential hit, an iterative cycle of fragment modification can occur leading to the identification 

of a lead compound. Sometime different hits can be identified and linked together to increase affinity 

to the target. The lead compound is then tested both computationally and in vitro to ensure its binding 

affinity and then other modification that can affect solubility, rigidity or dimension are performed. If 

the final compound shows the desirable effect it can proceed to the in vivo phases. 

 

2.2 Docking Simulations 

 

The interaction between biological systems is essential for the activation or inhibition of biological 

processes. The characterization of the recognition process between proteins or a protein and its ligand 

can help in understanding how biological mechanisms, including diseases, occur and so develop drugs 

that can stop or intensify a biological process.86,87 Molecular docking approach is a helpful 

computational technique able to predict the way a molecule binds to a protein using 3D coordinates. 

The atomistic coordinates of the protein can be taken from crystallographic or Nuclear Magnetic 

Resonance (NMR) experiments or from homology models while, on the other hand, ligand 

coordinates can be generated using computational tools.88 The molecular docking procedure 

generates the so-called docking poses, a set of ligand-protein complexes, that correspond to local 

minima of the complex. The procedure tries to find out the native binding mode of the ligand 

generating complexes with the lowest free energy. The docking method is characterized by two steps: 
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1) sampling different conformations of the ligand into the active pocket of the protein and 2) 

associating a score value (scoring function) to each conformation to rank complexes formed. 

In general, the first step uses algorithms that accommodate the molecule into the pocket changing 

orientation and conformation of ligand, protein or both (depending on the method used) into the 

binding site. While the scoring step is based on quantitative methods (scoring function) that evaluate 

binding affinity between two items in order to rank binding poses.  

The molecular docking procedure not only is a useful technique able to predict the correct binding 

mode of the natural ligand, but it can also find out, via virtual screening (VS) campaigns, new ligands 

or it can be used to optimize a lead compound already identified.  

If the binding mode of a protein is unknown, molecular docking simulations can be used to identify 

key residues involved in the ligand binding. Moreover, mutation analysis can also help in 

understanding the nature of drug-resistance or drug inefficacy in the patient. Finally, docking 

simulations can highlight possible off target effects evaluating the binding affinity of a molecule in 

different targets.  

 

2.2.1 Sampling 

 

Conformational rearrangements occur during the binding process of a ligand and its targets. 

Evaluating all the possible binding modes, including molecular flexibility, is time expensive and 

difficult in a computational point of view. Therefore,  docking algorithms use three main strategies to 

solve this problem: i) rigid bodies, where both ligand and target are treated as rigid bodies and only 

the six rotational and translational degrees of freedom are explored; ii) rigid target and flexible ligand, 

where the conformational degrees of freedom of the ligand are also explored; iii) fully or partially 

flexible target and flexible ligand, in which also the protein conformational degrees of freedom are 

explored.89 Nowadays, to balance speed and accuracy, the most used docking method is the one that 

treats the protein as a rigid body and the ligand as flexible.90 

Modification of the structural parameters of the ligand, comprising rotational, translational and 

conformational degrees of freedom, are performed for the sampling that can be performed by using 

two main methodologies: systematic and stochastic. In the first method, all the free energy landscape 

is explored, by varying gradually each structural parameter, until the global minimum is found.91 As 

easily understandable, this method is highly time consuming. The stochastic method, instead, 

provides a random structural parameter change at each step allowing the generation of a wide variety 

of different solutions. Different can be the stochastic algorithm used (Monte Carlo, Genetic 
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algorithms, Tabu Search, Swarm Optimization) to accept or reject the proposed solutions according 

to probabilistic criterion, that reduces the computational cost. The main drawback of this second 

method is that the global minimum free energy conformation can be not found. Thus multiple run are 

recommended to increase the chance of an optimal solution.89 

The conformational changes that a protein can face during ligand binding, including rearrangement 

of the secondary and tertiary structures, are harder to evaluate and more time consuming. Five are the 

method that can deal with these issues:89,91,100,92–99 

i) Soft docking, in which van der Waals repulsive contributions are softened leading the overlap of 

small atoms to better accommodate the ligand into the binding pocket. The method is fast but can be 

used only when small local receptor motions occur. 

ii) Side-chain flexibility, where different conformations of the side chains are sampled maintaining 

the backbone fixed. Also in this case, the method can be used only for local motions of the target. 

iii) Molecular relaxation, Monte Carlo or Molecular Dynamics (MD) minimization are performed 

once the docking is performed to optimize structure and evaluate stability. 

iv) Ensemble docking, where different conformations of the target, generated by NMR, 

crystallographic experiments or from computational models (molecular modelling or MD). The 

method is promising but lacks of a protocol that a priori helps in the selection of an optimal subset 

of target structures.98 Big rearrangements make this method fail. 

v) Collective degrees of freedom approaches, that include all the target flexibility considering only 

the dominant motion modes by reducing high-dimensional conformational landscape. This method 

can be used only after normal mode or principal component analysis (PCA) therefore it is limited due 

to the high computational cost required. 

 

2.2.2 Scoring functions 

 

The scoring functions are mathematical equations consisting in terms representing physical properties 

of the interacting molecules. They are used to estimate ligand-protein theoretical affinity. 

Scoring functions can be classified into different types:101 empirical, force-field based and knowledge 

based. 

In the empirical functions the binding free energy is provided by summing weighted values of 

unrelated variables.89 The scoring function is the sum of terms describing the complex binding 

(hydrogen-bond, hydrophobic and hydrophilic interactions, desolvation and entropic effects). All 
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these terms are weighted by proper coefficients optimized to reproduce experimentally determined 

affinity data of complexes. This scoring function is fast, but the accuracy depends on the training test. 

Force field functions calculate binding energy via classical force field using the sum of bonded (bond 

stretch, angle bending and torsional energies), non-bonded (electrostatic and van der Waals), 

desolvation and entropic energies terms.90 These kind of scoring functions cost a lot in term of time 

and usually overestimate charged atoms interactions.89 

The Knowledge-based scoring functions base their equations on statistical observations of protein-

ligand contacts found in large 3D databases (i.e., PDB). This method assumes that contacts that occur 

more frequently are energetically more favourable than other interactions.90 Therefore, the score 

obtains a big improvement if a favourable (the most recurrent) interaction is present and a little 

improvement in the presence of a rarer one. These scoring functions are very fast, but their reliability 

depends on the training set diversity. 

Every scoring function has limitation, therefore a consensus scoring approach, that provide the usage 

of different docking programs and scoring functions, is needed to improve the docking results 

accuracy. 

 

2.2.3. GLIDE Docking 

 

Different are the software packages and scoring functions used nowadays. In this thesis the software 

Glide93,102,103 (Grid-based Ligand Docking with Energetics) and GlideScore scoring function were 

used. 

Glide is a docking program used to predict the binding pose of molecules into proteins binding sites 

ranking them by scoring function. It uses the systematic conformational search as sampling method 

and a mixture of the empirical and force-field based terms for the scoring-function. Glide can use 

different docking protocols with three different accuracies:93,102,103 i) the Standard-Precision (SP) 

method able to identify a wide variety of binders reducing the false negative due to the employ of a 

soft scoring function; ii) high-throughput virtual screening (HTVS) method that uses the same 

algorithm and the same scoring function of SP, but it reduces both the number of intermediate 

conformations and the thoroughness of the sampling and the final torsional refinement; iii) the Extra-

Precision (XP) method that starts with the SP sampling and then exploits its own procedure. This last 

method is used to minimize false positive, that could pass SP approach, by using a harder scoring-

function that includes additional penalties if the ligand shape is not completely complementary to the 

receptor.  
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Glide uses a series of hierarchical filters to optimize binding pose to better accommodate the ligand 

into the pocket of the protein. First the torsional angle space of the ligand is explored, and several 

conformations are generated. The lower energy conformations are then screened into the active pocket 

of the protein to identify the correct positioning and orientation, if possible. The protein binding site 

is defined as a grid of boxes, of 1 Å3 side dimensions, in which Coulomb/van der Waals (vdW) 

properties of the protein are assigned. The ligand placement is then validated conferring a score 

(derived from a discretized version of ChemScore function104),  that calculates steric clashes penalties, 

hydrophobic interactions, hydrogen-bonds (H-bond) and metal-ligation interactions. Subsequently 

the best poses are minimized in the protein grid using a molecular mechanics scoring function and a 

multi-drug strategy. If the conformation is still valid, the dimension of the boxes forming the protein 

grid, that includes coulomb and vdW parameters of the protein, is decreased in the area where ligand 

and protein interact to improve accuracy of the method. Then the poses with the lowest (best) energy 

are minimized via Monte Carlo approach. Finally, poses are rescored by using GlideScore (GScore), 

the score given by Glide procedure, that is based on ChemScore and includes terms such as penalties 

for electrostatic mismatches, steric-clash term, amide twist penalties, excluded volume penalties, 

rewards etc. 

GScore equation can be summarized by equation 2.1: 

 

𝐺𝑆𝑐𝑜𝑟𝑒 = 𝑜. 𝑜5 ∗ 𝑣𝑑𝑊 + 0.15 ∗ 𝐶𝑜𝑢𝑙 + 𝐿𝑖𝑝𝑜 + 𝐻𝑏𝑜𝑛𝑑 + 𝑀𝑒𝑡𝑎𝑙 + 𝑅𝑒𝑤𝑎𝑟𝑑𝑠 + 𝑅𝑜𝑡𝐵 + 𝑆𝑖𝑡𝑒 (2.1)   

 

where vdW is van der Waals energy, Coul is Coulomb energy, Lipo is lipophilic term, HBond is 

hydrogen-bonding term, Metal is metal-binding term, Rewards represents the rewards and penalties 

for hydrophobic enclosure, buried polar groups, amide twists etc. RotB is the penalty awarded for 

freezing rotatable bonds, Site is the term for polar interactions in the active site. SP/HTVS and XP  

equations are slightly different and they are reported in 102,103.  

  

2.3 Molecular Dynamics Simulation 

 

MD simulations are techniques that try to understand the macroscopic properties of a protein studying 

its microscopic behaviour. For example, it can figure out mechanisms involved in protein 

conformational changes, or it can help in calculating the binding free energy changes of a particular 

drug candidate. The first time MD was applied was in 1950s and early 1960s on liquids, while the 
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first run on a macromolecule was performed by Martin Karplus group in 1977.105,106 Statistical 

mechanics provided the mathematical expression that relates properties of motion and distribution of 

atoms of the N body systems to macroscopic thus finding out the connection between microscopic 

and macroscopic properties.107 Therefore, statistical mechanics is the science branch that study the 

macroscopic systems from a molecular point of view. 

2.3.1 Equation of Motion 

 

The equation of motion, Newton’s second law, is the mathematical expedient on which the MD 

simulation method is based on. 

                                                                    𝐹𝑖 = 𝑚𝑖𝑎𝑖                                                                         (2.2) 

F represents the force acting on a particle i, mi is its mass and ai is the acceleration of the particle i. 

Equation 2.2 can be written as: 

    𝐹𝑖(𝑡) = 𝑚𝑖
𝑑2𝑟𝑖(𝑡)

𝑑𝑡2                 (2.3) 

where ri(t) is the position vector of atom i at time t, mi is the mass of the atom i and Fi(t) is the force 

acting on it 

By using equation 2.3, we can obtain from the trajectory the position, the velocity and the acceleration 

of the particles once the initial structure of the system, a set of initial velocities consistent with the 

simulation, temperature and a potential energy function Etot for which 𝐹𝑖 = −𝛻𝑖𝐸𝑡𝑜𝑡(𝑟𝑖, … , 𝑟𝑁) are 

provided. 

Potential energy derivative can be related to the position changes as a function of time by using 

Newton’s equation. Initial distribution of velocity in MD simulation is usually set randomly with the 

magnitude conforming to the required temperature and corrected to maintain the overall momentum 

(P) equal to zero by solving equation 2.4. 

                                                           𝑃 = ∑ 𝑚𝑖𝒗 𝒊      
𝑁
𝑖=1 = 0                                                                   (2.4) 

Most of the times the velocities vi are set randomly from a Maxwell-Boltzmann distribution at a given 

temperature (equation 2.5): 
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                                            𝑝(𝒗𝑖𝑥) = √
𝑚𝑖

2𝜋𝑘𝐵 𝑇        

    𝑒𝑥𝑝 [−
1

2
 
𝑚𝑖𝒗

2
𝑖𝑥

2𝑘𝐵𝑇
]                                                          (2.5)           

where p(vix) is the probability of an atom i with mass mi, moving in the x direction at a temperature T 

with velocity v. 

 

2.3.2 Integrator 

 

What we use to accelerate the atoms in the direction of the force applied are algorithms called 

integrators.108 The equation of motion cannot be solved analytically, therefore, numerical methods 

have been developed for integrating the equations of motion. The integrator assumed that velocities, 

positions and acceleration can be approximated by a Taylor series. Moreover, the new position of the 

atom at time t + dt can be determined by Verlet algorithm using position and acceleration of the same 

atom at time t and position of the same atom at time t - dt as follow: 

                                             𝒓(𝑡 + 𝑑𝑡) = 𝒓(𝑡) + 𝒗(𝑡)𝑑𝑡 +
1

2
𝒂(𝑡)𝑑𝑡2                                                    (2.6)           

                                             𝒓(𝑡 − 𝑑𝑡) = 𝒓(𝑡) − 𝒗(𝑡)𝑑𝑡 +
1

2
𝒂(𝑡)𝑑𝑡2                                                      (2.7) 

From these two equations the equation 2.8 can be obtained: 

                                               𝒓(𝑡 + 𝑑𝑡) = 2𝒓(𝑡) − 𝒓(𝑡 − 𝑑𝑡) + 𝒂(𝑡)𝑑𝑡2                                               (2.8) 

where r is the position, v is the velocity (first derivative), a is the acceleration (second derivative with 

respect to time). Unfortunately, the algorithm used in this method is not self-starting due to the need 

of the estimation of the initial position and the results are not very precise.108 

To solve these drawbacks the velocity Velvet algorithm, that uses the velocity to yield velocity, 

position and acceleration of the atoms is more frequently used: 

                                            𝒗(𝑡 + 𝑑𝑡) = 𝒗(𝑡) +
1

2
[𝒂(𝑡) + 𝒂(𝑡 + 𝑑𝑡)]𝑑𝑡                                          (2.9) 

Some other integrator uses algorithms including higher order terms such as the Beeman’s algorithm 

that uses the leapfrog algorithm.108 
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2.3.3 Force Field 

 

Ab initio, semi-empirical quantum chemistry calculations and empirical methods are the way energy 

is calculated. Despite the great accuracy of the ab initio description using quantum mechanical 

calculations, computational power has prevented the use of this method for systems with more than 

few hundreds of atoms. That is why molecular mechanics (MM) are used. MM uses a set of 

parameters, named force field, to calculate potential energy. Potential energy calculated with this 

approach consists in bonding (bond lengths, angles and dihedral angles) and non-bonding (vdW and 

electrostatic interactions) terms given by equation 2.10 

𝑈 = ∑
1

2𝑏𝑜𝑛𝑑𝑠 𝐾𝑟(𝑟 − 𝑟𝑒𝑞)
2  + ∑

1

2𝑎𝑛𝑔𝑙𝑒𝑠 𝐾𝜃(𝜃 − 𝜃𝑒𝑞)
2 + ∑

𝑉𝑛

2𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠 [1 + 𝑐𝑜𝑠(𝑛Ø − ϒ𝑒𝑞)] +

∑ 4𝜖𝑖𝑗 [
𝐴𝑖𝑗

𝑟𝑖𝑗
12 − 

𝐵𝑖𝑗

𝑟𝑖𝑗
6 ]   𝑖<𝑗 + ∑

1

4𝜋𝑖<𝑗  
𝑞𝑖𝑞𝑗

𝑟𝑖𝑗
                                                                                             (2.10) 

where U is the total potential energy and Kr, Kθ, and Vn are the force constants for bond-stretching, 

angle bending and dihedral angle deformations respectively. Similarly, r, θ, and φ represent the bond-

length, valence and dihedral angle values respectively; req, θeq, and γeq are the equilibrium values of 

bond-length, angles and phase angle respectively; ϵij is the depth of the potential well, Aij and Bij are 

the finite distances at which the inter-particle potential is zero; ε is the dielectric constant; qi and qj 

are charges of atoms i and j, and rij is the distance between them.  

The choice of the appropriate force field with the adequate parameters is of critical importance for 

the reliability of the simulation. Many force fields have been developed to be used in MD simulations. 

Several of them share analogues mathematical forms with different method to optimize the 

parameters. Among the most popular we can cite AMBER,109 OPLS-AA,110 CHARMM111 and 

GROMOS.112 All of them are all-atoms force field, which means that parameters for each atom are 

provided, except for GROMOS which is an united-atom force field, i.e. non-polar hydrogen 

parameters are not provided. Many optimized variants of each force field have been provided in the 

years especially for OPLS-AA113–115 and AMBER.109,116–118 Despite many tests were published to 

evaluate their reliability,119–121 it is not possible to define the best force field to use. The use of one or 

another is dependent on the system investigated and the information we want to obtain from the 

simulations. 

https://en.wikipedia.org/wiki/Potential_well
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Most of the force fields have been developed to parametrize proteins and nucleic acids. However, to 

deal with drug discovery field, many generalized force fields were also developed to parametrize 

organic molecules. Examples are MMFF,122 CHARM General force field (CGenFF)123 and the 

General AMBER Force Field (GAFF).124 OPLS-AA force fields can also be included in the list, since 

it parametrizes both proteins and organic moieties.  

Nowadays, most of MD simulations are performed in explicit solvent therefore many parametrized 

models are available. In particular TIP3P,125 TIP4P, 125 TIP5P,126 SCP127 and OPC128 are the most 

used. The main difference between these solvation models consists in the number of interaction points 

used to represent water molecules. TIP3P and SCP use three interaction points (the three water atoms), 

TIP4P and OPC use four interaction points (adding a dummy atom with negative charge) and TIP5P 

uses five interaction points (using two dummy atoms with negative charges). More are the interaction 

sites more improved is the electrostatic distribution around the molecule higher is the computational 

cost in time. Thus, the three-site points are the most used solvation models. To further decrease 

computational costs, implicit solvation models can be also used. In this case the solvent is represented 

as a potential. This model is efficient with huge systems but less accurate than the explicit ones. 

 

2.3.3.1 Interactions  

 

Due to the simplification of energy calculation, MM method can be used on systems of thousands of 

atoms. However, the calculation of energy in big system is time consuming, therefore non-bonded 

interactions of atoms divided by a distance greater than a cut-off are ignored or scaled by a factor. 

The particle mesh Ewald (PME) is the most used method to deal with long range electrostatics where 

the potential energy is solved by using an approximate method. 

PME is applicable if the dimension of the system is ‘infinite’. Therefore, MD simulations uses the 

expedient of the periodic boundary conditions (PBC), that tries to minimize the boundary effect of a 

finite system as the one used. This technique works duplicating the box containing the system 

replicating the simulation motion observed in the first box. Therefore, if an atom gets close to the 

boundary or goes out from the box, the same atom with the same velocity and direction appears in 

the opposite side of the box maintaining the number of atoms unchanged. 
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2.3.4 Thermodynamic Ensemble 

 

Conservation of the energy is implied in Newtonian dynamics. Therefore, MD simulations would 

provide different configurations distributed according to the microcanonical ensemble environment 

NVE (constant number of particles N, volume V and energy E). However, this ensemble does not 

represent the realistic experimental or physiological conditions. More realistic conditions can be 

simulated by using the canonical ensemble (NVT) where number of molecules, volume and 

temperature are maintained constant, or isothermal-isobaric ensemble (NPT) where the constant 

pressure replaces the constant volume of canonical ensemble. Temperature and pressure can be 

maintained constant using thermostat and barostat, respectively, along the simulation. 

The thermostat keeps the average simulation temperature close to the desired one. Different strategies 

were developed to respect this aim and the most common strategy is to modify or rescale properly 

the atomic velocities of the particles. The instantaneous temperature T(t), which can vary due to 

interconversion between kinetic and potential terms of the total energy, is related to kinetic energy 

via velocities of particles by using equation 2.11: 

                                                          
1

2
𝑁𝑓𝑘𝑏𝑇(𝑡) =

1

2
∑ 𝑚𝑖𝑖 𝑣𝑖

2(𝑡)                                                (2.11) 

where Nf is the number of degrees of freedom, kb is the Boltzmann’s constant, mi is the mass of atom 

i and vi is the velocity of atom i. On the other hand, the barostat changes the volume of the system, 

rescaling the atomistic positions, to adjust the pressure.  

The most used algorithms are the Langevin129 thermostat, Berendsen130 and Nosè-Hoover131 velocity-

rescaling. Berendsen130 and Parrinello-Rahman132,133 are instead the most used barostat.   

 

2.3.5 MD limitations 

 

The first limitation is obviously connected to the classical nature of the Newton aquation of motion 

that can only provide dynamic evolutions of the system protons without considering electron motion. 

Therefore, enzymatic or chemical reaction cannot be studied unless combined techniques (i.e. 

QM/MM) are used. 

The second limitation is related to the force field. The parameters used to rich the desirable energy 

derived from the optimization of parameters fitted with the data obtained by experimental procedures 

or quantum mechanical calculations of little molecules or fragments that are then used as building 

blocks. Therefore, the parameters obtained by big molecule are not provided. Furthermore, force 
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fields are specialized for different molecules (amino acids, nucleic acids, sugar) therefore also the 

choice of the correct one can be considered a limitation. 

Finally, the most severe limitation is connected to the timescale. Actually, some motions can be seen 

after millisecond time simulations or more and nowadays this time exploration costs a lot of time 

especially if the timestep (the period that passed from the registration of a motion to another) is little 

as for the normal MD simulation (about 2 femtoseconds = 2∙10-15 s). 

 

2.4 PAINS filter 

 

Pan-assay interference compounds (PAINS)134 are compounds that give false positive results in a 

large variety of high-throughput screening (HTS) campaigns. This attitude comes from their ability 

of binding non-specifically to proteins. In 2010 Baell and Holloway134, after analysing results of six 

HTS campaigns, identified a great number of PAINS and listed them into three filter databases based 

on the resulted obtained in their study: filter A that contains the PAINS families with 150 or more 

members, filter B containing PAINS families with a number of members between 15 and 149, filter 

C with PAINS family whose members are less than 15.  

They first labelled as problematic the structures that hit (give positive results) in at least two HTS 

campaigns. Subsequently, they grouped the compounds in families depending on the structure 

composition. If in a family of compounds the problematic members consisted in more than the 30% 

of the total number of compounds, the family was included in the PAINS database. The filters they 

built were first tested on the same compounds used in the six HTS campaigns previously analysed. 

From this test, some groups, such as 2-alkenylfurans, that were wrongly supposed to be problematic 

due to the linkage to the real problematic families were deleted from the PAINS databases (the filters). 

Finally the three filters previously listed were published and some years later implemented in many 

software, such as Canvas135,136 that was used in the in silico procedures of this thesis. 
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CHAPTER 3: RelSeq DYNAMIC BEHAVIOUR 
  



  

42 

 

Molecular Dynamics (MD) simulations were run using AMBER 18 package.137 Staring from the X-

ray structure of RelSeq (chain A) in the synthetase ‘on’ conformation, four systems were prepared. By 

removing the GDP from the synthetase site the apo form was studied and compared to the bound 

state. By removing the Mn2+ from the hydrolase site its effect on the enzyme stability was also 

explored.   

 

3.1 Systems preparation and MD setup 

 

The crystallographic structure of hydrolase OFF/ synthetase ON conformation of the long RSH from 

Streptococcus dysgalactiae subsp. equisimilis (RelSeq, PDB138 entry:1VJ7, chain A, residues 1-385)62 

was prepared using the ‘Protein Preparation Wizard’ tool of the Schrodinger suite (2018-v3).139 

According to Epik140 calculation, performed at pH=7, the GDP was considered fully deprotonated 

(total formal charge -3). All the crystallographic water molecules were deleted and the structures of 

the two missed loops (K110-N123 and K153-D158) located in the HYD domain were built using 

Prime.141,142 The longest K110-N123 loop was further refined by the ‘Refine Loops’ utility available 

in Prime141,143 (OPLS3e114 force field, VSGB144 solvation model, ‘ultra extended’ sampling option 

and default parameters) and the model with the lowest Prime energy was selected for the refinement 

step of the Protein Preparation tool. The H-bond network of the protein was optimized and the 

protonation states of residues were determined according to PROPKA at pH=7. Finally the protein 

was relaxed by running a restrained minimization, (OPLS_2005113, converge for heavy atoms to 

RMSD of 0.3 Å). 

To investigate the dynamical behaviour of RelSeq and to elucidate how it can be affected by the 

presence of the natural ligand (GDP) into the SYNTH site, and by the Mn2+ cofactor into the HYD 

domain, four systems were built using RelSeq chain by deleting the ligand and/or the ion from the 

protein previously prepared: 

- “holo” system, including RelSeq bound to both GDP and Mn2+; 

- “holo no Mn”, including RelSeq bound only to GDP; 

- “apo”, including RelSeq bound only to Mn2+; 

- “apo no Mn”, including RelSeq alone. 

 

The systems were solvated in a TIP3P125 cubic water box (holo and holo no Mn: 27904 and 23841 

water atoms, apo and apo no Mn: 27912 and 23851 water atoms for no-refined and refined loop 

structures, see below) and submitted to three geometrical optimization with the deepest descent 

algorithm (first only water, then only the protein and finally all the system) for a total of 6000 cycles 
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by using AMBER 18. Then, 200 ps of equilibration step were computed in NVT ensemble restraining 

the protein atoms (harmonic constant of 10 kcal/mol∙Å-2) and gradually increasing the temperature to 

300 K (from 10 K to 150 K within the first 100 ps and from 150 K to 300 K in the last 100 ps). The 

time step (dt) was set to 0.5 fs and the collision frequency (Langevin thermostat129) to 1 ps-1. A second 

equilibration step of 200 ps, with no restraints, was performed (NVT, T=300 K, dt=0.5 fs and 

Langevin129 thermostat). The last equilibration step consisted in a 100 ps long NPT simulation (T= 

300 K, P= 1 atm Langevin isotropic coupling with a pressure relaxation time of 2 ps). This step 

improves the total energy of the system (from -215862.6726 kcal/mol to around -220000 kcal/mol) 

and stabilize the density at 1.006 g/cm3. 

Per each system, production runs consisted of three MD simulations, each one 500 ns long, in NVT 

ensemble (Langevin thermostat, T = 300 K, dt = 2 fs, collision frequency = 1 ps-1 ) using the amber 

ff14SB force field for protein,117 GDP amber parameters downloaded from amber website 

(http://research.bmh.manchester.ac.uk/bryce/amber/) and Lennard-Jones (LJ) 12-6 non-bonded 

model for the Mn2+.145 The three replicas differ for the starting velocities, chosen randomly by the 

program (based on date and time), and for the starting 3D atomistic coordinate of gap K110-N123 

(before the refinement and after it). 

 

3.2 ANALYSES 

 

A meta-trajectory was obtained by concatenating the three runs of each system and analysed with 

CPPTRAJ,146 an analysis tool implemented in AMBER , and the plots were generated using Jupyter 

notebook and specific python libraries, i.e. pandas,147 scipy,148 matplotlib149 libraries.  

The presence of Mn2+ does not affect the behaviour and the stability of both the holo and apo systems 

and similar results were observed. in the following sections only the results of the holo and apo 

systems in the presence of Mn2+ are provided (see appendix section for the results of the 

corresponding system without Mn2+). 

 

3.2.1 Protein analysis 

 

RMSD 

The Root Mean Square Deviation (RMSD) of atom positions calculates the difference in the 3D 

atomistic coordinates (deviation) of the protein in each frame compared to a reference structure. 

The equation 3.1 was used to calculate the RMSD: 
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𝑅𝑀𝑆𝐷 = √
∑ 𝛿𝑖

2𝑁
𝑖=1

𝑁
               (3.1) 

where δi is the distance between current and reference position of atom I and N is the total number of 

atoms included into the calculation. Generally, the reference position is the starting structure or the 

mean one calculated over the simulation.  

Figure 17 shows the RMSD computed for Cα atoms of the protein in holo and apo forms versus the 

total simulation time with respect to an average structure calculated by CPPTRAJ on the meta-

trajectory and used as reference. The two meta-trajectories converged into stable conformations.  

 

 
Figure 17: RMSD calculated on Cα atoms of holo (black) and apo (red) RelSeq. 

 

RMSDs of Cα atoms of single domains were also calculated to evaluate which domain caused the 

highest deviation in the protein compared to the average structure and, as shown in Figure 18, the 

HYD domain is characterized by higher RMSD values compared to the SYNTH domain. 
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Figure 18: RMSD calculated on Cα atoms of single domains of holo system (left) and apo system (right). 

HYD domain is shown in green, 3 helix bundle is shown in red, SYNTH domain is shown in yellow. 

 

RMSF 

The Root Mean Square Fluctuation (RMSF) was calculated to evaluate residues fluctuation during 

the simulation by using equation 3.2: 

𝑅𝑀𝑆𝐹 = √
∑ |𝑟𝑖(𝑡)−�̅�𝑡

2|𝑇
𝑖=1

𝑇
               (3.2) 

where T is the total number of frames, ri(t) is the position of the ith residues at ith frame and �̅�t is the 

average position of ith residues in the trajectory. 

The fluctuation profile of Cα atoms of the enzyme was computed by calculating the RMSF 

considering the same averaged 3D atomistic coordinates used for the RMSD analysis as reference 

structure. As expected, the most flexible residues during the simulations are those located in loop 

regions and particularly the ones located in the loop built by Prime (loops K110-N123 and K153-

D158) (Figure 19). Comparing the two meta-trajectories, similar RMSF profiles were observed 

except in the case of the G-loop (SYNTH site, residues Y299-S310), where residues involved in GDP 

binding are located. In fact, in this region the fluctuation is higher in the apo system, where the GDP 

is missing, than in the holo one where the presence of GDP stabilizes the loop and the near residues. 
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Figure 19: RMSF of holo (black) and apo (red) systems 

 

Radius of Gyration  

The Radius of gyration (RoG)150 is the distribution of atoms around its centre of mass and it is 

calculated to evaluate the compactness and the folding state of proteins. First, the coordinates of the 

centre of mass Rc are determined by using equation 3.3 

∑𝑚𝑖(𝑟𝑖 − 𝑅𝑐) = 0              (3.3) 

where mi is the mass of the ith atom, ri its coordinate and Rc represents the coordinates of the centre 

of mass. 

Considering the atoms as a ball with radius R, the RoG is then calculated by equation 3.4: 

    𝑅𝑔
2 = ∑

(𝑟𝑖−𝑅𝑐)
2

𝑁

𝑁
𝑖=1 +

3

5
𝑅2                (3.4) 

where N is the number of atoms excluding hydrogen atoms in a protein and 
3

5
𝑅2 is the radius square 

of a ball with radius R and a uniform density. 

RoG was calculated to evaluate how the ligand and the ion could affect protein folding. As shown in 

Figure 20 and Figure 21, the average RoG calculated on Cα atoms of the entire protein (holo = 22.8 

Å2, apo = 22.6 Å2), HYD domain (holo = 15.5 Å2, apo = 15.6 Å2) and of the SYNTH domain alone 

(holo = 16.5 Å2, apo = 16.6 Å2) were very similar highlighting that the ligand had no influence on the 

folding of the enzyme. 
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Figure 20: Radius of gyration values for backbone atoms of the entire systems (NTD stands for N-termina 

domain). Holo system is represented in black, apo system is represented in red. The average value of the RoG 

is represented in white lines and numbers. 

 

Figure 21: Graphics representing the radius of gyration values for backbone atoms of the SYNTH (top panel) 

and HYD (bottom panel) domains. Holo system is represented in black apo system is represented in red. The 

average value of the RoG is shown in white lines and numbers for the graphics representing SYNTH domain 

of both holo and apo systems and for the graphic representing the HYD domain of apo system while it is shown 

in red line and number for the graphic representing the HYD domain of holo system . 
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Cluster analysis 

Cluster analysis is a technique that groups data in different data sets, called clusters, in a way that 

objects belonging to the same cluster are more similar to each other than to those included in the other 

clusters. In this case, this method was used to isolate the most representative conformations explored 

by the protein, or by the ligand, during the simulation, in order to evaluate potential conformational 

changes during the MD. Among the several algorithms that can be used to perform cluster analysis, 

in this thesis the hierarchical agglomerative one was chosen,151 using the average linkage151 method. 

The analyses were computed considering Cα atoms of HYD domain (residues 176-341) with a RMSD 

threshold of 1.2 Å. This means that a new cluster was generated when the RMSD of Cα atoms was 

higher than 1.2 Å.  

This analysis was performed to better understand the conformational changes that occurred in the 

protein. We tried to figure out if the 3 helix bundle and part of the SYNTH domain rearranged to 

switch OFF the SYNTH activity, inducing the activation of the HYD domain, as already proposed by 

Hogg and collaborators.62 

According to the results, the 3D atomistic coordinates of the structured regions of the three domains 

remained unchanged (Figure 22). However, the HYD domain showed the highest number of clusters 

within the three domains with the smallest percentage of frames belonging to the three main clusters 

(less than 5% each Table 1). The rearrangements of this domain are connected principally to the high 

flexibility of the big loop that was built and refined and to the loop in the 3-helix bundle that was 

built (included in the calculations because part of the HYD domain). If the cluster analysis is carried 

out excluding these two loops (106-135 and 153-158), the number of clusters is reduced to one main 

cluster and (92% of structure, Table 1).  

The central 3 helix bundle is the most stable domain. In fact, there is one main cluster for the holo 

system and three main clusters for the apo (Table 1). The main difference among the clusters is 

connected to the conformation of the loop connecting helix 8 and helix 9 that we built. 

The most interesting difference between the two systems was observed in the SYNTH domain. 

Although the number of clusters is not so different, the main cluster of holo system comprises a higher 

number of frames compared to the apo one (table 1). Furthermore, as shown by Figure 22, the 

flexibility of the G-loop is much higher in the apo system than in the holo one, as already showed by 

the RMSF plot (Figure 19). 

In conclusion, the cluster analysis pointed out the significant conformational stability of HYD and 3 

helix bundle domains, and confirmed that the presence of GDP is essential to maintain the G-loop in 

a stable orientation. 
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Figure 22: 3D representation of the conformations isolated from the three main clusters. The starting X-ray 

structure is shown in white, the medoid structures are shown in grey ribbons. The most variable regions are 

colored according to a cluster color code: the main cluster is shown in green, cluster 2 is shown in purple and 

cluster 3 is shown in light blue. 
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Table 1: Number of clusters and percentage of frames belonging to the three main clusters 

 

 

Solvent Accessible Surface area  

The Solvent Accessible Surface Area (SASA) of the SYNTH domain was calculated by using the 

Linear Combinations of Pairwise Overlaps (LCPO) algorithm152 in order to investigate if the SYNTH 

pocket of the apo system showed a wider ‘open’ conformation to better accommodate the ligands. 

The total SYNTH surface area calculated on the prepared X-ray structure is 8169.02 Å2 and as shown 

in Figure 7 SASA of both holo and apo systems increased during the simulations. However, the 

surface area average of holo system (9113.9 Å2) is lower than that calculated for the apo one (9244.4 

Å2), confirming in part that the motility of the loop seen in the cluster analysis could lead to the 

opening of the pocket. To further investigate this aspect, the SASAs of the residues locate within 5 Å 

distance from GDP and the residues of the G-loop were calculated (Figure 23). As expected, in both 

analyses the SASA of apo system is higher and more susceptible to oscillation than that of the holo 

one. 

 

 

 

System Domain Total number of clusters % frames in cluster 1 % frames in cluster 2 % frames in cluster 3

HYD 475 4 4 3

HYD no loops 3 92 5 3

3 helix bundle 6 75 13 7

SYNTH 6 64 33 1

HYD 318 8 7 7

HYD no loops 7 88 4 3

3 helix bundle 5 49 30 18

SYNTH 9 51 34 10

Holo

Apo



  

51 

 

 

 

Figure 23: In the graphs is expressed the total Surface Area (in Å2) vs time (in ns) of systems holo (top left), 

apo (top right), SASA of residues within 5 Å from GDP (bottom left) and SASA of G-loop residues (bottom 

right). Holo SASAs are shown in black, apo SASAs are shown in red. Average SASAs of holo system is shown 

in white, average SASAs of apo system is shown in salmon line and light grey number. 
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Principal component analysis (PCA) 

Essential dynamics was carried out to further elucidate the principal motions of the protein in the four 

systems. First, a correlation matrix was calculated according to equation 3.5:  

𝐴𝑣𝑔𝐶𝑜𝑟𝑟(𝑎, 𝑏) =
∑𝑉𝑎(𝑖)∙𝑉𝑏(𝑖)

𝑁
             (3.5) 

Where the average correlation between the vectors Va and Vb, representing two motion vectors of 

residue a and residue b, is calculated as the average of the dot product of those vectors over all N 

frames. 

Looking at the correlation matrices showed in Figure 24, a positive correlation can be observed 

between residues located in the same domain, while some residues belonging to different domains 

are anticorrelated. Moreover, few residues of the 3 helix bundle domain correlate or anticorrelate 

either with the HYD domain or with the SYNTH one. Moreover, apo system shows a higher 

correlation, and anticorrelation, compared to the holo form. These data suggest that, in little part, 

GDP influences the flexibility of the system. In detail, in apo system residues located in helix 12 

(residue between 217-231) and loops surrounding beta sheet 2 and beta sheet 2 itself (residue between 

265-271), showed more compactness and anticorrelation with residues located in alpha 2 (22-38) and 

alpha 3 - alpha 4 (50-75) compared to the same residues in holo system. 

Moreover, residues located in the loops we built (105-135 and 153-158) show two correlation trends 

different for holo and apo systems highlighting the probable bias caused by the high flexibility of 

these loops. 

 

Figure 24: Correlation matrices computed for each meta-trajectory. In x and y axes are shown the RelSeq 

residues numbered from 1 instead from 5. Residues that correlate are shown in blue, residues that anticorrelate 

are shown in red, residues that do not present any correlation are shown in white. The HYD domain is defined 

by a green box, the SYNTH domain defined by a yellow box, 
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Starting from the diagonalization of the covariance matrix of dimension 3N X 3N where N is the 

number of residues of the protein studied (equation 3.6) 

RTCR = diag(λ1, λ2,…, λ3N)                                                 (3.6) 

where λ1 ≥ λ2 ≥ … ≥ λ3N are the eigenvectors, R is an orthonormal transformation matrix, RT is the 

transpose of R and C is the covariance matrix with elements Cij for coordinates i and j (equation 3.7), 

𝐶𝑖𝑗 = 〈(𝑥𝑖 − 〈𝑥𝑖〉)(𝑥𝑗 − 〈𝑥𝑗〉)〉               (3.7) 

where xi and xj are the mass-weighted Cartesian coordinates of a system of N-particles i and j have 

values range from 1 to 3N, and 〈𝑥〉 is the average over all the structures sampled during the 

simulation. the principal components (PC) were computed for single domains and PC analysis 

(PCA)153 was performed. PCA is a technique performed to reduce the number of dimensions needed 

to describe data, in this case protein motions, defined as eigenvectors. The eigenvectors are computed 

via a decomposition process (singular value decomposition) performed on covariance or correlation 

matrices that filters the motions from the largest to the smallest spatial scale, that is determined by 

the corresponding eigenvalues. In this way, lower-dimensional data, namely PCs, are generated trying 

to preserve all the possible data variance. So, PCA can be defined as an orthogonal linear 

transformation that converts the data into a new simplified coordinate system. According to this 

method, the biggest scalar projection of the data resides in the first coordinate (the first PC), the 

second one in the second coordinate (the second PC) and so on. These data represent a qualitative 

investigation useful to describe the motions of the protein observed into different conditions (apo and 

holo) and considering the simulated time-window. 

To exclude the biases caused by the high flexibility of the loops we built, PCs of HYD domain were 

calculated excluding residues located in these loops. The first three components represent about the 

43% of the entire motion of the domain (Figure 25) and they consist principally in the motion of the 

catalytic loop (residues H40-Y50), involved in the formation of the catalytic HYD site, and of the 

residues located near the loop we built in the 3 helix bundle (figure 26), for both apo and holo systems. 

The main motions of the central 3 helix bundle (data not shown) are exclusively due to the loops 

where the gap was built. On the other hand, the first three principal components of the SYNTH 

domain represent about 65% of the entire motion of the domain (Figure 27). In particular, for the holo 

system they consist of a little twist of the domain, that induces a transition of the G-loop towards to 

the centre of the active site, with an important motion of the loop between helix 13 and beta sheet 2 
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(Figure 28). The same behaviour can be seen for the apo system with an increased motion of the G-

loop (Figure 28).   

The scatter plots (Figure 29) of HYD PCs showed superimposable motions between the two systems, 

while, the scatter plots of the first three PCs of the SYNTH domain motions shown, as expected, a 

higher range of exploration in the apo compared to the holo systems (Figure 29).  

  

Figure 25 : Weight of 20 Principal Components motion on the overall motion in percentage of the HYD 

domain. Holo system PCs are shown in black in the left panel. Apo system PCs are shown in red in the right  

 

Figure 26: 3D representation of the first three principal components motion of HYD domain of holo (top 

panel) and Apo (bottom panel) systems. The eigenvectors are shown by green arrows, the eigenvalues are 
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shown by the length of the arrow and by the colour code: red high eigenvalue, white middle eigenvalue, blue 

low eigenvalue. 

 

  

Figure 27: Weight of 20 Principal Components motion on the overall motion in percentage of the SYNTH 

domain. Holo system PCs are shown in black in the left panel. Apo system PCs are shown in red in the right 

panel 

 

 

Figure 28: 3D representation of the first three principal components motion of SYNTH domain of holo (top 

panel) and Apo (bottom panel) systems. The eigenvectors are shown by green arrows, the eigenvalues are 

shown by the length of the arrow and by the colour code: red high eigenvalue, white middle eigenvalue, blue 

low eigenvalue. 



  

56 

 

 

 Figure 29: 2D scatter plots representing PC1 vs PC2 (top panel), PC1 vs PC3 (middle panel), PC2 vs PC3 

(bottom panel) of SYNTH (left) and HYD (right) domains. Holo system is represented in black, Apo system is 

represented in red 
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RMSIP 

To investigate if the eigenvectors of different simulations overlap, evaluating both conformational 

subspace sampled and similarity of the essential subspace explored, the root mean square inner 

product (RMSIP)154 were calculated by solving equation 3.8: 

                                                     𝑅𝑀𝑆𝐼𝑃 = √
1

𝑁
∑ ∑ (𝑛𝑖 ∙ 𝑣𝑗)

2𝑁
𝑗=1

𝑁
𝑖=1                (3.8) 

where N is the number of eigenvectors we want to compare and 𝑛𝑖  and 𝑣𝑗  are the two eigenvectors 

of the two simulations, or simulation windows, we want to compare.  

RMSIP was evaluated between replicas of the same system and between meta-trajectories of the holo 

and apo system. 

Comparing the two meta-trajectories, the RMSIP (Table 2) calculated on the first three eigenvectors 

of SYNTH and HYD domains (excluding the residues forming the loops we built) are 0.6 and 0.9, 

respectively, defining these motions overlapped (generally a value ≥ 0.6 defines a good overlap of 

two eigenvectors).154 Similar overlap can be seen calculating the RMSIP of the tree main eigenvectors 

of single replicas (Table 2). Actually, comparing all the replicas of the same system two by two, the 

RMSIP average calculated for the SYNTH domain are 0.7 and 0.6 for holo and apo systems, 

respectively, while the lowest RMSIP value calculated for the HYD domain in both holo and apo 

systems is 0.8. These data highlight that the three replicas sample similar conformational subspace. 

Table 2: RMSIP of the first three eigenvectors of the two metatrajectories and the single runs  

Domain System Comparison RMSIP  Domain System Comparison RMSIP 

SYNTH 

  Holo vs Apo 0.9  

HYD 

  Holo vs Apo 0.6 

Holo 

run 1 vs run 2 0.6  

Holo 

run 1 vs run 2 0.9 

run 1 vs run 3 0.7  run 1 vs run 3 0.8 

run 2 vs run 3 0.7  run 2 vs run 3 0.9 

Apo 

run 1 vs run 2 0.6  

Apo 

run 1 vs run 2 0.9 

run 1 vs run 3 0.6  run 1 vs run 3 0.8 

run 2 vs run 3 0.6  run 2 vs run 3 0.9 
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3.2.2 GDP analysis 

 

Cluster analysis 

A second set of cluster analyses was performed on the GDP of the systems containing the ligand 

(Figure 30 and Table 3). The analyses were carried out considering the heavy atoms of the ligand (a 

new cluster is created if the RMSD of the new structure is > 1 Å), using the same clustering method 

of protein cluster analyses (hierarchical agglomerative, average linkage). 

 

 

 

Figure 30: A) Cluster analysis of holo system. The X-ray structure is shown in white, the main cluster is 

shown in green, the second cluster is shown in light-blue, the third cluster is shown in purple B) 3D 

representation of the main GDP binding mode (main cluster) into the SYNTH site of RelSeq C) 3D representation 

of the alternative GDP binding mode (third cluster) into the SYNTH site of RelSeq. For both boxes b and c, 

GDP is shown in green carbon balls and sticks, Y308 is shown in grey carbon sticks, residues locate in helix 

13 are shown in red sticks, residues locate in the beta sheet 3 are shown in yellow sticks, the protein is shown 

in grey ribbons, helix 13 is shown in red ribbon and beta sheet 3 is shown in yellow ribbons 
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Table 3: Number of clusters and percentage of frames belonging to the first three clusters resulting from GDP 

cluster analysis 

 

 

As shown in Figure 30, according to the cluster analysis, whereas the guanine ring of GDP maintains 

the same interactions in the pocket during the simulations, phosphate groups rotate changing their 

interaction network and interacting with the residues located in helix 13 or with the ones located in 

β3 sheet (Figure 30b and c). 

 

GDP interaction analysis 

GDP-protein interactions were monitored during the simulation. The distances between GDP guanine 

ring atoms and the atoms of residues involved in the X-ray binding mode were monitored. As shown 

in Figure 31, the guanine ring maintained a distance within 4.5 Å to Y308, N306 and A335 residues, 

underlying the stability of the interactions between the ligand and these residues. On the other hand, 

a less stable interaction can be seen by the fluctuation of the distance between the ligand and K304. 

The phosphate groups interact with residues K243, R250, K251 (located in the α13), R295 and K297 

(located in β3) as shown by Figure 32. The interaction network changes are probably due to the 

absence of the ATP (the second ligand essential for the reaction) and Mg2+ that could lock phosphate 

groups in an established position. 

 

Cluster Total number of clusters % frames in cluster 1 % frames in cluster 2 % frames in cluster 3

GDP 18 26 20 15



  

60 

 

 

Figure 31:Distances calculated during simulation time between centroid of guanine ring and the centroid of 

Y308 side chain (top left), distances calculated during simulation time between atom N7 of GDP and NZ of 

K304 (top right), distances calculated during simulation time between atom O6 of GDP and ND2 of N306 

(bottom left) and distances calculated during simulation time between atom N2 of GDP and O of A335 (bottom 

right) 
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Figure 32: Time series of H-bonds and salt bridges formed by GDP during the MD simulations. H-bonds 

analysis was carried out by MDTraj155 according to the Baker-Hubbard156 criterion, with a cutoff distance (A-

-D) of 3.5 Å and angle (D-HA) ≥ 120°  

 

3.3 Identification of potential SYNTH allosteric sites 

 

In order to evaluate the allosteric communication between HYD and SYNTH pockets and to identify 

possible allosteric sites in the SYNTH site, Ohm software was used.157 

According to the methodology implemented in Ohm, first, the average atom-contacts matrix is 

calculated from a 3D protein structure using equation 3.9 

                                                         𝐶𝑖𝑗 = ∑ 𝐻𝑎,𝑏 (𝑟0 − |𝑟𝑎
𝑖⃗⃗  ⃗ − 𝑟𝑏

𝑗⃗⃗  ⃗|)                                                       (3.9) 

where Cij is the number of atom contacts between residue i and residue j, a and b are the atoms of 

residues i and j, respectively, r0 is the distance cutoff (default is 3.4), 𝑟𝑎
𝑖⃗⃗  ⃗ and 𝑟𝑏

𝑗⃗⃗  ⃗ are the position of 

atom a in residue i and the position of atom b in residue j, respectively, H is the Heaviside step 

function. If residue i and residue j are two consecutive residues, a and b cannot be backbone atoms 

simultaneously.  

Then, the number of contacts between i and j is divided first by the number of atoms in residue i and 

then by the number of atoms in residue j (equation 3.10) 

   𝑁𝑖𝑗 =
𝐶𝑖𝑗

𝐶𝑖
, 𝑁𝑗𝑖 =

𝐶𝑖𝑗

𝐶𝑗
                                                                              (3.10) 

where Nij is the average number of atom contacts of residue i with respect to residue j, Nji is the 

average number of atom contacts of residue j with respect to residue i, Cij is the number of contacts 
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between residues i and j, Ci is the number of atoms in residue i and Cj is the number of atoms in 

residue j. If the number of residues belonging to i and j is different, Nij and Nji are different. From this 

matrix, the perturbation propagation probability matrix is calculated by equation 3.11 

                                   𝑃𝑖𝑗 = 1 − 𝑝𝑖𝑗 = 1 − 𝑒−𝛼∙𝑁𝑖𝑗,𝑃𝑗𝑖 = 1 − 𝑝𝑗𝑖 = 1 − 𝑒−𝛼∙𝑁𝑗𝑖                                       (3.11) 

where 𝑃𝑖𝑗 is the probability that residue i propagates its perturbation to residue j, 𝑝𝑖𝑗 is the probability 

that residue i does not propagate its perturbation to residue j and α is a parameter, defined by the user, 

to amplify or reduce the probability of perturbation (default is 3.0). 

The algorithm of perturbation propagation works by defining four vectors V, W, B and T. Vectors V, 

W and T are vectors of size N, where N is the number of residues in the target. On the other hand, 

vector B shows a different dimension since it collects all the neighbours of each residue in order to 

consider in Bi element all residues in contact with residue i. V elements can present a value of 0 or 1 

if the residue connected to that element does not undergo to conformational changes or if it does, 

respectively. W and T vectors are instead built with all values equal to 0. 

All the residues in the active site have the values of their element in vector W and V are set to 1. Then, 

taking as example the residue “n” in the active site, all the neighbours of this residues, based on Bn, 

are identified. If residues “m” is neighbour of “n”, a random number “r”, in the range between 0 and 

1, is generated and if r < 𝑃𝑛𝑚, Vm value is set to 1, otherwise to 0. Once Vm is assigned, Wm is set to 

1. This process is performed for all the residues until all the elements in W have a value of 1. Then, 

the value of Ti is summed by 1 if Vi has a value of 1. When all the T elements are summed, V and W 

are cleared and the process is repeated 10000 times. Finally, T is normalized. The value of Ti at the 

end of the process, is the allosteric coupling intensity (ACI) of residue i with respect to residue n (a 

residue located in the active site). To identify the allosteric pathway, the propagation algorithm is 

adjusted: a stack S is constructed to collect each pathway that goes from the active site to the allosteric 

one. If n is a residue in the active site and m is a residue in the allosteric one, the propagation process 

is performed and, if the end of the path is m, the path is saved in S. The process is repeated 10000 

times and all the paths in S are statistically evaluated. The most often identified path corresponds to 

the most probable allosteric pathway. The importance of a residue in the pathway is also calculated. 

If {pi} is the set of all the pathways containing residue a, and pi represents the importance of the 

allosteric pathway i, pa is used to identify the importance of residue a in that pathway. The value of 

pa is initially set to 0 and then it is updated for each pathway in {pi} collection by using equation 3.12 

                                                              𝑝𝑎 = 𝑝𝑎 + 𝑝𝑖 − 𝑝𝑎 ∗ 𝑝𝑖                                                     (3.12) 

When the importance of all pathways is substituted into the equation, pa, and so the importance of 

residue a, is defined. 
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Ohm can also calculate the allosteric hotspots. First, a distance matrix M(i,j) is generated by 

calculating all the distances between i and j residue pairs. A residue is set as neighbour of another 

residue if the distance between one of the atoms of the first residue and one of the atoms of the second 

one is maximum 4.5 Å. All the neighbours of residue i, G(i), are so identified. A vector D (direction) 

is then initialized with size N (number of residues). A value of -1 is assigned to D(i) if the considered 

residue presents the highest ACI with respect to its neighbours. Accordingly, all the residues that have 

a direction value equal to -1 represent allosteric hotspots. 

Ohm was used for both holo and apo systems to identify allosteric sites and to define the allosteric 

pathway(s) connecting HYD to SYNTH sites. For what concern the allosteric sites calculation, as 

shown by Figure 33, the residues involved in GDP interaction and from those important for (p)ppGpp 

synthesis (i.e., R250, K251, R269, K304, N306, Y308, H312, E323, Q325, R327 and A335), were 

defined as the active site in SYNTH domain. As a result, the HYD pocket was identified as a potential 

allosteric site, as already known from published literature62 and a little site behind the SYNTH pocket 

(between helix 12 and helix 14) was identified as a secondary potential allosteric site. Even though 

more analysis should be performed to confirm this data, both sites can be considered as allosteric sites 

to potentially block the synthetic activity of the target. 

 

 

Figure 33:Allosteric hotspot identified by Ohm for holo (left) and apo (right) systems. Value of allosteric 

coupling intensity is rendered by a colour scale from blue (low value) to red (high value).  
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The pathways connecting SYNTH and HYD pockets were also evaluated considering residues T151 

and Y308 for HYD and SYNTH sites, respectively. These two residues were chosen due to their 

involvement in the interaction with ligands. 

In Figure 34 the most representative pathways connecting residues Y308 and T151 are shown. For 

both holo and apo systems, T151 is connected to Y308 by the propagation of the perturbation of the 

residues R150, E186 and W185. The rest of perturbation is instead different between the two systems 

due to the presence of GDP (residue 344) in holo system. W185 points towards guanine ring of GDP 

and probably it influences the position of the GDP into the SYTH site. Therefore, it is not so strange 

that this residue is present in both allosteric pathways.  

 

Figure 34: allosteric pathway connecting residue Y151 (Start) to residue Y308 (End) for holo (top panel) and 

apo (bottom panel) systems. The dimension of the spheres represents the importance of the residue for the 

allosteric connection. 
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3.4 Conclusion 

 

The dynamic behaviour of RelSeq was studied by performing MD simulations on the prepared chain 

A in its SYNTH holo and apo forms. As a result, the only appreciable difference among the two 

systems consisted in the SYNTH domain motions. Particularly, the G-loop involved in GDP 

interaction is more flexible in apo system due to the absence of the GDP that, if present, stabilizes its 

behaviour. Furthermore, GDP interactions were monitored during the simulations figuring out that 

the guanine ring maintained the same interactions shown in the X-ray structure, while the phosphate 

groups rotate to interact with residues located in helix 13 or β3 sheet. 

Y308 is the only residue interacting with GDP that inhibits the synthetic activity of the enzyme if 

mutated. Therefore, the π-π stacking with Y308, that is maintained for the entire simulation, was 

defined as the key interaction to discriminate from potential ligand to non-ligand and this criterion 

was applied in the VS campaign described in chapter 4. 

The HYD pocket was identified as an allosteric site of the SYNTH pocket, such as another site located 

between helix 12 and helix 14. Finally, residues R150, E186 and W185 represent the most important 

allosteric pathway connecting HYD to SYNTH sites. 
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3.4 Appendix 

 

 

Figure 35: RMSD of Cα atoms of the entire holo (blue) and Apo (green) RelSeq without Mn2+. The two systems 

reached a stable conformation during the MD syulations 

 

 

Figure 36: RMSD calculated on Cα atoms of single domains of holo no Mn (left) and apo no Mn (right) 

systems. HYD domain is shown in green, 3 helix bundle is shown in red, SYNTH domain is shown in yellow. 

The HYD domain is the one that caused the most part of the deviation also for the two systems lacking the ion. 
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Figure 37: RMSF calculated on Cα atoms of holo no Mn system (blue) and apo no Mn system (green). The 

trend of the two systems is similar with the residues located in loop 110-123 that fluctuate the most. SYNTH 

domain fluctuate more in apo no Mn system than in holo no Mn one with residues located in the loop between 

α13 and β2 and the one located in the G-loop that fluctuate more.  

 

  

Figure 38: Radius of gyration values for backbone atoms of the entire systems. Holo no Mn system is 

represented in blue (left panel), apo no Mn system is represented in green (right panel). The average value of 

the RoG is represented in white lines and black numbers. SASA behaviour is similar among system with similar 

average 
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Figure 39: Graphics representing the radius of gyration values for backbone atoms of the SYNTH (top panel) 

and HYD (bottom panel) domains. Holo no Mn system is represented in blue, apo no Mn system is represented 

in green. The average value of the RoG is represented in white lines and black numbers. SASA behaviour is 

similar among system with identical average  
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Figure 40: Cluster analysis performed on cα atoms of single domains. The protein is shown in grey ribbon, 

x-ray is shown in white, the main cluster is shown in green, cluster 2 is shown in purple and cluster 3 is shown 

in light blue. SYNTH domain showed the highest difference in 3D conformation between clusters with the loop 

between α13 and β2 the one that changed most. G-loop of apo system is more flexible in apo system than in 

holo one. 3 helix bundle and HYD domain cluster differences are due to the change in 3D conformation of the 

gaps we built  
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Table 4: Number of clusters and percentage of frames belonging to the first three clusters 

 

 

 

 

Figure 41: In the graphs is expressed the total Surface Area (in Å2) vs time (in ns) of systems holo no Mn (top 

left), apo no Mn (top right), SASA of residues within 5 Å from GDP (bottom left) and SASA of G-loop residues 

(bottom right). Holo no Mn SASAs are shown in blue, apo no Mn SASAs are shown in green. Average SASAs 

of holo no Mn system is shown in white line and number for the graphic representing the SYNTH domain and 

in light blue line and black number for the other two graphics, SASAs of apo no Mn system is shown in white 

line and number for the graphic representing the SYNTH domain and in salmon line and light grey number 

number for the other two graphics. 

System Domain Total number of clusters % frames in cluster 1 % frames in cluster 2 % frames in cluster 3

HYD 422 10 8 5

HYD no loops 10 62 24 6

3 helix bundle 7 49 28 17

SYNTH 32 16 16 15

HYD 373 10 6 4

HYD no loops 10 79 12 4

3 helix bundle 8 40 24 24

SYNTH 139 23 5 5

Holo

 no Mn

Apo

 no Mn
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Figure 42: Correlation matrices of holo no Mn (left) and apo no Mn (right) systems. The HYD site is defined 

by a green box, the SYNTH site is defined by a yellow box, The two systems shows similar correlations trend, 

with apo no Mn system showing greater correlation values compared to the holo no Mn one, with residues 

located in the same domain having correlated motions while some residues located in two different domains 

having anticorrelated motion. As for the systems containing the ion, residues located in helix 12 (residue 

between 217-231) and loops of beta sheet 2 and beta sheet 2 itself (residue between 265-271), showed more 

compactness and anticorrelation with residues located in in alpha 2 (22-38) and alpha 3 - alpha 4 (50-75).   

 

 

 Figure 43: Weight of 20 Principal Components motion on the overall motion in percentage of the HYD 

domain. Holo no Mn system PCs are shown in blue in the left panel. Apo no Mn system PCs are shown in 

green in the right panel. The first three PC of the holo no Mn system describe the 68% of the total motion. 

The first three PC of the apo no Mn system describe the 49% of the total motion  
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Figure 44: 3D representation of the first three principal components of HYD domain of holo no Mn (top 

panel) and apo no Mn (bottom panel) systems. The eigenvectors are shown by green arrows, the eigenvalues 

are shown by the length of the arrow and by the colour code: red high eigenvalue, white middle eigenvalue, 

blue low eigenvalue. The three main PCs involve principally motions of the catalytic loop and residues located 

near rhe 3 helix bundle loop we built. 

 

   

Figure 45: Weight of 20 Principal Components motion on the overall motion in percentage of the SYNTH 

domain. Holo no Mn system PCs are shown in blue in the left panel. Apo no Mn system PCs are shown in green 

in the right panel. The first three PC of the holo no Mn system describe the 58% of the total motion.  The first 

three PC of the apo no Mn system describe the 66% of the total motion  
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Figure 46: 3D representation of the first three principal components of SYNTH domain of holo no Mn (top 

panel) and Apo no Mn (bottom panel) systems. The eigenvectors are shown by green arrows, the eigenvalues 

are shown by the length of the arrow and by the colour code: red high eigenvalue, white middle eigenvalue, 

blue low eigenvalue. The three main PCs involve a twist of the SYNTH site wih motion of the G-loop and loop 

between α13 and β2. 
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Figure 47: Scatter plots representing PC1 vs PC2 (top panel), PC1 vs PC3 (middle panel), PC2 vs PC3 

(bottom panel) of SYNTH (left) and HYD domain (right). Holo no Mn system is represented in blue, Apo no 

Mn system is represented in green. For the SYNTH domain (left panels), PCs explore a higher range of values 

in the apo no Mn system compared to the holo no Mn one, on the other hand in the HYD domain (right panels) 

the exploration is similar between systems. 
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Table 5: RMSIP of the first three eigenvectors of the two metatrajectories and the single runs 

Domain System Comparison RMSIP  Domain System Comparison RMSIP 

SYNTH 

  
Holo no Mn vs  

Apo no Mn 
0.7  

HYD 

  
Holo no Mn vs  

Apo no Mn 
0.9 

Holo 

no Mn 

run 1 vs run 2 0.6  

Holo 

no Mn 

run 1 vs run 2 0.7 

run 1 vs run 3 0.6  run 1 vs run 3 0.7 

run 2 vs run 3 0.6  run 2 vs run 3 0.8 

Apo 

no Mn 

run 1 vs run 2 0.8  

Apo  

no Mn 

run 1 vs run 2 0.9 

run 1 vs run 3 0.8  run 1 vs run 3 0.9 

run 2 vs run 3 0.7  run 2 vs run 3 0.8 

 

 

Figure 48: A) Cluster analysis of holo no Mn system. The X-ray structure is shown in white, the main cluster 

is shown in green, the second cluster is shown in light-blue, third cluster is shown in purple B) 3D 

representation of the main GDP binding mode (main cluster) into the SYNTH site of RelSeq C) 3D representation 

of the alternative GDP binding mode (third cluster) into the SYNTH site of RelSeq. For both boxes b and c, 

GDP is shown in green carbon balls and sticks, Y308 is shown in grey carbon sticks, residues locate in helix 

13 are shown in red sticks, residues locate in the beta sheet 3 are shown in yellow sticks, the protein is shown 

in grey ribbons, helix 13 is shown in red ribbon and beta sheet 3 is shown in yellow ribbons 
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Table 6: Number of clusters and percentage of frames belonging to the first three cluster resulting from GDP 

cluster analysis performed on holo no Mn system. 

 

 

 

Figure 49: Distances calculated during simulation time between centroid of guanine ring and the centroid of 

Y308 side chain (top left), distances calculated during simulation time between atom N7 of GDP and NZ of 

K304 (top right), ), distances calculated during simulation time between atom O6 of GDP and ND2 of N306 

(bottom left) and distances calculated during simulation time between atom N2 of GDP and O of A335 (bottom 

right). The four interactions formed during X-ray crystallization are maintained during all the simulation with 

the one formed between GDP N7 atom and K304 side chain being the less stable. 

 

Cluster Total number of clusters % frames in cluster 1 % frames in cluster 2 % frames in cluster 3

GDP 26 19 16 13
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Figure 50: Time series of H-bonds and salt bridges formed by GDP during the MD simulations. GDP interacts 

principally with residues located in α13 (K243, R250, K251) or with the one located in β3 R295, K297. H-

bonds analysis was carried out by MDTraj according to the Baker-Hubbard criterion, with a cutoff distance 

(A--D) of 3.5 Å and angle (D-HA) ≥ 120°. 

 

 

Figure 51:Allosteric hotspot identified by Ohm for holo no Mn (left) and apo No Mn (right) systems. Value of 

allosteric coupling intensity is rendered by a colour scale from blue (low value) to red (high value). Selecting 

the amino acids located in the SYNTH site and listed in paragraph 3.3, the allosteric sites of the SYNTH pocket 

identified for these two systems are the same found for the holo and apo systems i.e. the HYD site and a pocket 

located between helix 12 and helix 14. 
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Figure 52: allosteric pathway connecting residue Y151 (Start) to residue Y308 (End) for holo no Mn (top 

panel) and apo no Mn (bottom panel) systems. The dimension of the spheres represents the importance of the 

residue for the allosteric connection. The pathways connecting T151 to Y308 start, as for holo and apo systems, 

with the perturbation of residues R150, E186 and W185, pointing out the importance of these residues for the 

communication between the HYD and SYNTH pockets.  
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CHAPTER 4: FRAGMENT BASED VIRTUAL 

SCREENING INTO THE SYNTHETASE SITE 
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The fragment-based drug design (FBDD) workflow applied for the Virtual Sreening (VS) of prepared 

libraries and based on docking calculation is shown in Figure 53. 

 

Figure 53: VS workflow 

 

Ligprep139 was used to convert fragments to their 3D structures and to generate tautomeric and 

ionization states then the fragments were evaluated into the synthetase site of the RelSeq. Less stable 

tautomeric and ionization forms, duplicates and PAINS were deleted. Finally poses that do not form 

an aromatic contact with residue Y308 were excluded from the calculations. From the resulting 

fragments, the most representative chemotypes were used for a library expansion to expand the 

chemical space explored. Then the most promising fragments selected from VS and library expansion 

workflow were used in MD simulations and thermal shift assays (TSA). The chemotype resulted the 

most selective for the SYNTH domain was then used to design new compounds that were tested in 

both MD simulations and TSA. 

 

4.1 Fragment libraries and their preparation  

 

FBDD is a valuable alternative method in drug discovery compared to the traditional high-throughput 

screening (HTS). The main difference between HTS and FBDD consists in the composition and the 

size of the libraries. Whereas the former identifies mature chemical starting point for hit-to-lead, the 

second incrementally constructs the lead, by starting from less potent items with equivalent or better 

ligand efficiency (LE) which express the docking score weighed by the heavy atoms. These second 

structures can be combined if they bind to different part of the target pocket, and they can be easily 
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modified in order to improve binding affinity and adjust ADME properties. Generally, the number of 

false negative structures is higher for HTS strategies compared to FBDD ones. For these reasons 

fragments libraries were preferred to big databases. 

Seven fragment libraries from six vendors were selected for the VS campaign in order to maximize 

the chemical space explored: the  ‘Maybridge Ro3 Diversity Set’ (https://www.maybridge.com),  the 

‘Asinex-Fragments-21872 library’ (http://www.asinex.com), two libraries from Life chemicals, the 

‘Fragment Libraries with Experimental Solubility Data’ (https://lifechemicals.com), the ‘OTAVA 

Solubility Fragment Library’ (https://www.otavachemicals.com), the ‘FragmentLibrary_sdf_13808’ 

from CHEMBRIDGE (https://www.chembridge.com) and the ‘Preplated Fragment-Based Library’  

from SPECS (https://www.specs.net).  

Libraries were downloaded from January to February 2019. A brief description of each library is 

reported below. 

 

MAYBRIDGE Ro3 Diversity Set: 

Fragments contained in this library respect the Ro3, their solubility was experimentally measured in 

PBS buffer (1 mM), they were optimized for surface plasmon resonance (SPR), they are PAINS free 

and clean from toxic and reactive groups. Moreover, fragments in this database present an exceptional 

diversity (Tanimoto similarity index of 0.66 based on standard Daylight fingerprinting158) and 

pharmacophoric enrichment. 

 

ASINEX Asinex-Fragments-21872: 

The database presents high diversity of scaffolds and synthetic handles moreover, together with the 

classic fragments used for fragment screening, saturated fused ring, spiro, bridged systems and 

macrocycles with a tendency towards multiple chiral centres are added to the database due to their 

use in marketed drug. 

 

Life Chemical Fragment Library with Experimental Solubility libraries: 

Both libraries contain fragments with the following specifications: 

• Average molecular weight (MW) 240 Da and logP 1.2 

• Guaranteed solubility of all compounds in DMSO at high concentration (200 mM) 

• 77 % of the library are soluble in water phosphate buffer at 1 mM, and 60 % at 5 mM 

 

Fragments show characteristics in the range listed below: 

https://www.maybridge.com/
http://www.asinex.com/
https://lifechemicals.com/
https://www.otavachemicals.com/
https://www.chembridge.com/
https://www.specs.net/
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Table 7: Specification of fragments belonging to Life Chemical databases 

Parameter Range 

MW 100 to 300 

ClogP –2 to 3 

TPSA < 100 Å2 

H-Acceptors ≤ 4 

H-Donors ≤ 3 

Rotatable Bonds ≤ 3 

 

OTAVA Solubility Fragment Library:  

It consists of 1021 low molecular weight fragments with Ro3 compliance and assumed solubility in 

both DMSO (200 mM) and PBS (1 mM). Moreover, the use of different filters removes from the 

library: 

• compounds containing any atom different to O, N, C, H, Br, I, Cl, F, S, or P 

• compounds that do not contain at least one aliphatic or aromatic ring. 

• compounds containing more than 4 halogen atoms 

• compounds containing reactive functional groups bearing the risk of covalent binding to the 

target protein 

• Reactive molecules, PAINS, redox-active molecules, aggregator compounds were removed 

from the library 

 Finally, compounds present the following characteristics: 

Table 8: Specification of fragments belonging to OTAVA library 

Parameter Value Average 

MW < 300 197.0 

CLogP < 3 1.52 

Number of Rotatable Bonds ≤ 3 1.6 

Number of H-Donors ≤ 3 1.04 

Number of H-Acceptors ≤ 4 2.56 

PSA < 80 49.9 

Number of Rings ≥1 1.83 

Experimentally Assured Aqueous Solubility ≥ 1 mM  

Solubility in DMSO ≥ 200 mM  

Diversity based on fingerprint distances 0.89  

Number of clusters 302  

Number of singletons 180  

Sum of Halogen Atoms ≤ 4  
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Chembridge FragmentLibrary_sdf_13808 library: 

Approximately half of the compounds meet the criteria for the High Solubility Subset (HSS). These 

fragments have a minimum DMSO solubility of 200mM and minimum solubility in PBS (pH 7.4) of 

200µM (with many fragments soluble at 1mM in PBS). The remaining fragments have DMSO 

solubility of less than 200mM or PBS solubility of less than 200 µM. 

Fragments comply with the Ro3 parameters (MW ≤ 300, H-bond donors ≤ 3, H-bond acceptors ≤ 3, 

cLogP ≤ 3) along with rotatable bond count and calculated TPSA (topological polar surface area) 

limits 

Finally, they present these characteristics: 

Table 9: Specification of fragments belonging to Chembridge library 

Parameter ChemBridge Cutoff Values Average Property Values 

MW 150-300 225.06 

H-donors ≤ 3 1.22 

H-acceptors ≤ 3 2.33 

cLogP ≤ 3 1.27 

Rotatable Bonds ≤ 3 2.01 

cLogSw ≥ -2.50 -1.68 

TPSA ≤ 120 49.66 

 

SPECS Preplated Fragment-Based Library: 

This library of 4532 fragments was thought to perform High throughput screening in vitro. Fragments 

contained in this library respect the Ro3 and are soluble in DMSO. 

 

Fragments of libraries were prepared and converted into their three dimensional (3D) structure by 

using the ‘Ligprep’ utility.139 Tautomers and at most 32 stereoisomers (default number used when 

fragment stereochemistry is unknown) per ligand were generated by the program, using OPLS_2005 

force field, and protonation states were computed by using Epik tool at pH 7. During this process, the 

energy of each generated state is calculated. The energy of the ground-state, the structure with the 

lowest energy, is set to zero while to the other states is assigned an increasing energy depending on 

the decreasing stability of the form at the selected pH. This energy value, called state penalty, is 

expressed in kcal/mol. The compounds were then energy minimized by using ‘MacroModel’,159 

implemented with truncated Newton conjugated gradient160 (TNCG) method. The final number of 
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fragments per library is reported in Table 10. The energy minimized structures were selected for 

docking calculations.  

Table 10: Libraries used for the VS campaign 

Name of the library Number of 2D molecules Number of 3D molecules 

Maybridge Rule of 3 2500 3036 

Asinex Fragments 21872 47892 

Life chemicals Fragment Libraries 

with Experimental Solubility Data I 
11667 20204 

Life chemicals Fragment Libraries 

with Experimental Solubility Data 

II 

2921 6299 

OTAVA Solubility fragment library 1021 1606 

Chembridge Fragment library 13808 28037 

SPECS Preplated fragment-based 

library 
4532 7892 

LIBRARIES COMBINED 58,321 114,966 

 

4.2 Docking calculations 

 

VS campaigns were performed in the X-ray structure of RelSeq chain A (PDB138 entry:1VJ7, chain A, 

residues 1-385).62 The experimental structure of SYNTH domain well overlaid to the main clusters 

identified during MD simulations (RMSDs of X-ray vs Clusters Cα atoms are between 1.7 Å and 2.1 

Å). The protein was prepared as described in paragraph 3.1. 

Due to the presence of a histidine (H312) in the active site that interacts with the β-phosphate group 

of the GDP (Figure 10), two models were generated: one with the neutral ‘HIS312’ and one with the 

charged ‘HIP312’ form.  

 

4.2.1 Docking set up 

 

Both grid models (HIS312 and HIP312) were generated using GLIDE103 and the OPLS_2005113 force 

field with the default parameters. A cubic region of 24.5Å centreed on GDP molecule was used with 

a cubic inner box of 10 Å. 
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The docking protocol was set up and validated using GDP as ligand. The procedure was carried out 

by using GLIDE v8.0,103 the standard precision (SP) method and the OPLS_2005 force field. The 

protein was considered as a rigid body while the ligand was set free to move (no ring sampling was 

performed and the option ‘use enhanced sampling’ that adds variations on the input structure to the 

conformational search was increases by three times). Five poses were saved out of ten post-minimized 

structures, and no Epik state penalty was added to the docking score. The GDP binding mode 

observed in the crystallized structure, and discussed in paragraph 1.4.1.1.1, was well reproduced by 

the docking poses for both HIS312 and HIP312 models. The RMSDs calculated between the heavy 

atoms of GDP X-ray structure and GDP best poses were 0.78 Å and 1.23 Å for HIS312 and HIP312 

grids, respectively (Figure 544). 

 

 

Figure 54: Docking best pose of GDP into HIP312 (A) and HIS312 (B) models overlaid to the X-ray structure 

(balls and sticks in dark grey carbons). Residues involved in GDP binding mode are shown. 

 

4.2.2 Docking results 

 

A total of 114,966 fragments were evaluated into the SYNTH pocket of both HIS312 and HIP312 

models by means of docking simulations using the protocol validated for the X-ray ligand GDP (see 

paragraph 4.2.1). A single docking pose per fragment was saved for post-docking analysis. Docking 

poses were first ranked by Glide score and then filtered by ‘state penalty’ property (state penalty value 

≤ 0.6 kcal/mol) to remove less stable and less populated ionization and tautomeric forms. This 

filtering reduces the number of poses to 86,300 and 84,676 for HIS312 and HIP312 grids, 

respectively. The duplicates were removed by using the ‘Filter duplicates’ tool of Maestro (based on 
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SMARTs), leading to a final number of fragments to analyse of 74,226 and 72,617 for HIS312 and 

HIP312 models, respectively. Finally, only the fragments presenting an aromatic atom in contact with 

Y308 side chain, (i.e. with an aromatic atom within 5 Å from any of the heavy atoms of Y308 aromatic 

ring) were considered.  

Indeed, Y308 is a key residue for the synthetic activity of the enzyme and  its mutation into asparagine 

or serine inhibits the synthetic activity.62 In the X-ray complex Y308 forms a - interaction with the 

guanine of GDP that is also stable during the MD simulations. 

The poses that passed the Y308 interaction filter were 30,982 for the HIS312 and 31,851 for the 

HIP312 grid. In the last step, the PAINS filters were used to remove potential fragments as they 

represent poor choices for drug development. Three filters (namely PAINS1, PAINS2 and 

PAINS3),134 as implemented in Canvas135,136 suite, were applied. The number of fragments at the end 

of the workflow was 30,126 and 30,960 for HIS312 and HIP312 grids, respectively. The top 1% of 

these fragments (ca. 300 fragments) was visually inspected and recurrent scaffolds were identified. 

In particular, three scaffolds, indole, benzimidazole and aminobenzoic acids, took our attention due 

to their enrichment in the top 1% (Table 11 and Table 12). Enrichment factor (EF), that compares the 

number of fragments belonging to a chemotype presented in the top 1% to random selection, was 

calculated using equation 4.1: 

 

      𝐸𝐹 =

𝑆𝑐𝑎𝑓𝑓𝑜𝑙𝑑𝑠𝑢𝑏𝑠𝑒𝑡
𝑁𝑠𝑢𝑏𝑠𝑒𝑡

𝑆𝑐𝑎𝑓𝑓𝑜𝑙𝑑𝑡𝑜𝑡𝑎𝑙
𝑁𝑡𝑜𝑡𝑎𝑙

                 (4.1) 

 

where Scaffoldsubset is the number of fragments containing the scaffold type in the subset (top 1%), 

Nsubset is the total number of molecules in the subset, Scaffoldtotal is the total number of fragments 

containing the scaffold type at the end of the VS workflow, Ntotal is the total number of molecules at 

the end of the VS workflow 

 Table 11: Enrichment factors of indole, benzimidazole and aminobenzoic acid fragments identified in HIP312 

model  

HIP Scaffold/Tot Scaffold/Tot 1% EF 

Benzimidazole 314/30960=0.001= 1.0% 19/310=0.061= 6.1% 0.061/0.001= 6.1 

Aminobenzoic acids 84/30960=0.003= 0.3% 20/310=0.065= 6.5% 0.065/0.003= 21.7 

Indole 261/30960=0.008= 0.8% 10/310=0.032= 3.2% 0.032/0.008= 4.0 
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Table 12: Enrichment factors of indole, benzimidazole and aminobenzoic acid fragments identified 

in HIS312 model 

HIS Scaffold/Tot Scaffold/Tot 1% EF 

Benzimidazole 320/30126=0.011= 1.1% 50/301=0.166= 16.6% 0.166/0.011= 15.1 

Aminobenzoic acids 58/30126=0.002= 0.2% 2/301=0.007= 0.7% 0.007/0.002= 3.5 

Indole 222/30126=0.007= 0.7% 6/301=0.020= 2.0% 0.020/0.007= 3.0 

 

If we compare the EF values between the two grids, aminobenzoic acids were principally found in 

the HIP312 model (EFHIP312 = 21.7 > EFHIS312 = 3.5), benzimidazole in the HIS312 model (EFHIS312 = 

15.1 > EFHIP312 = 6.1) and indole equally in both grids (EFHIP312 = 4.0, EFHIP312 = 3.0).  

For each chemotype, the most interesting fragments, B1, B2, A2-6, and I1, I2, I4 (Figure 55), were 

selected for further studies. Among the top 1% fragments we also selected three singletons, BO1, 

BT1 and TP1 (Figure 55), due to their LE (Table 13) and binding mode (figure 56). For each fragment, 

ten docking poses were analysed considering an aromatic filter for the interaction with Y308 as 

implemented in Maestro (i.e. face to face π-π stacking for aromatic rings centroids distance ≤ 4.4 Å 

and angle between planes ≤ 30°, face to edge for aromatic rings centroids distance ≤ 5.5 Å and angle 

between planes ≥ 60°). All the compounds showed high stability of the π-π interaction (Table 13 and 

figure 56), so they were selected for purchasing.  

As expected, all these fragments provided good LE with B1, A4, I1 and BO1 resulting the best within 

benzimidazole, aminobenzoic acid, indole and singleton structures. 
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Figure 55: 2D structures of fragments selected from the VS procedure for purchasing  

 

Figure 56: Best poses of A) B2 in HIS312 model, B) A3 in HIP312 model, C) I1 in HIS312 model, D) BO1, 

E) BT1, F) TP1 in HIS312 model. The π-π interaction with Y308 is shown as cyan dotted line Y308 is shown 

in grey carbons sticks. 
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Table 13: Docking results: number of poses forming π-π with Y308 in HIP312 (left) and HIS312 (right) models 

of fragments selected from VS. Docking score of the best pose and ligand efficiency values were also reported. 

Fragment 

# of poses 

forming π-π 

stacking with 

Y308 

Docking 

score 
L. E.  Fragment 

# of poses 

forming π-π 

stacking with 

Y308 

Docking 

score 
L. E. 

B1 9/10 -6.496 -0.591  B1 9/10 -7.499 -0.682 

B2 6/10 -7.186 -0.599  B2 6/10 -7.081 -0.590 

A2 9/10 -6.529 -0.544  A2 7/10 -5.526 -0.460 

A3 6/10 -7.010 -0.637  A3 7/10 -5.917 -0.538 

A4 7/10 -6.499 -0.650  A4 7/10 -5.752 -0.575 

A5 6/10 -7.101 -0.592  A5 4/10 -6.125 -0.510 

A6 9/10 -6.155 -0.560  A6 8/10 -6.037 -0.549 

I1 4/10 -6.942 -0.579  I1 5/10 -6.052 -0.504 

I2 5/10 -6.536 -0.545  I2 5/10 -6.41 -0.534 

I4 7/10 -6.634 -0.474  I4 6/10 -6.691 -0.478 

BO1 9/10 -7.251 -0.604  BO1 9/10 -6.317 -0.526 

BT1 8/10 -7.083 -0.590  BT1 5/10 -6.808 -0.567 

TP1 6/10 -8.424 -0.562  TP1 7/10 -7.317 -0.488 

 

4.3 Library expansion 

 

Starting from fragments B1, B2, A4, I1 and I4 (Figure 55) selected from the VS campaign previously 

discussed and fragments A1 and 4-aminobenzoic acid (Figure 57), used to select the three 

aminobenzoic scaffolds, we performed a library expansion on the PubChem161 database (using a 

Tanimoto index162 ≥ 90%) in order to maximize the exploration of the chemical space.   

 
Figure 57: 2D structures of the fragments added for the library expansion 
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The structures retrieved from PubChem were collected into three datasets according to the 

chemotypes (indoles, benzimidazoles and aminobenzoic acids), and, after the removal of duplicates, 

the 3D structures were generated using Ligprep and filtered according to the Epik state penalty value 

(≤ 0.6 kcal/mol) (Table 144). The same docking protocol used in the VS calculation was applied to 

evaluate the binding into the SYNTH active site of RelSeq (Figure 58). 

Table 14 Fragment datasets obtained by using PubChem database  

query fragment 

n° of 

downloaded 

fragements * 

n° of   

fragments 

per datasets 

N° of unique 

fragments 

(Duplicate 

filter) 

N° of 3D 

structures 

(Ligprep) 

State penalty 

filter 

< 0.6 kcal/mol 

B1 527 
2120 2049 7791 4023 

B2 1593 

A1 890 

2219 1612 2003 1658 A4 662 

4-aminobenzoic 667 

I1 1426 
3684 3291 5920 5137 

I4 2258 

* 2D tanimoto similarity ≥ 90% respect to starting fragment 
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Figure 58: Library expansion workflow 

 

For each dataset, docking results in both HIS312 and HIP312 grids were analysed and filtered saving 

the fragments able to form a contact with the side chain of Y308 (one pose per ligand). A second step 

of duplicate removal was also performed to delete duplicates generated by Ligprep, and the tautomer 

with the best docking score was saved. Finally, PAINS were excluded from the analysis (Table 15 

and Table 16).  

Table 15: Number of docking poses passing the filters for the HIP312 model  

Library 

set 

N° of 

fragments 

docked in 

HIS312 grid 

N° of fragments 

after ‘Y308 aromatic 

interaction’ filter 

N° of unique 

fragments after 

’delete duplicate 

II’ filter 

N° of 

fragments 

after ‘PAINS’ 

filter 

Benzimidazole 4023 2040 1386 1371 

Aminobenzoic 

acids 
1629 1186 829 732 

Indoles 5128 2007 1430 1406 
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Table 16: Number of poses passing the filters for the HIS312 model 

Library 

set 

N° of 

fragments 

docked in 

HIS312 grid 

N° of fragments 

after ‘Y308 aromatic 

interaction’ filter 

N° of unique 

fragments after 

’delete duplicate 

II’ filter 

N° of 

fragments 

after ‘PAINS’ 

filter 

Benzimidazole 4023 1832 1201 1186 

Aminobenzoic 

acids 
1629 778 572 502 

Indoles 5128 1638 1171 1144 

 

Two compounds (Figure 59), one benzimidazole B4 and one indole I3, with improved or comparable 

ligand efficiency to the original VS fragments were found (Table 17). B4 includes a second carboxylic 

group on the ring that favours the interaction with the enzyme (Figure 60c) and improved the LE; I3 

has the carboxylic group in a different position compared to the other indoles.  

To complete the study, B4 and I3 were evaluated into both grid models analysing 10 poses (Table 17). 

B4 showed a good LE and increases the number of interactions into the pocket (Table 17 and Figure 

60c), but the π-π stacking with Y308 is less stable compared to B1 and B2 (Table 17). I3 reproduced 

the π-π stacking with Y308 in most of the saved poses with an improved LE compared to I1 and I4 

(Table 17 and Figure 61d).  

Both fragments were added to the list of fragments to be purchased.  

Additional fragments (B3, A1, A7, I5, I5COOH and I6, Figure 62) available in the laboratory where 

also studied in both models of RelSeq and added to the purchasing list. Indeed, docking results (Figure 

61 and Table 17) into the SYNTH site, highlight that they bind to the pocket forming the desired 

interaction (the ring stacking with Y308) with good LE values. In particular, B3 showed the best LE 

of the whole set.  

The final list of fragments, selected for MD simulations and to purchase to perform thermal shift 

assays (TSA), are shown in Figure 62. 
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Figure 59: 2D representation of fragments selected from the library expansion 

 

Figure 60: Complete binding mode of A) B1, B) B2 and C) B4 best ranked poses. The fragments are shown 

in green carbons balls and sticks, the π-π interaction with Y308 is shown in dotted cyan line, salt bridges are 

shown in purple dotted lines, H-bonds are shown in yellow dotted lines residues involved in the interaction 

with the fragments are shown in grey carbons sticks, the protein is shown in grey ribbons.  

 

 

Figure 61: Best poses of A) B3, B) A1, C) A7 D) I3 E) I5 F) I5COOH and G) I6. The fragments are shown in 

green carbons balls and sticks, the π-π interaction with Y308 is shown in dotted cyan line, Y308 is shown in 

grey carbons sticks, the protein is shown in grey ribbons. 
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Figure 62: Complete list of fragments selected for purchasing 

 

Table 17: Docking results: number of poses forming π-π with Y308 in HIP312 (left) and HIS312 (right) models 

of fragments selected from VS. Docking score of the best pose and ligand efficiency values were also reported 

Fragment 

# of poses 

forming π-π 

stacking with 

Y308 

Docking 

score 
L.E.  Fragment 

# of poses 

forming π-π 

stacking with 

Y308 

Docking 

score 
L.E. 

B3 6/10 -7.319 -0.610  B3 9/10 -7.413 -0.618 

B4 5/10 -8.992 -0.599  B4 3/10 -8.387 -0.495 

A1 9/10 -6.429 -0.643  A1 8/10 -5.753 -0.575 

A7 7/10 -6.621 -0.552  A7 9/10 -6.21 -0.468 

I3 7/10 -6.778 -0.565  I3 7/10 -6.617 -0.551 

I5 7/10 -5.089 -0.363  I5 7/10 -5.282 -0.377 

I5COOH 5/10 -6.743 -0.519  I5COOH 4/10 -5.884 -0.453 

I6 6/10 -6.085 -0.468  I6 4/10 -5.887 -0.453 
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All the fragments were also docked into the SYNTH site of the chimera our research group built and 

published, already discussed in chapter 1.4.1.1.1. The dimension of the site is too big and the 

fragments too small to find out stable conformations.  

 

4.4 Thermal shift assays 

 

Thermal shift is an experimental technique in which thermal denaturation temperature is monitored 

following the increase in fluorescence reported by a protein-bond dye.163 In particular, an 

environmentally sensitive hydrophobic dye (e.g. SYPRO orange), upon thermal denaturation binds 

to the hydrophobic regions that progressively become exposed, with an increase of fluorescence 

emission. The binding of small molecules (e.g. fragments) to the protein can induce conformational 

changes affecting melting temperature, therefore this technique allows the screening of several 

compounds with limited consumption of protein. 

The robustness of the technique was validated comparing dissociation constant (KD) of RelSeq natural 

substrates GDP (0.26 ± 0.06 mM) and ATP (0.49 ± 0.09 mM) calculated by TSA with values obtained 

by the most used tryptophan assay (KD
GDP = 0.15 ± 0.01 mM KD

ATP = 0.39 ± 0.04 mM). 

We, therefore, evaluated the affinity of the 21 fragments selected from the in silico study for three 

RelSeq constructs, consisting of RelSeq residues 1-385 (RelSeq), residues 1-224 (RelSeq HYD) and 

residues 79-385 (RelSeq SYNTH), by titration of the protein in TSA. The results (Table 18) show that 

twelve fragments, A1, A3, A4, A5, A6, A7, I1, I2, I3, I4, BO1 and TP1, can bind selectively the 

SYNTH domain with a mM KD, three items, B2, I5 and I5COOH, can bind HYD domain with milli 

or sub mM KD and finally B3 and I6 can bind both domains with a mM KD.  

More interesting, aminobenzoic acid fragments are completely selective for the SYNTH domain, 

therefore, they were used for the design of new potential ligands of this site (discussed in paragraph 

4.9). The benzoxazole and triazole-pyrimidine structures seem to be also selective but further 

investigations are needed. On the other hand, benzimidazole and indole can be used to design ligands 

for both domains depending on how chemical space is modified. 
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Table 18: KD values calculated by performing thermal shift assays using three constructs of RelSeq (1-385 

RelSeq, 79-385 RelSeq SYNTH, 1-224 RelSeq HYD). 

Fragment Kd RelSeq (mM) 

Kd RelSeq SYNTH 

(mM) 

Kd RelSeq HYD 

(mM) 

B1 no binding no binding no binding 

B2 double effect no binding 1.9 ± 0.7 

B3 3.4 ± 0.3 4.3 ± 0.4 3.3 ± 0.9 

B4 no binding no binding no binding 

A1 1.2 ± 0.3 10.8 ± 2.2 no binding 

A2 no binding no binding no binding 

A3 1.5 ± 0.1 5.5 ± 0.9 no binding 

A4 6.6 ± 1.2 9.8 ± 2.8 no binding 

A5 1.1 ± 0.2 2.2 ± 0.4 no binding 

A6 4.3 ± 1.1 6.5 ± 1.2 no binding 

A7 4.0 ± 0.9 4.3 ± 0.5 no binding 

I1 6.5 ± 1.1 9.6 ± 1.5 no binding 

I2 2.5 ± 0.6 5.5 ± 0.9 no binding 

I3 4.0 ± 0.5 9.9 ± 4.5 no binding 

I4 3.2 ± 0.7 17.8 ± 7.0 no binding 

I5 0.6 ± 0.1 no binding 0.25 ± 0.04 

I5COOH 10.0 ± 2.0 no binding 9.4 ± 1.2 

I6 5.7 ± 1.3 7.7 ± 0.5 21.7 ± 14.1 

BO1 2.2 ± 0.3 2.7 ± 0.6 no binding 

BT1 no binding no binding no binding 

TP1 3.4 ± 0.8 8.3 ± 1.6 no binding 

 

4.5 Molecular dynamics simulations  

 

The stability of the docking poses for the fragments shown in Figure 62 was explored by running MD 

simulation with Desmond (100ns, NPT, water TIP3P, force field OPLS3e, dt = 2 fs).  

For indole, benzimidazole and singleton fragments, the best pose in the HIS312 model was used as 

input structure while for aminobenzoic acid fragments the best pose in the HIP312 model was used. 

We decided to use HIP312 models for aminobenzoic acids due to the higher EF calculated in this grid 
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compared to the HIS312 one (Table 11 and Table 12).     

During the simulations, the π-π stacking with Y308, formed if two aromatic rings stacked face-to-

face with distance within 4.4 Å and an angle between planes < of 30° or if they are stacked face-to-

edge with centroid distance within 5.5Å and an angle between planes > of 60°, was monitored using 

the simulation interaction diagram (SID) tool by Desmond (Figure 63).  

 

 

Figure 63: Time series of the π-π stacking with Y308 for the selected fragments. In blue are highlighted the 

frames where the interaction is present. Every fragment, except for B1 and I2, form and break the interaction 

for the entire run. 

 

Fragments I1 (frame forming the π-π = 83%), BO1 (77%), I5COOH (77%), I6 (69%), B3 (64%) 

maintained the π-π interaction for more than the 60% of the simulation time, highlighting the high 

stability of these fragments for the SYNTH site. Fragments I5 (55%), BT1 (48%), I4 (41%), I3 (35%), 

A2 (34%), TP1 (33%), B1 (32%), B4 (28%), A4 (23%), A6 (23%), A1 (23%), A3 (22%), A5 (21%), 

maintained the interaction for at least the 20% of the simulations while it is rarely found for B2, A7 

and I2 (18%, 16% and 3%, respectively). All the fragments formed and broke the interaction for all 

the simulation (Figure 63), except for fragments B2 and I2 that lost the interaction after 70 ns and 60 

ns, respectively. To better understand the fragments behaviour into the pocket, the distances between 

the centroid of Y308 side chain and centroids of fragments rings were monitored during the 
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simulations (Figure 64). As expected, all the fragments, with the exception of B1 and I2 that left the 

pocket (Figure 65), maintained a contact with the residues within a distance of 5.5 Å (compatible 

with a π-π stacking interactions164). Only A1 deviates from this value (average distance of 6.36 ± 1.34 

Å) and, together with I4 (average distance of 5.52 ± 1.15 Å), showed higher fluctuations (I2 average 

distance 7.03 ± 2.28 Å, B1 average distance 13.87 ± 15.68 Å).  
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Figure 64: Distances between the centroids of Y308 side chain and of the fragment rings monitored during 

MD simulations (in black). The average (Av) and standard deviation (SD) of distances are also reported. The 

light-blue line defines the maximum distance at which a π-π can be formed. The presence of the π-π stacking 

calculated by Desmond is reported in cyan.  
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Figure 65; First frame (left). last frame (middle) and superposition of the two frames (right) of the MD 

simulations of B1 (top) and I2 (bottom). For boxes on the left and middle the protein is shown in grey ribbons, 

residue Y308 is shown in sticks grey carbon atoms and the ligands are shown in balls and sticks green carbon 

atoms. For the boxes on the right, the protein is shown in grey ribbons for frames at 0 ns and in green ribbons 

for the frames at 100 ns, the same colour code of the protein was used for residue Y308 in sticks and for the 

ligands in balls and sticks. 

 

Comparing the experimental TS data for SYNTH domain, fourteen fragments showed in silico-in 

vitro agreement. In detail, fragments B3, A1, A3, A4, A5, A6, A7, I1, I3, I4, I6, BO1 and TP1 

maintained the stacking with Y308 during the simulations and bind to the SYNTH domain in the TS 

experiment, while fragment B1 lost the interaction and does not bind to the SYNTH domain. 

 

4.6 SiteMap calculation 

 

RelSeq might present different binding pockets or binding surfaces that can be bound by compounds 

to modulate its activity in place of the HYD and the SYNTH pockets.  

Several are the tools available to define these binding regions and we used SiteMap165 available in 

Schrodinger suite. 
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By using a sphere of 1 Å size, the program defines the SASA of the protein discriminating hydrophilic 

and hydrophobic points.  

A hydrophilic point is assigned if:   

          Gridphilic = vdW energy + oriented-dipole energy < threshold (usually -8 kcal/mol)        (4.2) 

while a hydrophobic point is assigned if  

Grid phobic = vdW energy – 0.30 * oriented-dipole energy < threshold (the least restrictive is -0.75 

kcal/mol)                      (4.3) 

where vdW stand for van der Waals. 

The philic map is further divided into H-bond acceptors, H-bond donors and metallic regions. 

Once the points are assigned, a binding grid is created and the SiteScore is calculated by using the 

following equation: 

                                         SiteScore = 0.0733√𝑛 + 0.6688e - 0.20p                                      (4.4) 

where n is the number of site points assigned for the binding grid (capped at 100), e is the enclosure 

score, and p is the hydrophilic score capped at 1 to limit its impact in highly polarized pocket. 

SiteScore of 0.8 was found to be the best threshold to define druggable (≥ 0.8) and not druggable (< 

0.8) sites. 

The four binding sites, identified for the HIS312 model, are shown in Figure 66.  
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Figure 66: Binding sites identified by SiteMap. The top left figure shows the SYNTH site, top right figure 

shows a binding surface found between helix 3, helix 8 and helix 10, the bottom left figure shows the HYD site 

and the bottom right figure shows a pocket between helices 11, helices 12, helices 13 and beta sheet 1. Regions 

where H-bond donors are present are shown in red, regions where H-bond acceptor are present are shown in 

blue, regions where the metal is present is shown in purple, hydrophobic regions are shown in yellow, the site 

point that are assigned to regions are shown in white.  

 

The SYNTH site was identified as the most druggable site of the enzyme with scores of 1.053. The 

HYD site, was also identified as potential pocket (third in ranking) also in the ‘hydrolase off’ 

conformation (SiteScore = 0.950). Two new regions, different from the known binding pockets were 

identified by the program. A binding surface between helix 3, helix 8 and helix 10 with SiteScore of 

0.966 (second in the ranking) and a little pocket behind the SYNTH site with SiteScore of 0.834 
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(fourth and last druggable site). The first is a binding surface that, if RelSeq shows the same behavior 

of the long RSH from S. subtilis,65 should be involved in a potential homodimerization of the long 

RSH enzymes, while the second is a pocket between helices 11, helices 12, helices 13 and beta sheet 

1 (Figure 8a behind the SYNTH site) that could be used for docking simulations.  

SiteMap was used also on the second model used for MD simulations (discussed in chapter 3) where 

the gap K110-N123 was refined. Results showed the same regions already obtained in the first model. 

The only difference consists in the second ranked site identified where the HYD site is fused to the 

binding surface between helix 3, helix 8 and helix 10 (SiteScore = 0.972 and figure 67).  

 

 

Figure 67: 3D representation of the only site that differs between refined and not refined systems. Regions 

where H-bond donors are present are shown in red, regions where H-bond acceptor are present are shown in 

blue, regions with the metal is shown in purple, hydrophobic regions are shown in yellow, the site point that 

are assigned to regions are shown in white. 

 

The GDP pocket of the SYNTH site was used for the FBDD, but we do not exclude that in the future 

also the other sites identified can be used for VS campaigns. 
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4.7 The ANT library: Design of 2-aminobenzoic acid compounds 

 

As previously discussed, aminobenzoic acid is the scaffold selective for the SYNTH site. Therefore, 

we decided to develop a small library of compounds starting from the anthranilic acid (2-

aminobenzoic acid, A1 in Figure 62) scaffold.  

Thus, starting from the binding mode of fragment A1 and analysing the way the best docking pose 

bound to the SYNTH pocket, different moieties, named ANT-derivatives, were designed (Figure 68) 

with the aim of interacting with amino acids involved in the X-ray GDP binding mode (Figure 10). 

 

Figure 68: 2D libraries of ANT-derivatives designed to fit RelSeq SYNTH site. 
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ANT-derivatives share a common scaffold, shown in Figure 69, where the anthranilic acid ring is 

connected to an amino acid by a triazole used as a linker. Moreover, the amine group of some ANT-

derivatives (ANT-32 and ANT-33) is capped by an isobutyric moiety. 

 

 

Figure 69: ANT-derivatives scaffold 

 

The anthranilic acid ring, should stabilize the ligand into the purine ring pocket by forming the π-π 

stacking with Y308 side chain, the triazole ring was added as a spacer and to increase solubility. Asp 

and Glu residues of ANT-23 and ANT-24 were chosen to replace phosphate groups. Arg and Lys of 

ANT-20, ANT-21, ANT-32 and ANT-33 were selected to interact with residues D264 and E323, 

catalytical amino acids involved in Mg2+ coordination. Finally, in ANT-32R&S and ANT-33R&S the 

isobutyric capping group of Relacin (Figure 16) was used. 

The binding ability of these compounds was tested both in vitro by performing TSA, once they were 

synthesised by our research group, and in silico by performing molecular docking and MD 

simulations. 

 

4.8 Thermal shift assay 

 

ANT-derivatives binding affinity to both SYNTH and HYD domains was tested by TSA on the three 

constructs we already used for fragments. As shown by Table 19, all ANT compounds showed a low-

mM KD for the enzyme containing only the SYNTH domain, improved compared to the GDP one 

(1.79 ± 0.10 mM), except for ANT-21S probably for its low purity. ANT derivatives resulted selective 

for the SYNTH domain, with the exception of ANT-20R&S that can also bind to the enzyme 

containing only the HYD domain.  

ANT-20R and ANT-23S are the best tested compounds with micromolar KD values (0.16 ± 0.02 mM 

for both compounds).  
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Table 19: KD values of ANT-derivatives calculated by performing thermal shift assays using three constructs 

of RelSeq (1-385 RelSeq, 79-385 RelSeq SYNTH, 1-224 RelSeq HYD). 

Amino acid Isomer 
Kd RelSeq 

(mM) 

Kd RelSeq 

SYNTH 

(mM) 

Kd RelSeq 

HYD 

(mM) 

Compound 

Arg 

S 1.11 ± 0.22 0.86 ± 0.41 2.09 ± 0.39 ANT-20S 

R 1.28 ± 0.31 0.16 ± 0.02 1.60 ± 0.49 ANT-20R 

S + cap 1.54 ± 0.36 0.31 ± 0.04 no binding ANT-32S 

R + cap 1.28 ± 0.31 0.52 ± 0.10 no binding ANT-32R 

Lys 

S 3.05 ± 0.42* nd nd ANT-21S* 

R 0.13 ± 0.02 0.56 ± 0.11 no binding ANT-21R 

S + cap 2.67 ± 0.47 0.21 ± 0.04 no binding ANT-33S 

R + cap 1.26 ± 0.31 0.31 ± 0.03 no binding ANT-33R 

Asp 
S 0.31 ± 0.06 0.16 ± 0.02 no binding ANT-23S 

R 3.54 ± 0.99 0.86 ± 0.31 no binding ANT-23R 

Glu 
S 4.36 ± 2.36 0.98 ± 0.12 no binding ANT-24S 

R 2.71 ± 0.48 0.21 ± 0.02 no binding ANT-24R 

* low compound purity 

 

4.9 Docking of the ANT library into the SYNTH site 

 

ANT-derivatives are bigger items compared to the fragments used in the VS, therefore the grid boxes 

for both HIS312 and HIP312 model were generated with increased dimensions of the inner and outer 

boxes (14 Å and 34 Å side, respectively). Furthermore, new docking protocols, for both HIS312 and 

HIP312 models, were validate for the GDP molecule using, the default options and the OPLS3e force 

field. No Epik state penalty was added to the score. A slight difference discriminate HIS312 grid 

protocol from the HIP312 one: only the HIP312 model needed an enhanced sampling option of the 

conformational sampling by two times to reproduce the GDP X-ray binding mode (Figure 70). We 

observed an improvement in the RMSDs results respect to the OPLS_2005 protocol: RMSDs 

calculated between GDP X-ray structure and GDP best poses in HIS312 and HIP312 grids are 0.55 

Å and 1.18 Å, respectively. 
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Figure 70: Docking best pose of GDP into HIS312 (A) and HIP312 (B) models, using the new OPLS3e 

docking protocol, overlaid to the X-ray structure (balls and sticks in dark grey carbons). Residues involved in 

GDP binding mode were shown. 

Molecular docking simulations were performed into both HIS312 and HIP312 models (Table 20, 

Figure 71 and Figure 72) saving ten poses.  

Table 20: Scores of best poses and number of poses forming π-π stacking with Y308 of ANT derivatives. Green 

refers to HIP Blu refers to HIS 

Compound 
Docking 

score 

Ligand 

efficiency 

π-π 

Y308 
  

Docking 

Score 

Ligand 

Efficiency 

π-π 

Y308 

ANT-20S -6.989 -0.269 10/10   -7.382 -0.284 9/10 

ANT-20R -7.118 -0.274 8/8   -7.729 -0.297 10/10 

ANT-21S -6.804 -0.284 10/10   -6.873 -0.286 9/10 

ANT-21R -6.671 -0.278 7/8   -6.857 -0.286 7/10 

ANT-23S -7.885 -0.343 7/10   -7.046 -0.306 5/10 

ANT-23R -7.387 -0.321 7/10   -6.979 -0.303 4/10 

ANT-24S -7.853 -0.327 6/10   -6.971 -0.29 5/10 

ANT-24R -7.621 -0.318 7/10   -7.031 -0.293 7/10 

ANT-32S -7.261 -0.234 6/10   -7.826 -0.252 4/10 

ANT-32R -7.427 -0.24 8/10   -8.003 -0.258 6/10 

ANT-33S -6.276 -0.216 0/10   -7.341 -0.253 2/10 

ANT-33R -6.849 -0.236 0/10   -7.465 -0.257 3/10 
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Figure 71: 3D representation of the main cluster poses of ANT derivative moieties in HIP312 protein model. 

ANT-derivatives were rendered in green carbons balls and sticks, residues involved in the interactions were 

rendered in grey carbon sticks 
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Figure 72: 3D representation of the main cluster poses of ANT derivative moieties in HIS312 protein model. 

ANT-derivatives were rendered in green carbons balls and sticks, residues involved in the interactions were 

rendered in grey carbon sticks 
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The anthranilic acid ring formed the desired π-π stacking with Y308. The ring is further stabilized 

into the pocket by forming salt bridges/H-bonds with side chains of R269, Q325 and R327. The 

triazole ring not only is needed as a spacer and to increase solubility, but it can also interact with 

positively charged or aromatic amino acids (particularly with K304 and H312) forming π-cationic or 

π-π stacking, respectively, potentially increasing affinity to the SYNTH pocket. The C-terminus 

carboxylic groups of the amino acids and Asp or Glu side chains interacted with positively charged 

residues of the pocket, while Arg or Lys formed salt bridge with residue E323 or D254 (Figure 72). 

Unfortunately, D264 side chain is oriented out of the SYNTH catalytic site, therefore compounds 

docked into the site cannot form any interaction with this residue.  

Considering the results into both HIS312 and HIP312 models (Table 20 and Figures 71 and 72), ANT-

20 (both enantiomers), ANT-21 (both enantiomers), ANT-24R and ANT-32R are the compounds that 

most preserved the key interactions.  

These data do not fully respect the TS experimental data: whereas ANT-20R is the best compound 

also in docking simulations, ANT-23S desired binding mode is not repeated among the saved poses. 

ANT-20R shows similar results in both HIS312 and HIP312 grids. On the other hand, ANT-23S 

presents an alternative binding mode in HIP312 grid where anthranilic acid ring and amino acid tail 

switched their position. The disagreement between in silico and in vitro data can be caused by the 

high number of positive charged residues, present in the SYNTH site, with which the negative charges 

of ANT-23S can interact with. On the other hand, the limited number of negatively charged residues 

located in one of the sides of the pocket forces the ANT-20R to maintain a stable pose. Therefore, 

MD simulations were carried out to ensure binding mode stability. 

 

4.10 Molecular dynamics simulations 

 

To ensure binding mode stability, MD simulations using Desmond (100ns, NPT, TIP3P water box, 

force field OPLS3e, dt = 2 fs) were performed on the best ranked poses. We used HIS312 model to 

better compare data with those obtained with the TS experiments performed at pH=8.  

The π-π stacking with Y308 was monitored (Figure 73) and used to interpret the TS data. The 

interactions formed by the amino acid were also evaluated and are shown and discussed in the 

appendix (paragraph 4.12).  

SID tool by Desmond was used to evaluate the interactions.  



  

111 

 

 

Figure 73: Time series of the π-π stacking with Y308 for ANT derivatives. In blue are highlighted the frames 

where the interaction is present. Every Compound, except for ANT-32R and ANT-33R, maintains the 

interaction during all the molecular dynamics simulations 

 

ANT-21R (frame forming the π-π = 59%), ANT-23S (35%), ANT-21S (33%), formed the interaction 

with Y308 for more than 30% of the simulation time and are the most stable fragments. The other 

ANT derivatives ANT-32R (21%), ANT-23R (20%), ANT-20R (20%) ANT-32S (19%), ANT-20R 

(19%), ANT-20S (16%), ANT-24S (15%), ANT-33R (6%) and ANT-33S (5%) are less stable but 

maintained the interaction for the entire simulations except for the capped ANT-derivatives that lost 

the interaction in a period of time between 45 ns and 90 ns. 

The distances between the centroids of anthranilic acid ring and Y308 side chain were also monitored 

(Figure 74). The non-capped compounds maintained this distance below or around 5.5 Å resulting in 

a very stable interaction (distance average values < 5.40 Å) while for the capped one the distances 

increased with ANT-32S and ANT-33R exceeding the limit of 5.5 Å (5.88 Å and 6.05 Å, respectively). 

The data here presented suggested that the capping group considerably reduces the stability of the 

stacking leading ANT-32S and ANT-33R in losing the desired π-π stacking. However, ANT-32R and 

ANT-33S, such as all the non-capped compounds, can be considered good ligand candidates.  

Considering the two compounds with the best KD in the SYNTH domain (Table 19), ANT-20R 

showed a high number of frames where the interaction is formed (20%) maintaining the same trend 
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already shown in molecular docking simulations. On the other hand, ANT-23S represents one of the 

most promising ligands in this in silico procedure, maintaining the interaction for 35% of the entire 

simulations, in contrast to the data previously discussed. 

 

 

Figure 74: Time series of the π-π stacking with Y308 for designed ANT derivatives. In blue are highlighted 

the frames where the interaction is present. Every compound keeps itself close to Y308 side chain. 

 

All the ANT-derivatives, with the exception of ANT-21S (lack of in vitro data), ANT-32R and ANT-

33S (lost the key interaction), showed agreement between data obtained by MD simulations and the 

ones obtained by TS experiments. As expected, these compounds can be used for further modification 

to improve binding affinity.  

 

4.11 Conclusion 

 

FBDD starting from a VS into the SYNTH site of the RelSeq, identified twelve fragments, based on 

benzimidazole, aminobenzoic acid, indole, benzoxazole, benzotriazole and triazolo-pyrimidine 
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scaffolds, that selectively bind to the domain. Among these scaffolds, the aminobenzoic one is the 

most promising due to its selectivity tested in TSA. Therefore, starting from the 2-aminobenzoic acid 

scaffold (anthranilic acid), a set of compounds, named ANT-derivatives, was designed and as 

expected, they were able to bind the SYNTH domain with sub mM affinity. 

 

4.13 Appendix 

 

Figure 75: Benzimidazole fragments present in the top 1% of the VS performed into HIP312 grid 
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Figure 76: Benzimidazole fragments present in the top 1% of the VS performed into the HIS312 grid 
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Figure 77: Aminobenzoic acid-fragments present in the top 1% of the VS performed into the HIP312 (left) 

and HIS312 (right) grids 
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Figure 78: Indole- fragments present in the top 1% of the VS performed into HIP312 (left) and HIS312 (right) 

grids 
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Figure 79: Top 30 indole fragments resulting from the library expansion performed into HIP312 (left) and 

HIS312 (right) grids 
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Figure 80: Top 30 benzimidazole fragments resulting from library expansion performed into HIP312 (left) 

and HIS312 (right) grids 
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Figure 81: Top 30 aminobenzoic acid fragments resulting from library expansion performed into HIP312 

(left) and HIS312 (right) grids 
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Figure 82: Time series of the salt bridge or H-bond formed between ANT derivatives amino acid backbone 

and RelSeq SYNTH site residues. In blue are highlighted the frames where the interaction is present ANT-20R, 

ANT-20S, ANT-21R, ANT-21S, ANT-32R and ANT-32S formed stable interactions with the amino acids involved 

in X-ray GDP phosphate groups binding mode, ANT-23R and ANT-24S interacted with the residues located in 

α13 and ANT-33R preferred residues located in β3. 
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. 

 

Figure 83: Time series of the salt bridge or H-bond formed between ANT derivatives amino acid side chain 

and RelSeq SYNTH site residues. In blue are highlighted the frames where the interaction is present. ANT-20R 

and ANT-21S formed salt bridge with E323, ANT-20S, ANT-32R and ANT-33R interacted with residue D254, 

ANT-23R maintained stable interactions with residues involved in X-ray GDP phosphate groups, ANT-24S 

instead preferred the one located in β3 while ANT-23S and ANT-24R first formed salt bridge and H-bond with 

the residues involved in X-ray GDP phosphate groups binding mode and then moved toward the residues 

located in alpha 13.  
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CHAPTER 5: STUDY INTO THE HYDROLASE SITE 
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Docking and MD simulations into the HYD site of RelSeq “HYD on” conformation (chain B) were 

performed on the 21 fragments selected from the in silico study described in chapter 4 to better 

understand the selectivity of these fragments. In addition, a VS campaign, using a workflow similar 

to the one used for the SYNTH site, was performed to identify chemotype able to bind to the HYD 

site. 

 

5.1 Docking calculations 

 

Molecular docking simulations were performed in the X-ray structure of RelSeq chain B (PDB 

entry:1VJ7, residues 1-385)62 cantered on the 5'-diphosphate 2':3'-cyclic monophosphate (ppG2’:3’p) 

cocrystalized in the HYD site.  

 

5.1.1 System preparation 

 

In the X-ray structure of RelSeq chain B (PDB entry 1VJ7), the HYD active site includes a Mn2+ ion 

and the non-natural ligand ppG2’:3’p. The structure was prepared by using ‘Protein Preparation 

Wizard’ tool of Schrodinger suite. Crystallized water molecules were deleted except for the two water 

molecules coordinating the Mn2+ (WAT 2009 and WAT 2178). The gap Y113-M131 of the HYD 

domain and the two gaps R211-A216 and D254-Q261 in the SYNTH one were built by Prime tool. 

Residue protonation states were evaluated by using PROPKA at pH 7. According to Epik results 

(pH=7) ppG2’:3’p was considered fully deprotonated (total formal charge of -3). Finally, a restrained 

minimization was performed (OPLS_2005, converge for heavy atoms to RMSD of 0.3Å). 

ppG2’:3’p binding mode was already described in chapter 1 (paragraph 1.4.1.1.2) and, as already 

discussed, it differs from the natural ligand for the presence of a mono phosphate cyclic group that 

replaces the pyrophosphate one in position 3’. Thus ppG2’:3’p coordinates the Mn2+ by a water bridge 

instead of a direct coordination by using an oxygen atom of the α phosphate group (Figure 12). For 

this reason, two grid models were generated depending on the presence (WATER grid) or absence 

(NO WATER grid) of the water molecules coordinating the Mn2+.  
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5.1.2 Docking set up 

 

Both grid models (WATER and NO WATER) were generated by using GLIDE and the OPLS_2005 

force field with default parameters. A cubic region 23.9 Å centred on ppG2’:3’p molecule was used 

with an inner box side set to 10 Å.   

The docking protocol was set up on the crystalized ligand into the HYD binding site of the WATER 

grid model using GLIDE v8.0 in the SP method and OPLS_2005 force field. The protein was 

considered as a rigid body while the ligand was set free to move (no ring sampling was performed 

and the option ‘use enhanced sampling’ was increase by two times). Five poses were saved out of ten 

post-minimized structures, and no Epik state penalty was added to the docking score. Three of the 

resulting docking poses, including the best one, well reproduces ppG2’:3’p binding mode. The RMSD 

calculated between the heavy atoms of ppG2’:3’p X-ray structure and ppG2’:3’p best pose was 0.40 

Å, thus indicating a good overlap (Figure 84a). The same validated docking protocol was also tested 

on the NO WATER model: four out of five poses, including the best one, maintained the same X-ray 

interaction for guanine ring and 5’ phosphate groups, while the 3’ phosphate group coordinate Mn2+ 

directly instead of using a water bridge (Figure 84b). Due to this ligand shift toward Mn2+, the RMSD 

between the ppG2’:3’p best pose and ppG2’:3’p X-ray structures is higher (1.14 Å) compared to the 

WATER grid result. 

 

Figure 84: A) Superposition of ppG2’:3’p X-Ray (grey) and the docking best pose into WATER grid (green). 

The RMSD calculated on ppG2’:3’p heavy atoms is 0.40 Å B) Superposition of X-Ray (grey) and docking best 

pose into NO WATER grid (green) ppG2’:3’p. The RMSD, calculated on ppG2’:3’p heavy atoms, is 1.14Å 

 

 



  

125 

 

5.2 Docking results 

 

Molecular docking simulations were performed into both WATER and NO WATER models (Table 

21, Table 22, Figure 85 and Figure 86) saving ten poses for each fragment.  

All the poses showed a π-cationic interaction with R44 (in Figure 85 and Figure 86 are shown one 

representative pose per each chemotype) and H-bonds with K45 backbone and T151 backbone or side 

chain. The binding mode of each fragment is similar into the two grids except for fragments A5, A6, 

B4, I2 and I5 where the rotation of the fragments into the site produces two different binding poses 

(Figure 85c and Figure 86c for a comparison). Docking scores and LE of the best poses are reported 

in Table 21 for both grids. B1, A1, A3 and A4 are the fragments with the highest LE. In the top-ranked 

poses none of the fragments coordinates the Mn2+ neither directly nor indirectly.  

MD simulations were run to evaluate pose stability comparing the results to TSA data on fragments 

affinity for the HYD construct (Table 18). 

 
Figure 85: 3D representation of the best poses of fragments. A) A3, B) B2 C) I5 D) BO1 E) BT1 and F) TP1 

docked into the HYD site of WATER grid. Fragments are shown in green ball and sticks, protein is shown in 

grey ribbon. 
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Figure 86: 3D representation of the best poses of fragments A) A3, B) B2 C) I5 D) BO1 E) BT1 and F) TP1 

docked into the HYD site of NO WATER grid. Fragments are shown in green ball and sticks, protein is shown 

in grey ribbon.  
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Table 21: Docking score and ligand efficiency of the best poses of fragments docked into the HYD pocket of 

the WATER grid (blue) and NO WATER grid (orange) 

 

COMPOUND  
DOCKING 

SCORE 
LE  

 
COMPOUND 

DOCKING 

SCORE 
LE  

B1 -7.376 -0.671  B1 -6.839 -0.622 

B2 -6.769 -0.564  B2 -6.851 -0.571 

B3 -6.644 -0.554  B3 -6.577 -0.548 

B4 -7.983 -0.532  B4 -7.156 -0.477 

A1 -6.506 -0.651  A1 -6.481 -0.648 

A2 -6.235 -0.520  A2 -6.5 -0.542 

A3 -6.753 -0.614  A3 -6.799 -0.618 

A4 -6.702 -0.670  A4 -6.656 -0.666 

A5 -6.76 -0.563  A5 -6.422 -0.535 

A6 -6.766 -0.615  A6 -7.257 -0.660 

A7 -6.627 -0.552  A7 -6.826 -0.569 

I1 -6.827 -0.569  I1 -6.774 -0.565 

I2 -6.704 -0.559  I2 -6.717 -0.560 

I3 -6.749 -0.562  I3 -6.77 -0.564 

I4 -7.341 -0.524  I4 -7.343 -0.524 

I5 -5.984 -0.427  I5 -5.799 -0.414 

I5COOH -6.358 -0.489  I5COOH -6.348 -0.488 

I6 -7.112 -0.547  I6 -7.171 -0.552 

BO1 -6.764 -0.564  BO1 -6.759 -0.563 

BT1 -6.724 -0.560  BT1 -6.712 -0.559 

TP1 -7.835 -0.522  TP1 -7.47 -0.498 
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5.3 Molecular dynamics simulations 

 

Starting from the best poses obtained in the WATER model grid, 100 ns of MD simulations were 

performed using Desmond (NPT, TIP3P water, force field OPLS3e, dt = 2 fs, T = 300K, P = 1.01325 

bar).  

To test the ability of fragments to bind to the site several interactions were monitored during the 

simulations using SID tool (π-cationic interaction with R44, H-bond with N148, H-bond with T151, 

coordination to Mn2+). The π-cationic interaction with R44 (considered formed if the charged nitrogen 

of guanidinium group is within 6 Å from aromatic ring centroid) and the H-bond (H--A distance ≤ 

2.8 Å, DH-A angle ≥ 120°, XA-H angle ≥ 90°) with T151 (both backbone and side chain), two of the 

residues that inhibit hydrolytic activity if mutated,62 are shown in Figure 87 and Figure 88, 

respectively. 

 

 

Figure 87: Time series of the π-cationic interaction between the selected fragments and R44. The frames 

where the interaction is formed are marked in blue while frames where the interaction is not present are marked 

in grey. Only fragments B2, B4, A2 and TP1 maintain the stacking during all the simulations. The graphic was 

produced by using Jupyter-lab  
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Figure 88: Time series of the H-bond between the selected fragments and T151. The frames where the 

interaction is formed are marked in blue while frames where the interaction is not present are marked in grey. 

Fragments B2, B4, I5, I5COOH and I6 maintain the stacking during all the simulations. The graphic was 

produced by using Jupyter-lab 

 

All the fragments except for B2, B4 and A2, lost the interaction with R44 during the simulations 

(Figure 87), The H-bond with T151 and the fragments is mainly maintained for B2 (95%), I5COOH 

(88%), I5 (66%) and I6 (23%). All these fragments showed a KD value in the millimolar range in the 

TS experiments with the HYD domain (see Table 18). The distances between I6 NH and the T151 

backbone or side chain was monitored (figure 89) if we consider the H-bond formed when the distance 

between T151 OH or C=O and NH of I6 is equal to or less than 2.8 Å, the percentage of frames in 

which the interaction is formed, and so the stability of the interaction, increases from 23% (SID 

calculation) to 32% and with a threshold of 3.5 Å, the percentage increases up to 78%.  
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Figure 89: Distances between the centroids of T151 backbone (left) or side chain (right) and the NH of I6 

indolic ring monitored during MD simulations (in black). The average (Av) and standard deviation (SD) of 

distances are also reported. The light-blue line define the maximum contact distance for an H-bond (3.5 Å). 

The presence of the H-bonds calculated by Desmond is reported in cyan. 

 

The interaction between T151 and B3 is lost, even if this fragment has KD comparable to B2 in TS 

assays, and, on the contrary, B4, that does not bind to the HD domain in vitro, maintained this 

interaction. Summing up, four out of five fragments that bind to the HYD domain in vitro, maintain 

the interaction with T151 during the simulations.  

Among all the interactions analysed (π-cationic interaction with R44, H-bond with N148 data not 

shown, H-bond with T151, coordination to Mn2+ data not shown) the H-bond with the side chain or 

the backbone of residue T151 is quite in agreement with TS results and was used as filter for the VS 

campaign. 

 

5.4 Fragment-based virtual screening into HYD site 

 

The same seven libraries described in paragraph 4.1 were used to perform a VS campaign into the 

HYD site considering both WATER and NO WATER grid models. The workflow used (Figure 90) is 

similar to the one used for the SYNTH site VS (Figure 53) with the exception of the interaction filter. 

The Y308 aromatic interaction filter was replaced with the T151 H-bond filter (H--A distance ≤ 2.8 

Å, DH-A angle ≥ 120°, XA-H angle ≥ 90°).  
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Figure 90: Workflow used for the VS into the HYD site 

 

The 114,966 fragments were evaluated into the HYD site of both WATER and NO WATER grids by 

performing molecular docking simulations. Also in this screening, a single docking pose was saved 

for post-docking analysis. The fragments docked were filtered by state penalty (< 0.6 kcal/mol) and 

ranked by Glide score. The filter reduced the number of poses to 109,370 and 71,764 for WATER and 

NO WATER grids, respectively. Duplicates were then removed by using ‘Filter duplicates’ tool in 

Maestro (based on SMARTS) leading to a total of 83,153 fragments for WATER grid and 62,575 

fragments for NO WATER grid to analyse. Considering the data obtained by MD simulations and 

discussed in the previous paragraph, the only poses inspected were the ones forming a H-bond (H--A 

distance ≤ 2.8 Å, DH-A angle ≥ 120°, XA-H angle ≥ 90°) with T151. The number of fragments was 

reduced to 2,146 and 2,899 for WATER and NO WATER grids, respectively. Finally, PAINS 

structures were deleted and 4,751 fragments, 2,041 and 2,710 for WATER and NO WATER grids 

respectively, were analysed. 

None of the fragments selected for the SYNTH site (Figure 62) was found in the top 1% of the poses 

that passed the filters. Only two fragments passed the VS workflow: B1 and B2 of which only B2 

binds to the HYD domain in vitro. 

The EFs of fragments containing indole, benzimidazole and aminobenzoic acid scaffolds in the top 

1% (20 for WATER and 27 for NO WATER grids, respectively) of the poses analysed were calculated 

to elucidate scaffold selectivity. As shown in Table 22 and Table 23, where EFs were calculated using 
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equation 4.1 already used for the VS into SYNTH site, indole is the only chemotype that enrichs in 

both WATER and NO WATER models, benzimidazole enrichs only in the NO WATER grid while 

aminobenzoic acid structures are less populated in the top 1% of both grids compared to random 

selection (value < 1).  

Table 22: Enrichment factor calculated on WATER model of fragment composed of scaffolds selected in 

SYNTH VS run 

Chemotype % Scaffold/TOT 

(2041) 

% Scaffold/TOT 1% 

(20) 

EF 

Indole 30/2041 = 0.010 = 1.5% 1/ 20 = 0.014 = 5.0% 0.05/0.015 = 3.3 

Benzimidazole 52/2041 = 0.025 = 2.5% 0/20 = 0 = 0 0/0.025 = 0 

Aminobenzoic acids 85/2041 = 0.042 = 4.2% 0/20 = 0 = 0% 0/0.042 = 0 

 

Table 23: Enrichment factor calculated on NO WATER model of fragment composed of scaffolds selected in 

SYNTH VS run 

Chemotype % Scaffold/TOT 

(2710) 

% Scaffold/TOT 1% 

(27) 

EF 

Indole 83/2710 = 0.031 = 3.1% 2/27 = 0.074 = 7.4% 0.074/0.031 = 2.4 

Benzimidazole 94/2710 = 0.035 = 3.5% 1/27 = 0.037 = 3.7 % 0.037/0.035 = 1.1 

Aminobenzoic acids 113/2710 = 0.042 = 4.2% 1/27 = 0.037 = 3.7% 0.037/0.042 = 0.9 

 

These data agree with TS experiments where three indoles, two benzimidazoles and none of the 

aminobenzoic acids bound to the HYD site. 

Best ranked fragments belonging to benzimidazole, anthranilic acid and indole families were reported 

in Figure 91. The three fragments found in the NO WATER grid and the indole fragment found in the 

WATER one were found in the top 1% of the respective grids, while the aminobenzoic acid and the 

benzimidazole fragments found in the WATER grid were not found in the top 1%. 

 

Figure 91: top ranked fragments belonging to benzimidazole, aminobenzoic acid and indole families. 
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Considering the top 1% of the fragments resulted from the VS (about 20), two chemotypes were 

identified as the most representative: the indole and the isatin (best ranked fragment is shown in 

Figure 92).  

Isatin was only found in NO WATER grid, but its EF is very high: 100. Therefore, this chemotype, 

such as indole, can be used for the design of new compounds for binding to the HYD site. 

 

 

Figure 92: Best ranked fragment of isatin family found in WATER grid 

 

 

5.5 Conclusion 

 

The twenty-one fragments selected for the SYNTH site were analysed into the HYD site of chain B 

to define their selectivity and to compare the data with the one obtained by TSA experiments. From 

the MD simulations, that followed the docking simulations, we found the H-bond with T151 to be 

formed by fragments that bind to the HYD domain in TSA experiments. 

These data lead to a VS performed into the HYD pocket using the same libraries used into the SYNTH 

site selecting only the fragments interacting with T151. Results showed that only B1 and B2 survived 

the filters used, and indole and isatin were the most promising chemotype for the developing of 

potential ligands into the HYD site.   
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5.6 Appendix 

 

 

Figure 93: Top 1% of fragments resulted from the VS workflow into the WATER grid 
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Figure 94: Top 1% of fragments resulted from the VS workflow into the WATER grid  
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CHAPTER 6: CONCLUSIONS 
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The increasing rate of bacterial cells able to survive antibiotic treatments is of critical interest. In this 

context, one of the mechanisms involved in their tolerance is the formation of persister, a phenotype 

that reduces the biochemical processes of bacterial cells to drive them in a dormant state. This state 

prevents the antibiotic to recognize and kill bacteria. The mechanisms involved in the formation of 

persisters cells have not been completely clarified, yet. However, our efforts have been focused on 

the upstream of the stringent response, that is activated by stress conditions such as nutrient starvation 

or antibiotic treatments. This signalling cascade consists of the hyper activation of RSH enzymes that 

synthesise the alarmone (p)ppGpp allowing its accumulation in the cell and inducing pleiotropic 

effects that provoke the metabolic slowdown. 

On this basis, this PhD thesis was focused on the study of RSH proteins and on the identification of 

potential inhibitors able to block (p)ppGpp synthesis. 

To reach this goal, the first ever crystalized RSH, the long RSH from Streptococcus dysgalactiae 

subsp. equisimilis (RelSeq) that contains both HYD and SYNTH domains, was studied. 

First, the dynamic behaviour of RelSeq was investigated evaluating if it can be affected by GDP and 

Mn2+. Thus, MD simulations of the “SYNTH on” conformation of RelSeq were performed. Four 

systems were simulated with or without the ligand and/or the coenzyme. 

As a result, the behaviour of the enzyme, particularly for the HYD domain, was not affected by the 

presence or the absence of the metal, leading us to hypothesize that the role of Mn2+ is not connected 

to protein stability or motion. On the other hand, GDP can influence the flexibility of the SYNTH 

domain. In fact, in the systems where GDP is present, the residues located in the SYNTH domain, in 

particular those forming the G-loop, fluctuate less and the general motions of the domain are more 

limited. 

GDP interaction network was also evaluated during the simulations. The guanine ring maintains the 

X-ray interactions while phosphate groups rotate to interact with residues located in different part of 

the pocket. This analysis highlighted the crucial role of the residues involved in the interaction with 

the GDP guanine ring in stabilizing the ligand in the pocket. Furthermore, the π-π stacking between 

residue Y308 and the guanine ring of GDP was identified as the most stable interaction during MD 

simulations and, moreover, Y308 is the only residue, among the ones involved in guanine ring 

interactions, that inhibits the synthetic activity of the enzyme if mutated. Therefore, the interaction 

with this residue was considered the best criterion to discriminate between potential ligands and no 

ligands in the VS campaign performed for the SYNTH site. 

The VS, as first step of the FBDD, was performed using seven fragment libraries that were filtered 

excluding the less stable tautomeric and ionization forms of fragments, possible duplicates, PAINS 



  

138 

 

and fragments that did not form the desired π-π stacking with residue Y308. Among the resulting 

fragments, benzimidazole, aminobenzoic acid and indole were the most represented chemotypes. 

Therefore, a library expansion was performed to further explore the chemical space of these scaffolds 

and two more fragments were identified (B4 and I3). Finally, twenty-one fragments were selected for 

purchasing and were further tested by MD simulations and TSA. As a result, eighteen fragments 

containing one of the three main chemotypes were selected from VS, library expansion and in house 

already purchased items and three singletons were added from the VS campaign. The TS data, 

obtained from three truncated version of RelSeq containing both domains, only the HYD domain or 

only the SYNTH domain, showed that twelve fragments bind selectively to the SYNTH domain (A1, 

A3, A4, A5, A6, A7, I1, I2, I3, I4, BO1 and TP1), three bind selectively to the HYD domain (B2, I5 

and I5COOH) and two can bind both domains (B3 and I6). More interesting, aminobenzoic acid is 

the only chemotype completely selective for the SYNTH domain. From a computational point of 

view, all the fragments, except for B1 and I2, conserved the desired π-π stacking with residue Y308 

for all the MD simulations, and therefore can be considered as potential ligands. Comparing data of 

MD simulations and TSA, fourteen fragments showed an in silico - in vitro agreement: B3, A1, A3, 

A4, A5, A6, A7, I1, I3, I4, I6, BO1 and TP1 resulted active on the SYNTH domain, while B1 did not 

maintained the interaction during the simulations and do not bind the domain in TSA. 

Considering the selectivity of the aminobenzoic acid fragments, new compounds were generated 

starting from the anthranilic acid (2-aminobenzoic acid) and for this they were called ANT-

derivatives. These compounds were docked and tested via both TSA and MD simulations. As 

expected, the ANT-derivatives bind to the SYNTH domain in vitro while two of the capped ANT-

derivatives (ANT-32S and ANT-33R) lose the π-π stacking with residue Y308 during MD 

simulations. Therefore, ANT-32S and ANT-33R are the only two ANT-derivatives that did not show 

agreement between TS and MD data. 

The selectivity of the fragments for the SYNTH site was also evaluated in silico by performing 

docking and MD simulations into the HYD site of the RelSeq “HYD on” conformation. Comparing 

TS and MD data, four out of five fragments that bind to the HYD domain in vitro, formed H-bond 

with residue T151 (B2, I5COOH, I5, I6). Therefore, the interaction with T151 was considered the 

best criterion to discriminate potential ligand to not ligand in the following VS into the HYD site. As 

a result, indole and isatin were identified as the scaffolds that can be used for the design of HYD 

ligands. 

In conclusion, this work led us to identify fragments and compounds that can potentially bind to the 

SYNTH site of RelSeq and act as inhibitors of this enzyme, paving the way to novel pharmacological 
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perspectives in the field of bacteria persistence. However, an experimental validation of their epitope 

mapping and binding site is needed and will be performed in the next future by X-ray crystallization 

and STD-NMR (Saturation-Transfer Difference). Moreover, the identification of scaffolds in 

principle suitable for the HYD site lays the foundation for the design of new ligands selective for this 

domain and opens a new scenario for the treatment of infectious diseases. 
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