An IoT-based Human Detection System for Complex Industrial Environment with Deep Learning Architectures and Transfer Learning
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Artificial Intelligence (AI), combined with the Internet of things (IoT), plays a beneficial role in various fields, including intelligent surveillance applications. With IoT and 5G advancement, intelligent sensors and devices in the surveillance environment collect large amounts of data in the form of videos and images. These collected data require intelligent information processing solutions, help analyze the recorded videos and images to detect and identify various objects in the scene, particularly humans. In this work, an automated human detection system is presented for a complex industrial environment, in which people are monitored/detected from a top view perspective. A top view is usually preferred because it can provide sufficient coverage and enough visibility of a scene. This work demonstrates the applications, efficiency, and effectiveness of deep learning architectures, i.e., Faster-RCNN, SSD, and YOLOv3, with transfer learning. Experimental results reveal that with additional training and transfer learning, the performance of all detection architectures is significantly improved. The detection results are
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also compared using the same data set. The deep learning architectures achieve promising results with maximum True Positive Rate (TPR) of 93%, 94%, and 94% for Faster-RCNN, SSD, and YOLOv3, respectively. Furthermore, a detailed study is performed on output results that highlight challenges and probable future trends.
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1 | INTRODUCTION

Intelligent systems have been widely utilized for information processing in modern society due to the rapid growth of artificial intelligence applications. Artificial Intelligence and the Internet of Things has recently developed as one of the hot research topics; it merges Artificial intelligence technologies with the Internet of Things infrastructure and offers more effective IoT service. It has shown remarkable success for various surveillance applications in different indoor and outdoor complex industrial environments. The abrupt changes in motion, cluttered scenes, camera viewpoints, a close interaction between individuals, and occlusion are crucial factors that might influence the performance of human detection algorithms [1]. The person’s visual appearance significantly changes in terms of the body’s rotation, poses, articulations, movements, scales, sizes, height, and torso, as can also be seen in FIGURE 1. The primary concern in the frontal view perspective is that it might suffer from occlusion (phenomena happen when the human body is completely or partially covered with other object or person), as presented in FIGURE 1(a).

![FIGURE 1](image_url)

**FIGURE 1** Sample images of the same complex industrial environment captured at the same time using two distinct camera perspectives and positions (a) White ellipses show people are occluded with heavy machinery in frontal view (b) People can be easily seen from the top perspective as shown in white ellipses.

It can be noticed in white ellipses that the people in the industrial environment are obscure with machines. To resolve this problem, some researchers, e.g., [2] proposed to utilize a single top-view camera as it provides better coverage and also helps to overcome occlusion problems. From sample images of FIGURE 1(b), it can be observed that utilizing a top view camera reduces occlusion problems. Along with resolving occlusion issues, it also reduces privacy issues
and might overcome power consumption, human resource, and installation expenses [3]. FIGURE 1 reflects the central contrast between two distinct camera perspectives. Artificial intelligence combined with the IoT can provide an intelligent system as illustrated in FIGURE 2, which can be utilized in different surveillance applications.

FIGURE 2 Artificial Intelligence combined with Internet of Things for Human Detection and other applications.

In this work, an automated human detection system is introduced for a complex industrial environment. The intelligent surveillance system utilized deep learning detection architectures i.e., (Faster Region Convolutional Neural Network) Faster R-CNN [4], (Single Shot MultiBox Detector) SSD [5], (You Only Look Once) YOLOv3 [6], as a baseline for top view human detection. All deep learning models are firstly tested on SCOVIS data set [7], [8], containing images of people captured in a complex industrial environment. As these architectures are previously trained on frontal view data sets, and the person’s visual features from the top view are distinctive. Therefore, all three architectures are additionally trained on the SCOVIS data set, and by leveraging transfer learning, the newly formed layer is interfaced with pre-trained architectures. The additional training improves the accuracy results of the top view human detection system in cluttered and complex industrial environments. This effort might be considered the first approach in which different deep learning-based architectures are trained and tested utilizing a complex top view industrial data set.

Generally, the primary purpose of the work is given as:

- To present an automated IoT-based human detection system for a complex industrial environment. The developed system utilizes deep learning architectures along with the Internet of Things for top view human detection.
- To study the generalization performance of deep learning architectures by testing on an entirely different data set, i.e., top view industrial data set.
- To further boost the performance, the detection architectures are trained for the SCOVIS data set; by applying deep transfer learning, the trained layer is interfaced with the pre-trained architectures.
• To compare the detection results of trained and pre-trained architectures.
• To explore the importance of top view human detection in the industrial environment with possible future direction.

The work illustrated in the article is arranged as follows: a concise review of several top view human detection techniques is addressed in SECTION 2. The deep learning architectures explored for top view human detection along with transfer learning are elaborated in SECTION 3. The detail of the data set utilized for testing and training is explained in SECTION 4. SECTION 5 provides a comprehensive discussion of experimentation and results. Lastly, the conclusion of the work is discussed in SECTION 6 with possible future trends.

2 | RELATED WORK

In literature, mostly researchers have studied the perspective of the front view camera for human detection while some have performed human detection using top view, by considering head and shoulder information, or rarely complete information of the human body. Mostly human detection techniques proposed for top view focused on different background subtraction and segmentation approaches, e.g., Iguernaissi et al. [9]. These techniques detect humans using head region information in different constrained environments, e.g., [10]. Few of them used feature-based methods for top view human detection, such as in [11] proposed an efficient approach using HoG (Histogram of Oriented Gradient) characteristics. Ahmed et al. [12] introduced a Rotated-HoG algorithm utilizing industrial images (SCOVIS data set) [7] for human detection. [2], utilized a top view wide-angle camera and developed an algorithm that detects humans from different angles using variable-sized bounding boxes. In [13], authors presented a feature-based approach for people detection from a top perspective in an industrial environment. [12] utilized feature information for person detection and tracking, using the SCOVIS data set. Ullah et al. [14] also used blob based approach and presented a rotation-invariant human tracking and detection approach for top view monitoring. The scholars in [1] presented an efficient method for top view person detection named a rotated HoG based approach using an SVM classifier.

Some literature studies are also utilizing deep learning-based techniques for human detection via applying the fisheye camera [15]. Ahmed et al., [16] applied two deep learning techniques to detect multi-class objects from a top perspective. Ahmad et al., [17] applied the convolutional neural network-based method for top view human detection and tracking. A comparison of different segmentation techniques applied for top view human detection is presented by [18]. [19] presented a collaborative robotics-based top view surveillance system for multiple object tracking and detection. Ahmed et al., also made another effort for top view multiple people detection and tracking utilizing YOLOv3 and Deep SORT technique. It is concluded that researchers used various top view features of the human body for detection purposes, such as shape, color, and size. Though, most of these developed techniques are based on traditional feature-based techniques.

3 | METHODOLOGY

This work has leveraged artificial intelligence and introduced a system for automated human detection for a complex industrial environment. The system utilizes object detection techniques based on deep learning architectures for human detection. The overall system is presented in Figure 3. We firstly practiced the pre-trained deep learning architectures i.e., Faster R-CNN [4], SSD [5], and YOLOv3 [6], for the detection of people in an industrial data set.
As architectures are previously trained on the MS-COCO data set [20] in which mostly the person/human body is considered from a frontal and side view perspective. Therefore, to increase the model’s accuracy for top view human detection, training is performed using the SCOVIS data set. The transfer learning significantly improves the detection results for the SCOVIS data set. The results of both trained and pre-trained architectures are evaluated and further processed for monitoring and management purposes.

**FIGURE 3** An IoT-based human detection system for a complex industrial environment. Different deep learning architectures have been utilized for top view human detection. Pre-trained architectures are additionally trained for the top view.

### 3.1 Top view Human Detection using Faster-RCNN:

In this work, firstly, we implemented Faster R-CNN [4] for top view human detection as presented in **FIGURE 4**. It outputs the rectangular bounding box containing (information about coordinates, height, and width of the bounding box) along with the confidence score value and class label. It is also known as two-stage detectors; the first stage generates region anchors through Region Proposal Network (RPN). The next stage is utilized for object classification (e.g., human) that uses detected anchor regions and extracts bounding box information. To further improve detection results, we additionally trained the architecture for the SCOVIS data set. The overall process shown in **FIGURE 4** mainly has three steps:
The features for the input image are extracted through convolution layers. The extracted features are further utilized for the generation of feature maps.

Using the sliding window approach, anchor or region boxes are generated. To specify an object/human’s presence in the image, these anchor boxes are further refined.

In the final step, applying a small network, anchors/detected bounding boxes are refined, and the loss function is computed that decides the most suitable anchors regions.

**FIGURE 4** The general architecture of Faster-RCNN, used for human detection in top view industrial environment.

In FIGURE 4, it can be observed that top view images are passed through the network of conventional layers. We used Inceptionv3 based model backbone for the extraction of image features. The detected bounding box coordinates values are mathematically provided as[21]:

\[
\begin{align*}
    t_x &= \frac{(x - x_a)}{w_a}, & t_y &= \frac{(y - y_a)}{h_a} \\
    t_w &= \log \frac{w}{w_a}, & t_h &= \log \frac{h}{h_a} \\
    t_x^* &= \frac{(x^* - x_a)}{w_a}, & t_y^* &= \frac{(y^* - y_a)}{h_a} \\
    t_w^* &= \log \frac{w^*}{w_a}, & t_h^* &= \log \frac{h^*}{h_a}
\end{align*}
\]

In Equation 1, central coordinates values of bounding box are represented with \(x, y\), height and width is denoted with \(h, w\), while the predicted bounding box is denoted by \(x, x_a, x^*\), respectively. The \((IOU)\) Intersection Over Union
approach is employed to estimate how ground-truth \( GT \) bounding boxes overlap with anchors regions. Furthermore, a threshold value is determined for a region, including an object being human or other objects/backgrounds. The probability for human class based upon \( IOU \) is provided in the equation below:

\[
IOU = \frac{B_{\text{Bounding Box}}(\text{anchor}) \cap GT}{B_{\text{Bounding Box}}(\text{anchor}) \cap GT} \begin{cases} > 0.7 = \text{person} \\ < 0.3 = \text{other objects} \end{cases}
\]  

(2)

After selecting anchor regions, the loss function is applied for fine-tuning of detected anchors at the end of RPN. The regression and classification loss function is mathematically defined as [4]:

\[
\mathcal{L}(\{p_i\}, \{t_i\}) = \frac{1}{N_{\text{cls}}} \sum_i \mathcal{L}_{\text{cls}}(p_i, p_i^\star) + \lambda \frac{1}{N_{\text{reg}}} \sum_i p_i^\star \mathcal{L}_{\text{reg}}(t_i, t_i^\star)
\]  

(3)

In Equation 3, \( i \) represents the anchor regions index, \( p_i \) is the predicted probability of the human or person class and expressed as \( \lambda \). The \( p_i^\star \) indicates ground truth; if its value is equal to 1, formerly anchor region relates to the positive class means an object is detected; else, if equal to 0, the anchor relates to a negative class or also referred to as other objects. \( t_i \) represents a vector applied to modify the predicted bounding box’s coordinates, whereas \( t_i^\star \) is employed to describe the ground truth-bounding box’s coordinates. RPN is previously trained to provide (Regions of Interest) RoIs over convolution feature maps. Once from the ROI pool layers, the similar size feature maps are extracted. The loss function is utilized for classification and regression. At the output, the detected bounding box is produced containing humans with a class score value.

3.2 | Top view Human Detection using SSD:

The second deep learning architecture utilized for top view human detection is SSD-MobileNetv2 [5]. The overall architecture is provided in FIGURE 5. The input images are fed into the detection module, which is based on SSD-Mobilenetv2. It consists of a 3 × 3 depth-wise convolution layers followed by a 1 × 1 point-wise convolution layers. The SSD model firstly extracts object features and then used convolution filters to detect the object. To perform classification and localization regression, different feature maps are used, and a set of default boxes are specified to each cell of the feature maps, as depicted in FIGURE 6.

For every feature map, the model provides four different-sized bounding boxes. As shown in FIGURE 6b and FIGURE 6c, \( m \times n \) size feature map is obtained with \( p \) channels. Through convolution layers. For each detected location at feature map, \( k \) bounding boxes are extracted, having different aspect ratios and sizes, but the aspect ratio of the default bounding box is the same expressed as [5]:

\[
s_k = s_{\text{min}} + \frac{s_{\text{max}} - s_{\text{min}}}{m - 1} (k - 1), \quad k \in [1, m]
\]  

(4)

In Equation 4 for prediction of \( m \) feature maps, scale value \( s_k \) is estimated for the \( k^{th} \) feature map. The \( s_{\text{min}} \) value is equal to 0.2, and \( s_{\text{max}} \) is equal to 0.9 [5], which determines that the highest and lowest layer are scaled at 0.9 and 0.2 respectively. For each \( s_k \), five different aspect ratios \( a_r \) (non-square root bounding boxes) are considered, provided as;
\[ a_r \epsilon \{1, 2, 3, 4, \frac{1}{2}, \frac{1}{3}\} \quad (w_k^2 = s_k \sqrt{a_r}) \quad (h_k^2 = s_k \sqrt{a_r}) \]  (5)

**FIGURE 5** The general architecture of top view human detection in industrial scene using SSD-MobileNetv2.

**FIGURE 6** Multiple extracted bounding boxes detected for the target object (human). (a) Input image with ground truth boxes (training). Feature maps with various scale sizes are shown in b and c. (based on [5]).

\( w \) and \( h \) in Equation 5 are the width and height of each detected bounding box. For aspect ratio 1:1, one default bounding \( s'_k = \sqrt{s_k s_{k+1}} \) is added. Thus, the resulting six bounding boxes are estimated from the above equations with different aspect ratios. The loss function is computed as [5]:

\[ \mathcal{L}(x, c, l, g) = \frac{1}{N} (\mathcal{L}_{\text{conf}} + \alpha \mathcal{L}_{\text{loc}}) \]  (6)

In Equation 6 \( N \) represents a number of bounding boxes matched, and \( \alpha \) describes the stabilized weights among two loss functions. The \( \mathcal{L}_{\text{conf}} \) expresses the confidence loss function and \( \mathcal{L}_{\text{loc}} \) represents localization loss function. The \( \mathcal{L}_{\text{conf}} \) is given as [5]:

\[ \mathcal{L}_{\text{conf}}(x, c) = - \sum_{i \in \text{pos}} x_{ij}^c \log c_i^c - \sum_{i \in \text{neg}} \log c_i^c \]  (7)
The value of $c_i^p$ is computed as:

$$c_i^p = \frac{\exp(c_i^p)}{\sum_p \exp(c_i^p)} \quad (8)$$

The confidence loss function (Softmax) [22] is estimated as the loss across different class confidence values $c$. For matching of the $j$th ground truth box of class $p$ with predicted $i$th box, the value of $x_{ij}^p = 1, 0$ is used. The $L_{loc}$ shown in Equation 6 is determined as [5]:

$$L_{loc}(x, l, g) = \sum_{i \in pos} \sum_{(c_x, c_y, w, h)} x_{ij}^k \cdot \text{smooth}_1(l_i^m - g_j^m)$$

$$g_j^c = (g_j^c - d_i^c / d_i^w) \quad g_j^c = (g_j^c - d_i^c / d_i^h) \quad (9)$$

Where $x_{ij}^k$ signifies the $i$th matched bounding box coordinates with $j$th ground truth coordinates of target object. The $h, w$ are the bounding box’s height and width, while $c_x, c_y$ are the center points.

### 3.3 Top view Human Detection using YOLOv3:

In this work, YOLOv3 is also additionally trained for the SCOVIS data set. The new trained layer is further embedded with the previously learned architecture as demonstrated in FIGURE 3, two weights are joined, and a new detection system/architecture is produced that significantly enhances human detection results for industrial data set. The YOLOv3 adopted a one-stage architecture to predict identical bounding boxes and class probability for the entire image. The convolution layers are utilized for the image's feature extraction, whereas to determine the class probability and prediction, fully connected layers are applied. The general architecture is visualized in FIGURE 7 (adopted from literature [23]), the image is segmented into regions of $S \times S$ for human detection, also named grid cells, those are correlated with class probabilities and bounding box predictions. Each grid cell predicts the possibility; either the center of the detected human lies within the cell or not. The confidence values and bounding boxes are predicted for all positive detections if the prediction is positive. The overall process of human detection using YOLOv3 architecture is visualized in FIGURE 8. It implies the strength of the bounding box detected as a human or person and determined as:

$$C_{\text{conf person}} = Pr_{\text{person}} \times \text{IOU}(P_{\text{red}}, T_{\text{truth}}) \quad (10)$$

In Equation 10, $Pr_{\text{person}}$ represents either human exists in predicted bounding box or not (1 is for yes & 0 is for not). For the intersection of the actual and predicted bounding box, $\text{IOU}(P_{\text{red}}, T_{\text{truth}})$ is utilized. It is mathematically provided as:

$$\text{IOU}(P_{\text{red}}, T_{\text{truth}}) = \frac{\text{area } B_{\text{red}} \cap B_{\text{truth}}}{\text{area } B_{\text{red}} \cup B_{\text{truth}}} \quad (11)$$

For top view human detection, the appropriate regions are chosen and predicted. The confidence value is utilized in
order to attain the desired bounding box after prediction. Ultimately, the loss function is determined for the detected human bounding box, a combination of regression and classification loss. Nevertheless, only one object is considered in this work, i.e., human/person. Accordingly, the loss function is mathematically given as:

\[
\text{loss(person)} = \mathcal{L}_c + \mathcal{L}_{IOU}
\]  

(12)

**FIGURE 7** The architecture of YOLOv3 used for human detection in top view industrial scene.

**FIGURE 8** Human detection using YOLOv3.

In Equation 12, \( \mathcal{L}_c \) denotes loss of the predicted and \( \mathcal{L}_{IOU} \) is utilized for estimating a loss of actual bounding box.
coordinates. The loss function of coordinates $L_c$ is mathematically presented as [23]:

$$
L_c = \lambda_{\text{coord}} \sum_{i=0}^{S^2} \sum_{j=0}^{B} I_{ij}^{\text{person}} \left[ (x_i - x_i^*)^2 + (y_j - y_j^*)^2 + \right.
\left. (\sqrt{w_i} - \sqrt{w_i^*})^2 + (\sqrt{h_i} - \sqrt{h_i^*})^2 \right] \tag{13}
$$

In Equation 13 $\lambda_{\text{coord}}$ is utilized as scale parameters for bounding box coordinates predictions, the value of $\lambda_{\text{coord}} = 5$. For detected bounding box, predicted positions $h_i, w_i, x_i, y_i$, in $i_{th}$ cell is determined. The bounding box’s actual positions in the $i_{th}$ cell is represented as $h_i^*, w_i^*, x_i^*, y_i^*$. The $L_{10U}$ of $IOU_{truth}^{pred}$ is determined as:

$$
L_{10U} = \sum_{i=0}^{S^2} \sum_{j=0}^{B} I_{ij}^{\text{person}} [(\xi_i - \xi_i^*)^2 + \left( \sqrt{\omega_i} - \sqrt{\omega_i^*} \right)^2 + \left( \sqrt{\eta_i} - \sqrt{\eta_i^*} \right)^2] \tag{14}
$$

In Equation $\lambda_{\text{no-person}}$ is used to present classification error; furthermore, the value of the confidence in $i_{th}$ grid cell is represented as $\xi_i$, and $\xi_i^*$ in the predicted and actual sliding window. $I_{\text{person}}$ describes either the person is identified in $j_{th}$ bounding box of $i_{th}$ grid cell or not. If human is present in $j_{th}$ bounding box & $i_{th}$ grid cell, thus the function value is equivalent to 1; else, it is equal to 0.

4 | TRAINING AND TESTING

To train and test the model, the SCOVIS (Self-Control Cognitive Video Supervision) data set is used [7]. This data is recorded in a real-world industrial environment (NISSAN Motor Iberica SA (NMISA), in Barcelona, Spain). The images are captured from the top view perspective in uncontrolled circumstances, in which lightning conditions are varying. The working field in the environment is limited, but humans are freely moving without any restrictions; thus, there is variation in the person's visual features with regard to size, scale, orientation, and pose. The images were captured with a resolution of 640 × 480 pixels, utilizing a camera positioned at five meters height. The recording of images has been made with high gain at a low luminance level, and JPEG compression has almost 50 KB size each. A total of 4000 sample images have been used in this work, of which 1000 are utilized for training and 3000 for testing. For training, the model’s learning rate is initialized at 2.5e4 and decreased with factor 10 at the end of the 90 and 120 epoch. The same training parameters include random scaling, random flip (within 0.6 to 1.3), and Adam [24] are utilized to optimize the overall objective.

5 | EXPERIMENTAL RESULTS

The detail of the experimental results has been discussed in this section. The section is categorized into two subsections: detection results and performance evaluation results. The first section explains human detection results in an industrial environment using pre-trained architectures and newly trained architectures. The performance evaluation and comparison of the architectures with other detection architectures used for human detection is presented in the second section. The human detection results are further classified into two subsections; firstly, the pre-trained
architectures are tested using SCOVIS test images. As the data set is recorded from a top view perspective in a complex industrial environment, the result’s detection architectures are not as good as expected. Therefore, the model is further trained using the SCOVIS data set.

5.1 | Detection results of the pre-trained architectures tested on SCOVIS data set.

The pre-trained architectures results after testing for human detection using the top view data set (SCOVIS) in an industrial environment can be examined in FIGURE 9. From the sample test images, it is observed that the scene is quite complex in comparison with the data set used by the pre-trained architectures. Also, as a top view perspective is considered, the human’s visual features are varying throughout the scene. In comparison with [16], the pre-trained architectures could not give good results because of complex background conditions. In FIGURE 9, the first column presents the detection results of Faster-RCNN, the second explains SSD, and the third shows the results of the YOLOv3 detection model. In FIGURE 9a, it can be viewed that three persons are detected (shown in pink bounding box), while the other two, one exactly below the camera and two at the bottom right, are not detected (marked with red circles).

![FIGURE 9](image.png)

FIGURE 9 Detection results of pre-trained architectures after testing on SCOVIS data set. The first column shows Faster-RCNN, the second column shows SSD, and the third shows the YOLOv3 detection model results. The red circles show the not detected results, while the detected results can be visualized with pink rectangular bounding boxes for humans.

In FIGURE 9b & FIGURE 9c, people working below the camera are not detected by the pre-trained architectures marked with red circles in the sample image. In the case of SSD and YOLOv3, the detection results are also not good; for example, in the case of SSD as shown in FIGURE 9d, FIGURE 9e, and FIGURE 9f, there are some cases in which human is detected, but in most of the cases, the architecture gives not detected results. Also, for the YOLOv3...
detection model, the results are the same as SSD, depicted in FIGURE 9g, FIGURE 9h, & FIGURE 9i. There are also some miss detection results, in which the human body is detected as other objects, e.g., in FIGURE 9c human body is detected as fish, while in FIGURE 9f & FIGURE 9i, the human body is categorized as a toy. The pre-trained architecture in FIGURE 9 also detects machinery as the human body, as shown at the bottom of the sample image. In mostly cases, the architectures detected the person as another object or give multiple detections for a single human body. In sample images, mostly the appearance of people working below the camera is similar; that is why the pre-trained architecture does not produce good results. The individual is detected from the top view, represented in the pink bounding box with class label and score. Most of the detection might occur because the human’s visual appearance is somehow the same as the frontal view.

5.2 Detection results of deep learning architectures additionally trained and tested on SCOVIS data set.

After training all three architectures on the SCOVIS data set, testing is performed using the same sample images. Detection accuracy of all three detection models is enhanced, as discussed in SECTION 4. Applying transfer learning, architectures are trained using 1000 images of humans collected in a cluttered industrial environment. For training, the batch size of 128 and the epochs number = 100 is employed. The training accuracy and loss are achieved at the end of the 90th epoch. The accuracy and loss of deep learning architectures are described in FIGURE 10(a) and FIGURE 10(b), respectively. In FIGURE 10(a), the loss convergence easily determines the effectiveness of deep learning architectures. The value of error is near to 0.2 or 0.3 after 20th epoch. Similarly, in FIGURE 10(b), the training accuracy reveals that the YOLO and SSD perform better in comparison with Faster-RCNN. It can also be noted that the model’s training accuracy is almost 95% after the 20th epoch.

After training, architectures are again tested for human detection using top-view images, as visualized in FIGURE 11. The results demonstrate that additional training significantly improved the detection results for the top view industrial data set. The architectures are tested using the same images used in the previous section. In FIGURE 11, it can be observed that deep learning architectures effectively detect multiple people in the industrial scene. Since there are many people in different places and their visual characteristics are also different from one another, all three architectures detect bounding boxes of varying sizes (width and height) for each target human; for example, in the case of
Faster-RCNN, three people are adequately detected as shown in FIGURE 11a, FIGURE 11b, & FIGURE 11c. In the same way, for SSD, in FIGURE 11d, FIGURE 11e, & FIGURE 11f, three people exactly below the camera are detected effectively, which are not detected by the pre-trained architecture, as displayed in FIGURE 9d, FIGURE 9e & FIGURE 9f. In FIGURE 11c, four people with varying body orientation working specifically below the camera is accurately detected and classified by the deep learning model with a class score of more than 90%. The model detects the same in the case of FIGURE 11d, two people with the same color clothes but different visual appearances. Almost the same results have been obtained for YOLOv3 as shown in FIGURE 11g, FIGURE 11h, & FIGURE 11i. It can be concluded from FIGURE 11 that the human body’s visual characteristics in all sample images are not alike. The architectures are trained on the SCOVIS data set obtained from the top view and interfaced with the pre-trained architectures. It enhances human detection accuracy; as seen in the sample test images, people’s movement over the scene and their location concerning camera positions are varied; appearance size and scale alter. Despite this, the architectures with transfer learning detect people without failure and modify the bounding boxes’ scale and size according to their body scale and sizes.

FIGURE 11 Detection results after training architectures on the SCOVIS data set. The first column shows Faster-RCNN, the second column shows SSD, and the third shows the YOLOv3 detection model results. The red circles show the not detected results, while the detected results can be visualized with pink rectangular bounding boxes for humans.

5.3 | Performance Evaluation

Deep learning architectures detection results are evaluated using various evaluation parameters, such as tp, fp, fn, & tn. The Precision, Recall, and Accuracy is calculated for deep learning architectures. In FIGURE 12, the Precision, Recall,
and Accuracy of the pre-trained and trained architectures utilizing the SCOVIS data set can be examined. The standard deviation and mean are used to estimate the average Precision, Recall, and Accuracy.

**FIGURE 12** Precision, Recall, and Accuracy of deep learning architectures.

The Precision-Recall (PR) curve shows the performance measure between positive detection and positive predictions. Using the Precision value on the y-axis and Recall value on the x-axis, the curve is plotted as depicted in **FIGURE 13**.

It can be examined after training deep learning architectures; the performance is improved. Among all, the YOLOv3 and SSD trained on the SCOVIS data set performs better in contrast with Faster-RCNN.

**FIGURE 13** Recall with respect to the Precision (PR curves) of deep learning architectures.

In **FIGURE 14**, True Positive Rate (TPR) and False Positive Rate (FPR) is utilized to determine the results. It can be observed that almost all deep learning architectures provided good results both in terms of low false-positive and high detection rates. The detection performance of YOLOv3 and SSD is slightly better than Faster-RCNN. For top view human detection in an industrial setup, the Faster-RCNN achieves TPR of 84% and 94% without and with transfer learning. While the TPR of SSD and YOLO is 86% and 94% without and with transfer learning, respectively.

We also plotted FPR without and with transfer learning is also shown in **FIGURE 15**. The FPR of Faster-RCNN is 0.80% and 0.60%. In the case of SSD and YOLO, the FPR of 0.70% and 0.4% without and with transfer learning.

From comparison results, it can be noticed that the accuracy of the detection architectures is increased after training.
and applying transfer learning. Researchers in literature used Average Precision, AP value, to investigate architectures performance; therefore, to consistent with researchers, we also calculated the AP, to examine the performance of architectures. In the Table 1, we show the comparison of the detection architectures with each other.

**Table 1** Comparison results of deep learning architectures using Average Precision AP value.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Detection Model</th>
<th>Average Precision AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Faster-RCNN (pre-trained)[4]</td>
<td>84 %</td>
</tr>
<tr>
<td>2</td>
<td>Faster-RCNN (trained)[4]</td>
<td>90 %</td>
</tr>
<tr>
<td>3</td>
<td>SSD (pre-trained) [5]</td>
<td>86 %</td>
</tr>
<tr>
<td>4</td>
<td>SSD (trained) [5]</td>
<td>93 %</td>
</tr>
<tr>
<td>5</td>
<td>YOLOv3 (pre-trained) [23]</td>
<td>86 %</td>
</tr>
<tr>
<td>6</td>
<td>YOLOv3 (trained) [23]</td>
<td>90 %</td>
</tr>
</tbody>
</table>

**Figure 14** True Positive Rate (TPR) of deep learning architectures for top view human detection.

**Figure 15** False Positive Rate (FPR) of deep learning architectures for top view human detection.
CONCLUSION AND FUTURE DIRECTIONS

This article featured a human detection system based on artificial intelligence for a complex industrial environment. Different deep learning architectures are explored for human detection, i.e., Faster-RCNN, SSD, and YOLOv3. Depth learning architectures have detected bounding boxes of varying sizes with class labels and scores in the top view's images. Firstly, the pre-trained architectures are practiced for testing, as the appearance of the human body in the top perspective is varying. Therefore, we trained architectures on the SCOVIS data set (a top view industrial data set) in which neither any supposition about the person's visibility and pose nor any constraint on the environment is made. We interfaced with the new layer formed with the previously trained architectures re-tested it for the SCOVIS data set through the deep transfer learning application. Additional training enhances the model's detection results. The model delivers detection accuracy of 90% and 95% with a pre-trained and trained model, respectively. The True Positive Rate (TPR) is 93%, for Faster-RCNN, and 95% for SSD, and YOLOv3, respectively. At the same time, False Positive Rate (FPR) is 0.60% and 0.4% for Faster-RCNN, SSD, and YOLO, respectively. In the future, this work may be expanded to other deep learning paradigms. We could also use different tracking algorithms to monitor people in the industrial scene from the top view perspective. This data set may also help to monitor the different activities of those peoples working in the industry.
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