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A B S T R A C T

We live in an interconnected and pervasive world where huge amount of data are collected
every second. Fully exploiting data through advanced analytics, machine learning and artificial
intelligence, becomes crucial for businesses, from micro to large enterprises, resulting in a key
advantage (or shortcoming) in the global market competition, as well as in a strong market
driver for business analytics solutions. This scenario is deeply changing the security landscape,
introducing new risks and threats that affect security and privacy of systems, on one side, and
safety of users, on the other side. Many domains that can benefit from novel solutions based
on data analytics have stringent security requirements to fulfill. The Energy domain’s Smart
Grid is a major example of systems at the crossroads of security and data-driven intelligence.
The Smart Grid plays a crucial role in modern energy infrastructure. However, it must face
two major challenges related to security: managing front-end intelligent devices such as power
assets and smart meters securely, and protecting the huge amount of data received from these
devices. Starting from these considerations, setting up proper analytics is a complex problem
because security controls could have the undesired side effect of decreasing the accuracy of the
analytics themselves. This is even more critical when the configuration of security controls is let
to the security expert, who often has only basic skills in data science. In this paper, we propose
a solution based on the concept of Model-Based Big Data Analytics-as-a-Service (MBDAaaS) that
bridges the gap between security experts and data scientists. Our solution acts as a middleware
allowing a security expert and a data scientist to collaborate to the deployment of an analytics
addressing their needs.

. Introduction

Despite the success of Big Data Analytics (BDA), there are a series of challenges that need to be addressed for fully leveraging
heir potential in the plethora of different scenarios that characterize the current business world. Starting from data integration and
ata governance, Big Data are characterized by large diversity and dynamics, as epitomized by the 5 V storyline (Volume, Velocity,
eracity, Variability, Value), calling for data preparation, pipelining, and orchestration solutions that are easy to build and adapt.
oreover, once the data issues are solved, similar requirements apply to the development and deployment of the corresponding

nalytics. The latter should address business needs, being accessible to a business user, and be flexible and adaptive to run multiple
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‘‘what if ’’ scenarios where several models must be employed and retrained as data changes. Lastly, BDA needs to be integrated
ith convenient data visualization tools. While a lot of effort has been devoted to the above issues [1], fulfilling non-functional

equirements is still more an art than a science. By increasing the data volume, the performance should be optimized, for instance,
o dynamically allocate additional resources without disrupting the analytics pipeline. Security, privacy compliance requirements
re equally important and present critical challenges related to data volume as well.1

For small businesses or companies operating in niche business scenarios, the capability of building analytical models in days based
on business level descriptions, without the need for additional coding, is priceless. On the other hand, automated deployment of
data analytics pipelines on the part of non-computer-savvy users may open the door to new security threats, plaguing the operation
of the systems and the safety of their users. Critical infrastructures receive sophisticated and targeted attacks (e.g., ramsonware,
mobile malware) every day, while 43% of cyber attacks target small businesses, with a total estimated loss of around 45 billion
dollars in 2018 [3]. We argue that security experts are not enough for security management; they in fact need to team up with data
scientist designing analytics applicable to large amounts of (possibly sensitive) data with privacy requirements in mind. Combining
both types of expertise in a single individual is unlikely, and there is the need of providing technical solutions to bridge the gap
between data scientists and security experts.

This paper aims to fill in this gap by providing an environment where security experts and data scientists can collaborate to
implement a proper data analytics process for cybersecurity. The proposed approach is based on a methodology and framework for
Model-based Big Data Analytics-as-a-Service (MBDAaaS) [4], which, on one side, helps security experts in preparing and deploying
a data analytics that addresses their requirements and, on the other side, provides full transparency on execution workflows and
computations (Section 2). MBDAaaS implements a multi-step process as follows. First, the security expert and the data scientist
collaborate to the definition of a declarative model, specifying the requirements (from security to privacy) of a given data analytics,
in the form of goals describing the aim of the analytics and features to be supported by the execution environment. Second, the
data scientist uses the requirements in the declarative model to generate a platform-independent procedural model specifying how
nalytics are carried out and composed in terms of abstract services. Finally, the data scientist uses smart engines to compile the
rocedural model in a ready-to-be-executed deployment model specifying Big Data platform-dependent configurations and supporting
utomatic provisioning of computational components and resources. This co-operation based on MBDAaaS provides short roll-out
ime, supports a quick trial-and-error problem solving, and fosters reuse.

The paper focuses on the energy domain and Smart Grids, where the monitoring of energy usage is done in real time by
eans of smart meters’ bidirectional communication [5]. The power supply system and its protection devices are monitored by

ontrol centers for securing the Smart Grid’s load balancing system during communication. Cloud Computing is used to support
ommunication between substations and the power supply companies’ power plants. Built-in redundancy is utilized to increase the
eliability, security and robustness of this communication [6]. Over the time of the day, energy demand varies as the utilization
ifferentiates between day (peak operation) and night (lower level operation). The need of preserving the security and privacy of
onsumer data is critical to the acceptance of Smart Grids, especially when cloud service providers are involved. In other words,
tilities are reluctant to face privacy issues concerning their customers’ data [7].

Our methodology and its relevance from a business point of view are discussed and validated in the context of privacy-aware
nalytics for security incidents and malware detection (Sections 3 and 4 ). Our real-world reference scenario is a privacy-preserving
og analysis for the detection of security incidents, proposed by SAP, one of the largest Software and Information Technology
ervices groups worldwide. This applies to several critical processes within Smart Grid management, and in particular to the billing
pplication, a major target for disclosure attacks [8]. Examples of attacks targeting a billing application are: (i) exfiltration of
ensitive data contained in the billing database, (ii) escalation of privileges within the application itself, allowing a user with read-
nly privileges to access parts of the data and obtain write access, or even administrator accesses for the application. Detecting
ecurity incidents at the application level raises a number of concerns. The first one is that each billing application is different and
as its own log mechanism, introducing the need of specific detection rules. In addition the log itself is sensitive and typically cannot
e shared, posing a challenge that the people aware of the specific business and application risks do not have access to the data
hey need for defining and tuning detection rules. In the remaining of this paper, we present how MBDAaaS can be used to engage
ecurity experts and data scientists to monitor the security of a billing application in Smart Grid with privacy in mind, and compare
t against similar solutions (Section 5).

. Data analytics pipeline

Many times, data scientists have been put under the spotlight as the – supposedly – protagonists of the Big Data revolution in
ompanies [9]. Firms need to get the right analytical skills and expertise added to their human capital, but this goes well beyond
iring data scientists. Managers still question themselves on which new talent they need and how to upgrade the skills of their human
esources. Demauro et al. [10] provided a landscape of Big Data-related human-resource needs, offering a systematized nomenclature
f job roles and skills. They proposed a semi-automated analytical process, based on web scraping, expert judgment, text mining,
nd topic modeling techniques, to review job offers related to Big Data, using more than 2.700 job descriptions posted online. Their
indings confirmed the ideas in [11], suggesting that data scientists alone are far from being sufficient in granting companies a real

1 According to [2], 90% of all existing data has been collected in 2 years at a rate of 2.5 quintillion bytes per day with an increasing trend.
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Fig. 1. MBDAaaS Middleware.

competitive advantage. From this analysis, the authors proposed 4 different job families related to Big Data campaigns: (i) Business
Analysts, (ii) Data Scientists, (iii) Big Data Developers, and (iv) Big Data Engineers.2

Starting from these considerations, a MBDAaaS methodology [4,12], driving automatic setup and execution of data analytics,
can suggest a different mix of job families. In [13], we proposed a new Development Life Cycle (DLC) for MBDAaaS, supporting
fast comparison of alternative solutions and incremental refinement and optimization of such solutions. In this paper, we adopt the
MBDAaaS approach in Fig. 1 as a middleware orchestrating the actors of a generic business process to the aim of implementing a
proper Big Data analytics. It bridges the gap between business analysts, data scientists, Big Data developers, and Big Data engineers
in the design, execution, and maintenance of complex and continuous data analytics pipelines. This solution organizes the MBDAaaS
process into three phases (dashed rectangles in Fig. 1) and two decision points (rounded rectangles in Fig. 1) as follows.

Declarative Model Specification. Declarative model specification is the first step of MBDAaaS [12]. The Big Data customer produces
a model specifying the requirements of a Big Data Campaign (BDC). Business Analysts and Data Scientists collaborate to complete
this model without considering the technical aspects.

BDC Design and Bootstrap. Triggered by a declarative model specification, the second step of MBDAaaS [12] results in the
definition of a ready-to-be executed deployment model. During this phase, Big Data Developers and Engineers work in conjunction
with Data Scientists. Services compatible with the declarative model specification are first selected (Service Selection Fig. 1).
Compatible services are made available through a service catalog, providing services at two layers of abstraction: (i) abstract
services that can be used to define the procedural model and only consists of service APIs; (ii) service instances that are those
services available in the target execution platform and are linked back to the corresponding abstract service. Each abstract service
is annotated with a Boolean expression of declarative requirements, mapping them to objectives in the declarative model. These
annotations form a database that can be queried to select a set of services compatible with the declarative model objectives [12].
The Big Data consultant uses the MBDAaaS platform to connect these services, obtaining an abstract workflow of BDC. The generated
workflow, jointly defined by Big Data Developers and Engineers, represents the procedural model (Workflow Definition in Fig. 1).
Starting from the procedural model, our MBDAaaS platform generates a platform-dependent workflow, called deployment model
(MBDAaaS Compiler in Fig. 1).

Test and Validation. Upon retrieving the deployment model, MBDAaaS platform executes the analytics on the target Big Data
platform. The result of the execution of a service composition is evaluated at Test and Validation decision point. Two possible
alternatives can be followed after evaluation: (i) the service composition must be redesigned by substituting (BDC Design and
Bootstrap) or refining (BDC Tuning and Refinement) one or more services, (ii) the desired quality has been achieved and the service
composition can be deployed in production (End).

BDC Tuning and Refinement. The user refines a (subset of) service by developing her own algorithms, either starting from an
existing sequential – platform independent – code or completely from scratch.

Ad Hoc Service Transformation. The result of the execution of the ad hoc computation is evaluated at Ad Hoc Service Transformation
decision point. Three possible alternatives can be followed after the evaluation: (i) the service composition must be redesigned (BDC
Design and Bootstrap), (ii) additional tuning or refinement is required (BDC Tuning and Refinement), or (iii) the desired quality
is achieved and the code-based, multi-platform implementation can be exposed as a service and included in the catalog (End). We
note that the developed components can be included in the catalog to enrich phase design and bootstrap, and incrementally reduce
the need for ad hoc coding and refinement.

2 We note that the security expert in our paper resembles to business analyst and big data developer in [10].
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3. Privacy-preserving log analyzer

We show how MBDAaaS can be used to manage the requirements of a data-intensive security application. We consider a Threat
etection System (TDS) for a cloud application provider whose non-functional characteristics are particularly relevant for our

cenario. Modern TDSs [14] evolved from the network level and recently started encompassing the application layer. TDSs (i)
must involve two different, and high-skilled, professional profiles: data scientist and security expert; (ii) should be adaptive and
need multiple ‘‘trial-and-error’’ development cycles to address the evolving threat landscape nature; (iii) must be modular to handle
the huge amount of data (e.g., log files) generated by large cloud infrastructures. TDSs detect attacks by gathering and analyzing log
data, such as user change logs, security audit logs, remote function call gateway logs, and transaction logs. Logs are pre-processed
and analyzed using security analytics, such as anomaly detection algorithms, which can highlight suspicious events. On top of the
generated events and alerts, a detailed investigation is performed by a security expert in the security operation team, to decide
whether a real attack was detected or was a false positive. With the increasing volume and diversity of log data, and continuous
emergence of new attacks, the data pipeline and the specific analytics have to be often adapted and redesigned. An additional hurdle
is that log files may contain personal information (e.g., user IDs, IP addresses), which are subject to internal policies and regulatory
constraints, and, beyond the authorized personnel based on the ‘‘need to know’’ principle (e.g., security operation team), other roles
(e.g., developers or data scientists) may have a limited access to them. When searching for security incidents, analytics need to detect
either a deviation from a standard behavior (unplanned anomalous activity), during or outside of an exceptional process (planned
anomalous activity), or regular malicious activities merged into the normal state of operations (unplanned ordinary activities such
as advanced persistent threats or repeated frauds).

Advances in ICT contributed to the transformation of the traditional electricity grid into the smart grid. Smart grid cyber-security
issues include ensuring the Confidentiality, Integrity, and Availability (CIA) triad of the control systems and ICT. CIA triad is essential
for both communication infrastructures and the protection, operation, and management of the energy [15]. Starting from these
considerations, we describe the design of a flexible BDA pipeline supporting: (i) provisioning of customized analytics and reporting,
(ii) data anonymization (at different levels, for different users, for different purposes), (iii) scalability to variable data loads, (iv)
semi-automatic integration of new logs and analytics.

Starting from an organizational perspective, billing application logs are processed and analyzed by security operation teams, who
have clearance to access and process confidential information. They rely on TDS tools based on Machine Learning models. However,
specialized data science skills are needed for devising and training such models. Ideally, we would employ human resources having
deep expertise both in security and data science, but they are rare. Actually, there is a shortage of security experts and data scientists,
and the trend is increasing [16]. Hiring or upskilling talents in both fields for applying machine learning to cybersecurity is not a
viable and scalable approach. An alternative is to keep roles separated, which brings up two issues:

• the data scientist/technologist know how to devise a machine learning pipeline, from data preparation to deployment, but
they are not authorized to access the data [17];

• the security operation team is legitimated to access the data and can define the requirements for identifying incidents, but
cannot cope with the complexity of setting up the machine learning tools.

MBDAaaS bridges the gap between these two roles and lets them collaborate. Let us consider the target goal of running an
analytics on the grid’s billing application logs, to automatically classify certain behaviors as security incidents. More specifically, let
us focus on privilege abuse attacks on the part of database administrators who can access all content, including sensitive data. Database
administrators are chosen carefully and sign a document upon taking up the role, stating that they will use their account only for
performing administrative tasks such as data backups, adding/suppressing users, or modifying user authorizations. Technically,
nothing prevents an administrator to read sensitive database tables, but each read request is being logged. It is not possible to
deduce from the log whether the currently logged-in user is an administrator or not, but it is possible to mark as malicious those
activities where users, usually performing administrative actions, execute a read action on a sensitive table. This incident is usually
reported as an occurrence of a nosy admin. Let us assume that we want to build a classifier for detecting nosy admin activities from
logs. At the same time, let us also consider an extension of the previous scenario to detect dormant accounts. A dormant account is
an account, which has not been used for a long time and suddenly becomes active again. This can happen for a number of reasons,
the most common one is an employee, who leaves the company, but whose account is not deactivated in the system. If the former
employee decides to connect or get his account hacked through a password guessing attack, the account can be used for ex-filtrating
data or performing other attacks. The extension is related to the original scenario, as nosy admins acting out of dormant accounts
are particularly suspicious.

This twofold analysis needs to be run by the operation team because it processes confidential data; but it needs to be built by
data scientists/technologists capable to design the analytics. To implement this scenario, we use three MBDAaaS pipelines (Fig. 2)
as follows:

• Bootstrap: this pipeline anonymizes training data, supporting the development of a classifier service (Fig. 2(a)).
• Detection of nosy admin: this pipeline works in production and, once deployed, detects (classifies) nosy admin attack

(Fig. 2(b)).
• Detection of dormant account : this pipeline adapts the production nosy admin pipeline for detecting dormant accounts

(Fig. 2(c)).
4
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Fig. 2. MBDAaaS Pipeline: (a) Bootstrapping pipeline, (b) Detection of nosy admin activity pipeline, (c) Detection of dormant account pipeline.

3.1. Bootstrap pipeline: Data anonymization

This pipeline anonymizes data before using them in the training process to build the classifier. Following our methodology
(Section 2), the security expert in the operation team (henceforth called Bob) defines the high-level requirements of the solution
in terms of data preparation (ingestion) and anonymization, releasing the declarative model for the pipeline. After defining the
declarative model and checking its consistency against conflicting requirements via the MBDAaaS platform [12], the compatible
services are retrieved from the service catalog. Following the process presented in Fig. 1, the deployment model realizing the pipeline
(Fig. 2(a)) for anoymizing data is generated and executed. In general, two issues can arise.

• One or more services are not available in the catalog. This is quite likely for the data preparation/ingestion service, since there
is a huge variety of log-types and different logs should be harmonized to a common format. In this case, Bob can (i) export
a very small subset of its log data, checking they do not contain sensitive information, or (ii) create a few artificial entries
respecting the data structure of the original data and then provide them to the data scientist (henceforth called Alice) to define
the necessary ingestion service.

• The choice of specific anonymization algorithms could be beyond the skills of Bob and, already in this phase, he may need
the support of Alice, who can suggest, for example, a combination of standard pseudo-anonymization services with more
sophisticated ones, such as Priv-Bayes [18] (see Fig. 2(a)).

Once the bootstrap pipeline is successfully deployed, Bob can feed it with operational data. Alice has now access to a high enough
amount of data for training and tuning Machine Learning models, such as a Random Forest classifier. During this phase, Alice may
choose to add some new services, for example for data preparation, like converting categorical in numerical (String Indexer) data,
or representing dates in seconds (Epochs). These services are then added to the catalog, and their links with the classifier are added
to the ‘‘knowledge’’ of the MBDAaaS platform for realizing the correct service composition [12].

Once the Random Forest classifier is tuned to an acceptable level of accuracy, it can be added to the Service Catalog with the
corresponding mapping to its implementation, and used as a service for the next pipeline design. We note that, when tuning the
classifier, Alice could need to adapt the pipeline, for example changing the anonymization algorithm to obtain a better data quality.
In this case, it is sufficient to replace one of the anonymization services from the catalog and re-deploy the MBDAaaS process.

3.2. Detection pipeline: classification of nosy admin activities

This pipeline works in production and, once deployed, detects (classifies) nosy admin attack. As in the previous case, Bob defines
the high-level goals considering his business (security) needs and, possibly, additional constraints. For example, legal constraints
follow the data minimization principle and require to perform pseudo-anonymization. The outcome of this step is again a declarative
model representing the pipeline. This pipeline is rather simple: it sequentially composes data ingestion, pseudo-anonymization,
classification, and visualization steps (see Fig. 2(b)). Bob can then define it with no (or minimal) support from Alice.

Following the MBDAaaS methodology, concrete services compatible with the declarative model specified by the user are retrieved
from the service catalog, including the trained classifier and corresponding data preparation services, described in Section 3.1. From
this point on, MBDAaaS methodology defines the platform-independent service composition (procedural model), transforms it into
a platform-dependent workflow (deployment model), and finally deploy the platform-dependent workflow in the target execution
platform. The overall process can be highly automated, with minimal human intervention, as far as the MBDAaaS compiler is
correctly configured for the target big data platform.
5
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Fig. 3. Pilot Architecture.

Bob can now test and validate the application and, if some adaptation is needed, can replace or re-configure a service, quickly
re-deploying a new pipeline built on the previous one. In the next section, we show how the pipeline can be easily extended to
detect an additional type of attack.

3.3. Detection pipeline: detection of dormant accounts

Let us consider the scenario in which, after few months from the deployment and execution of the detection pipeline in
Section 3.2, Bob realizes that a new source of attacks can affect his system through anomalous activities from forgotten users. In
other words, dormant accounts that should not be active can be used as a driver for attacks. Sharing his expertise on the main
features of the attack with the data scientist, Bob provides Alice with additional data for training a new classifier. Alice decides to
include a new feature: ‘elapsed time’, which will contain, for each entry, how many seconds passed since the same user performed an
action. The larger the value, the higher the probability that the user is dormant. She develops an additional service, called Elapsed, to
pre-process the data. Using the data, she can retrain the classifier to detect the dormant attacks and, following MBDAaaS paradigm,
add the service to the catalog with the corresponding implementation for the target platform. Since MBDAaaS permits model reuse,
Bob can re-deploy the pipeline for the ‘‘Detection of nosy admin activities’’ (Fig. 2(b)), just replacing the classifier (including the
data preparation service) (Fig. 2(c)) with small effort, and run it in production. In the next section, we present some details of the
architecture supporting these pipelines and the services realizing the workflow.

4. Architectural aspects and implementation

To demonstrate the feasibility of our approach, we implement the pipelines in Section 3 on the SAP production platform
using MBDAaaS. Fig. 3 shows the architecture addressing the requirements. The pipelines are based on Spark 2 services, and are
encapsulated and distributed on Docker containers. These containers are later orchestrated via Spring Cloud Dataflow using the
pipeline definition generated by the MBDAaaS compiler. All services run on the AWS infrastructure with Hadoop Distributed File
System.

Bootstrap pipeline (Fig. 2(a)) only requires services Pseudonymization, Ingestion, and PrivBayes; this architecture is provided as
an abstraction of the different services running on the platform. Data can be ingested directly or through a Kafka pipeline. Services
are deployed in their own Docker image, exposing entry points to be called by the Spring Cloud Dataflow orchestrator. HDFS storage
is used to exchange data between containers.

Anonymization plays a major role in this pipeline. The overall goal is to generate the privacy-safe data for training. The process
is realized in two steps: pseudo-anonymization and data publishing. In step pseudo-anonymization, personal data are replaced with
random pseudonyms. The major drawback is that the correlation structure is destroyed by this process, making hard to run any
analytics. Accordingly, it is only applied to the more sensitive fields in the logs: real user names and login identifiers. As shown
in Fig. 3, pseudonyms mapping is maintained in the HIVE data warehouse, which permits, under certain circumstances, to revert
the (pseudo)-anonymization process for further investigation of security incidents. All the other sensitive fields are anonymized
using a service implementing PrivBayes, a method based on differential privacy for releasing high-dimensional data, preserving
some data dependencies, that is, the Bayesian network model derived from the original data [18]. This bootstrap pipeline can be
time-consuming, especially for PrivBayes process, but it is executed once, in a single batch, as its objective is creating data for
training.

As mentioned in Section 3.1, before training the classifier on (anonymized) logs, Alice needs to run a data preparation step. Since
the Random Forest model requires numerical vectors as input, she relies on additional services converting categorical in numerical
6
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Fig. 4. Visualizing Analytics Results.

fields (String Indexer), representing dates as seconds (Epochs), and displaying (visualization service) the classifier’s confusion matrix
(see Fig. 4). These services are re-used in the production pipeline.

Using the output of Bootstrap pipeline and corresponding services, Alice can devise and train a Random Forest model that receives
as input an entry and provides as output labels ‘benign’, ‘nosy admin’, or ‘privilege escalation’.

The ‘nosy admin’ detection pipeline is realized using data ingestion, pseudo-anonymization, data preparation, classifier, and
visualization services. Being it run by Bob without the involvement of other roles, there is no need of complex anonymization step,
and basic pseudo-anonymization is sufficient. Since all these services are available, both in the catalog and in the target platform,
Bob can design and deploy the security application using MBDAaaS platform, without additional support from Alice.

Similarly, to adapt the application for including detection of dormant accounts, Bob just needs to replace the previously trained
model with the new one available in the platform (it was added to the catalog by Alice together with the corresponding data
preparation service Elapsed) and re-deploy the pipeline.

5. Evaluation and progress with respect to the state of the art

According to software engineering research, finding near-optimal configurations for highly configurable systems, such as Software
Product Lines, requires to deal with exponential space complexity [19]. This relates to the size of the combinations to be considered
(the power set of the assessed features), but also to the fact that feature interactions introduce performance dependencies. In assessing
performance, it is not possible to simply add the contributions provided by every single feature in a combination. Software systems
need to be adapted to a variety of environments, constraints, or objectives. For this reason, software systems are designed to support
different configurations. Comparing different configurations’ performance is a key issue. A naive approach may consider the system
as a black box and produce a set of observations for measuring the performance of the system in each specific configuration.
This approach is however infeasible in every context where the number of configurations is so high that their combinations
become intractable. To make performance prediction practicable two general strategies have been followed, sampling-centric and
model-centric, even if several works apply a combination of the two.

Sampling-centric strategy. The goal is to generate a model from a set of samples, as restricted as possible, preserving at the same
time the prediction accuracy. Random sampling is the standard operating procedure; however, a true-sampling approach should
consider only valid configurations. Filtering out invalid configurations is a possible answer [20], but filtering does not avoid having
to generate the entire set of configurations [21]. Encoding configurations in a feature model that uses propositional calculus can
reveal inconsistent configurations, that is, incompatible combinations (conjunctions) of features in the model, avoiding to explore
the entire configuration space [19]. Statistical procedures have been adopted to sample configurations to achieve high sample
variance [22], if necessary in conjunction with other considerations such as bounded acquisition cost [23]. Machine Learning has
been often used to generate valid samples as it permits an iterative approach where the training set contains the samples used to
create the model, and the test set is used to assess this sample and enlarge it if the accuracy is low [24].

Model-centric strategy. Measuring the performance of a real system is typically time-consuming, costly, and implies risks of
damaging the system itself. For this reason, model-driven approaches are sometimes preferred. For example, performance-annotated
software architecture models (e.g., written in UML-2) can be transformed into stochastic models (e.g., Petri Nets) to which analytical
or simulation-based optimization methods can be applied. A comparative assessment of different approaches with the trade-offs
they entail is proposed in [25]. Model-centric approaches can also be used to support sampling. Feature Models can be exploited
to represent the interdependencies between features in configurations restricting the sampling space to valid configurations [19]
7
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t

Table 1
Comparison of security features between MBDAaaS proposal and other main platforms.

Features Improvado Databricks MBDAaas QBole Dataminr Sisense

Security
by Design ✗ ✗ ✓ ✗ ✗ ✗

Tailored for
Security Data ✗ ✗ ✓ ✗ ∼ ✗

Security Level
Customization ✗ ✗ ✓ ✗ ✗ ✓

Fast Rollout ✓ ∼ ✓ ✗ ✓ ∼

Self Service
Analytics ✗ ∼ ✓ ∼ ✓ ∼

Secure Data
Disclosure ✗ ✓ ∼ ✗ ✓ ✓

or identifying the minimum set of features required to determine a performance [26]. Clearly, not all inconsistencies are known a
priori. Our approach implements a model-centric view that guarantees fast application development at the different specification
levels handled by our architecture. The models we use for connecting features and performance are updated based on the results
obtained by running the system and monitoring its operating results. Recent contributions in this area work on top of platform-
specific configuration libraries. KeystoneML [27] introduced an approach for large-scale pipeline optimization extending Spark ML
libraries. The authors focus on capturing end-to-end pipeline application characteristics that are used to automatically optimize
execution at both the operator and pipeline application levels. Other work, such as [28], has focused on testing and monitoring
Machine Learning models, going beyond error rate but focusing on system reliability and lowering long-term maintenance costs. A
high-level data-flow abstraction for modeling complex pipelines is also proposed in [29]. The data flows proposed in this work are
direct acyclic graphs that specify some aspects of a pipeline, delegating data inspections and optimization to the execution stage.
In [28], the authors propose an adaptation of TensorFlow for supporting data analysis, transformation, and validation. The aim is
boosting automation in the deployment of machine learning models. The main limitations of the current proposals are that they
are closely tied to specific frameworks, such as Spark in [27] or TensorFlow in [28], and lack of a formal definition supporting
verification procedures for BDA pipelines.

Table 1 compares our solution with the main platforms available in the market. We propose a functional comparison based on
he security aspects that are deemed to be relevant from a business point of view. We took into consideration 6 main features related

to security: (i) security by design, the possibility to formalize security at design time and automate security controls, (ii) tailored for
security data, the native support for security data analysis including security and privacy aspects, (iii) secure data disclosure, the
availability of ad hoc services and tools for anonymization and privacy protection, (iv) customization of security levels, the possibility
to personalize the level of security for accessing data, including the traditional CIA triad extended with accountability and privacy,
(v) self-service analytics, the possibility to implement and deploy a custom analytics, which permits to increase the security features,
(vi) fast roll-out, the ability to support a fast roll-out of a data analytics campaign reducing the gap between the design phase and the
deployment phase. From our analysis, we can observe that existing platforms mostly focus on personalized platform services (features
4 and 5) and fast roll-out (feature 6), while they generally fail to address architectural aspects of security (features 1, 2, and 3).
This way, our approach (MBDAaaS in Table 1) addresses security expectations of a Data Analytics Pipeline-as-a-Service thanks to its
model-based approach, where declarative requirements of a computation are semi-automatically compiled in a ready-to-be-executed
deployment model. Also, our continuous development life cycle permits to adapt the implemented analytics to address the intrinsic
dynamics of security-oriented pipelines.

6. Conclusions

The huge potential of machine learning and artificial intelligence is impaired by the difficulty of designing and deploying
analytics that properly achieve the expectations of the users from both accuracy and security viewpoints. In this paper, we adopted
our MBDAaaS methodology as a middleware capable to orchestrate the actors of a business process in carrying out a data analytics.
Our approach has been instantiated in a security scenario typical of Smart Grids, where security experts and data scientists
collaborate to instantiate an analytics aimed to detect security incidents in a privacy-preserving way through log analysis.
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