Do banking architecture and EU
regional policy matter for
SME growth?

BIO: DrMar t a D e g isAssatiateoRroéessor iof Finance at
Southampton Business School at the University of Southampton.
She joined the Southampton Business School B0D12 Dr

De gl 61 nholdscaePmDin Financefrom the University of
Bologna Her current research interestare banking sector
performance, regulation and stability, bank corporate governance,
regional inequalitiessupply chairandfirms6 acces s Sheo fi nance
has published papers in a range of leading international journals
such as théournal of Banking &-inance, European Journal of
Operational Research, Environment and Planning Research
Policy,amongothers.

ABSTRACT
Following the 20072009 global financial crisis (GFCall major
jurisdictions in Europe have tightened regulations on capital and
liquidity of banks, based on the Basel Ill global standards (2010).
The new Basel IV standards will take this further. While these new
regulations may reduce the risk of bank bankruptcies, (and can lead
to more capital and liquiditgfficient business motke and
products) they are also likely to harm smaller baraksl make the
banking system less diversBut what are the consequences for
small and innovate firn’sDo small firms need small banks? Why
is it important to have a diverse financial ecosystem Small
Mediumsized Enterprise SME9? CanEuropean regional policies
represent a valid alternatif@ SMEs to the local financial systems
especially in peripheral regioidJnder which circumstance3$his



book discusses all these issues and addrelkess fjuestions by
collecting several data, through new analysis, but also reviewing the
relevant literature on the topi®€articularly, after discussinthe
importance ofthe financial systemfor economic growth, it
discussesow and to what extent the stture and the geography of
the banking systenaffects the accest credit of small and
innovative firms.Moreover by using a detald dataset on the
Italian manufacturing and banking sector over the period 2007
2013, it provides an empirical irestigation on the impact of
European regi on algrowto Withic difierent o n
institutional and bankingcontexs. Finally, it discusses policy
implicationsand avenuefor future research.
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Introduction

The 20072009 global financial crisis (GFC) has highlighted the
fragility of the current banking system and has shifted the debate
among policy makers towards the role of traditional and local
banking for economic growth, and the access to cred&nodll
Medium-sized Enterprises (SMBs Bankingrelated discussions
with a focus on SMEs are particularly timely as SMEs have had
trouble in recovering from the GFC, and are strongly dependent on
bank financing. Moreover, in response to the recent Banking
Recovey and Resolution Directive, some governments (for
example in Italy and Netherlands) have advocated the aggregation
of cooperative banks in large groups.

Overall, the persistent lack of profitability in the banking system
has facilitated a consolidation mcess though merger and
acquisition operations. As consequences of all these regulatory and
industrial changes, the architecture of the banking system is
changing as well. This raise concerns for not only local development
butalsofolS ME s 60 a c ditelstarnsttlos cafurtleerweaken
regional development and inequalities as Sképsesent the engine
of European industrial sectddverall, SMEsaccountor almost all
EU-28 nonfinancial business sector enterprisesnost 98%), two-
thirds of totalEU-28 employment&7 %) and generate 57 &6
valueadded in th&EU-28 noninancial businessector?

In light of these considerations, this book aims to revise the
existing literature on the relationship between banking development
and economic growtrgnd intends to analyse how the structure of
the banking system determines the productivity and profitability of
SMEs. Drawing on this literature, this book discusses possible
i mplications of such changes for SMEOGs

1 Based on the definition provided ybthe European Commission (see
https://ec.europa.eu/eurostat/web/structbradinessstatistics/structurabusiness
statistics/sme)SMEs are defined as enterprises having: 1) less than 250 persons employed;
2) an annual turnover of up to EUR 50 milliom,aobalance sheet total of no more than
EUR 43 million (Commission Recommendation of 6 May 2003).
2 Data retrieved from
https://www.smeacademy.eu/uploads/5/2/4/2/52422965/171217 annual_t+eport_
eu_smes 201B017.pdf accessed on 11/03/2019.
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In particular, this books brigg the literature on the importance of
bankfirm relationship and the effect of the economic geography
andevolution of the whole banking sector on the access to credit of
SMEs. The research questionsan be summarised as follows: (i)
Does the banking delmment enhance local economic growth and
reduce regional inequalitiegi) How do small and innovative firms
have access to lending#) How and to what extent does the
structure of the banking system facilitate the access to credit of
SMEs? (v) How and to what extent does the geography of banks
affect the productivity of SMEs and consequentlyrtigtribution

and growth?\) Do SMEs need small bank¢®) Are there any
alternative to the traditional banking channel at the local Ival?

Do EU raggional plicies reduceeconomic dissimilarities@iii) Do

they exert a positive effean SMEs?ix) Are EU regional policy
interventions complementary to the local banking system?

The first Chapter of this manuscrigliscusses the main
regulatory changes the European banking system. Thereiises
the main literature on the importance of fimancial andbanking
developmenfor the local economic growtlregional inequalities
and competitivenes$Specifically, this Chapter addresses the first
researh question.

The Second Chapter goes more in deep in the implications and
importance of having an heterogeneous banking system for lending
for SMEs. In particular, this Chapter investigates the research
qguestions (iy(vi). First, it discusses the structurehanges and
challenges to the European Banking system. Next, it revises the
literature on the importance of the relationship lending for small
business for access to finan€n this regardthere is consistent
evidence that small banks can meet the credit needs of small
businesses more effectively than large banks due to their access to
better credit i nformation, and

i nformati ond ( c antelaetiont apd difficuit &0 per son al

codify). Based on this view, theresence of local small banks pday

a pivotal role to support local business and econonhestead,
scholars and policy makers are more concerned on the role of large
banks for local economie$he reason is thdtighly hierarchically
organised banks tend to experience more organisational friction in
lending to opaque borrowers, and small and innovative firms are
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typically this ype of borrower (Berger et al2005 Berger and
Black, 201). Thegathering of soft information is in fact a costly
and unobservable investment for local officers and generates agency
and incentive problems throughout a banking organisation,
especially in the case of several managerial layers (Alessandrini et
al., 2008) As a counterargument, some scholars (Berger and Udell,
2006) maintain that a strong presence of small institutions may not
be needed for general credit availability of SMESs: large banks can,
in fact, lend to opaque SMEs via different transaction techresdog
due t o 0 0 h alragkd dnforncatioh (e.g.,t @ltaterial
guarantees)Chapter 2examinesall these issues and further
discusses the effect of banking competition on SMEs, the effect of
financial turmoil for access to finance of SMEs and tle odother
players such as mutuglharantee schemes and developing banks for
SMEs.In particular, it addresses the research questior@iji)

Chapter 3 discusses timportance of both government and
European regional policies for the support of lcm@nomies and
SMEs.These funds and policiespresent @oncrete alternative to
support and spur the local economies, and especially SMEs,
compared to the traditional banking sector. Tinegy represent
eitheracomplementary oasupplementary source toe traditional
capital marketThis Chapter focuses specifically on the research

Chapter 4 aims to investigate how and to what extent
European regional policy complements the banking system in
supporting SMEs. In doing so, it deals ith the last research
guestion (ix).

as aunique characteristic of this book is to empirically assess
whether the structure of the banking system at the NUTS3 level can
affect the productivity and perforance of SMEs ilfChapter 4 In
particular, this Chapr verifies the impact of the EU funds on
SMEs 6 performance and productivity. Fi
the effectiveness of EU funds depends on the banking structure and
geography.

Finally, the conclusive remarks pointed out the future and
ongoingchallenges for the European banking system and SMEs.

| do believe that this book provides a useful first, in depth
investigation of the relationship between banking structure, EU

11



funds and SMEsO6 perfotrabaaoffere and pr odu
insight on themplication of regulatory reforms and changes to the
banking structure on SMEs.
| gratefully acknowledge the Southampton Business School, UK
for financial support received to support my research (Small Grant
Application).
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1. BankingDevelopment and Economic Growth

1.1 Introduction

This Chapterprovides an overview of the importance of the
banking development for ¢heconomic growtlwith a focus on the
SMEs 0 (trfistwischsses the main regulatory changes in the
European bankip systemand their implicationsfor the banking
structureand developmenrand recent trends'hen, it revises the
literature on thefinancial development and economic growth,
income inequality and innovation. Finagllyit offers some
suggestions for further research development.

This Chapter addresses thalowing questions Does the
banking development enhance local economic growth and reduce
regional inequalities? Specificallyhis Chapterinvestigats how
and to what extent banking development andore in general
financial development matgefor the economic growthiThe next
sections of this Chapter provilenore insight on these issues. In
particular, Section 12 offers an overview othe liberalization
process, structural changes andompetitive dynamics in the
European banking syste Section 13 briefly discusses how and to
what extent financial development increaseonomic growth.
Then it shifts the focus on the finalat developmenincome
inequalitynexus. On this regards, it is still debatethich part of the
population, the poor and/or the wealthy one, benefits more from
financial developmentf financial development widens inequalities
and creates benefit only for the rich part of the population, poor
people are refrained from investinbhis could have implications
for the SMEs thlaconsist for the majority of sole proprietorship
firms. Section 4 focuses orthese issueandrevisesthe literature
on financial development and income inequaliti€gction 15
provides more insights on the impact of banking development on
SMEGs growth and productivity,
is justified by the fact that SMEs play a critical role in innovation.
They tend to generate disruptive and krgamough innovation,
because they do not have specific ties with existing technologies
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(Baumol, 2002Arestis et al., 2001 Finally, Section 16 summaries
and discusses limitations and furtleepansions of these streams of
research.

1.2 An overview of the liberalization processand competitive
dynamicsin the European banking system

During the last decades, tliropearbanking industry has
experienced continuous transformations due to regulatory changes,
technological advancements, the globalization of the economy, and
economic integrationAll these changes have affected the level of
financial development in EuropEurthermore, the financial sector
has widely been limited both geographically and in scope by heavy
regulations and controls.

With the liberalization process in the late 80s the European
banking system have changed profoundlihe liberalisation
process hasignificantly affected the banking system by facilitating
consolidation process and diversification strategies to exploit
economies of scale and scope

Since the introduction of the First Banking -Galination
Directive in 1977, anthecaus®f the deregudtion process, the EU
has advanced several key policy initiatives in order to foster a Single
European Market in banking and financial servid@sg|'Innocenti
et al., 201B, Casuand Girardone, 2030The scope was to improve
the allocation of fiancial resources and to prommgt a more
competitive and efficient financial system in Europe (Casu and
Girardone, 2010). The banking landscape has further chantes as
resultof the emctment of tb Second Banking Directiyghich has
allowed several financial firms to enter new markets, by either
merging with /taking over existing banks or Aoank financial
institutions, or as new ©players (Degl
Furthermore, wth the liberalization of legal barriers to bank
branchingn 1990 and theelimination of geographic constraints on
banking organizations, medium to large size banks expanded their
branching networks to new markets in order to exploit economies
of scale anadonsolidate their local market shgreDe gl 6 1 nnocent i et
al., 20134). From one hand, banks increase their market power by
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being morecloseto borrowing firms This have allowedhem to

reduce asymmetry of information with borrowers. On the other

hand, t he I ncr eas ehave flsoifcrease c h e s 0 numb e
organizational costand put pressure on the banks to improve their

cost and profit efficiencyBerger and DeYoung, 2008h general,

thereis a tradeoff in the benefits othe proximitybetween firms

and banks, versus the risks and costs that come with opening

multiple branches in order to attain this proximitbe gl 6l nnocent i

et al., 2013@).

Next, the Second Banking Gardination Directive (2BCD)
aimed at enhancing the competition level by recognizingaidé
recognition of single banking licences. After that, the 1992
Maastricht Treaty led to thereation of the European Union and the
establishmentf the euroBoth the Single Market and the Economic
and Monetary Union (EMU) in 1999 have contributech further
liberalization of theEuropean financial market (Casu et al., 2015).
Overall, during the 1990s policy makers have promoted the
integration of banking and financial systems in order to enhance the
competition, productivity and efficiency of the financial sector
throughout Europe (Casu et al., 2004).

But how does the European banking Iditle? Did the level
of competition and the traditional banking activities either increase
or decrease over the last decade in Europe?

The extraordinary policy interventions in terms of the range,
speed, and scale of the measures adopted during the €&€€nt
have emphasized the debate on the role of traditional and local
banking for economic growth. In response to excessivetaiskg
by banks and the lack of effective resolution mecharfispst
crisis reforms have tightened regulations on capital igodtity in
all major jurisdictions. The scope was to identify effective
mechanisms of control and intervention to make the banking system
more stable and sound. In particular, European policy makers have
established a strong approach to bank resolutiobetter align

SAThe i mpli ciant ironilsesoff dbraidank activity and stabilit
Beno’ t Ciur ®, Me mb er tohfe tEhCeB Eaxte cQuotnifveer eBnocaer do no fAi Fi nar
the recovery after the crisit he r ol es of bank profitability, stabi
Bocconi University, Milan, 30 September. Available at

https://www.ech.europa.eu/press/key/date/2013/html/sp130930.en.html
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incentives towards risk. This is a consequence of the fact that the
precrisis resolution mechanisms have encouraged both moral
hazard and riskaking behaviour of the tebig-to-fail institutions.
Starting from the onset of the financialsisi, US and EU regulatory
authorities or governments have in fact baied several financial
institutions with the scope to reduce the fragility of the banking
system and to promptly restore confidence in the financial markets
(Calabrese et al., 20L.™owever, these interventions are not free
from criticism, as they are complex and highly costly for taxpayers.

In Europe, the Bank Recovery and Resolution Directive
(BRRD) and the Single Resolution Mechanism (SRM) Regulation,
operational from 1 January 2016, have established new rules to
rescue financial institutions through the Haitool. Baitin enables
the resolution authority to write down and/or convert into equity the
claims of a broad range of creditors, accordiagatpredefined
creditor hierarchy. Furthermore, in response to these directives,
some governments (ltaly, for example) has advocated the
aggregation of cooperative banks in a few groups or even a unique
group under the control of a holding entity. The ogasbehind the
reform of cooperative banks are several: among them, the high
amount of norperforming loans in the sector, the lack of an
effective internal governance to promptly respond to crisis periods
through recapitalization, and the limited posgipito diversify the
source of risk. Cooperative banks are traditionally small and poorly
diversified. This makes them vulnerable to shocks and crisis events.
Because of their small size and business volume, it can be hard to
justify the use of funds to Baut these types of banks. Despite the
fact that the aggregation of cooperative banks can be beneficial for
the stability of the system, their increase in size and aggregation in
a unique grouganhowever,harm their local dimension activities
and consguently local small businesses.

More in general, the European banking industry is moving
towards higher levels of market concentration (Figlire and
Figure 1.2). In particular, Figurel.1 shows that the level of the
concentration of banking markets,rasasured by the share of total
assets held by the five largest credit institutions or by the Herfindahl
index (HHI), exhibits an increasing trend till the 2014. Then the
concentration indexrdpped down from 48.4% to 47.7%.
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Figure 1.1 Market concentration
B euro area-share of the 5 largest Cls in total assets (left-hand scale)
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ECB Report on financial structures, October 2017, available at
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https://www.ecb.europa.eu/pub/pdf/other/reportonfinancialstructures201710.en.pdf

Figure 1.2 Share of the five largest credit institutions in total assets
W 2008
2015
W 2016
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Source:ECB (SFI statistics) and ECB calculations. Figure retrieved #@B Report on

financial structures, October 2017, available at

https://www.ecb.europa.eu/puldffother/reportonfinancialstructures201710.enjpdf

The Figure indicates thehareof total assets held by the five largest credit institutions in

each Country.

4 Abbreviations Countries:

BE (Belgium), DE (Germany), EE (Estonia), ES (Spain), IE (Ireland), GR (Greece), ES
(Spain), FI (Finland), FR (France), IT (Italy), CY (Cypru)/ (Latvia), LT (Lithuania),

LU (Luxembourg), MT (Malta), NL (Netherlands), AT (Austria), PL (Poland), PT

(Portugal), SI (Slovenia), SK (Slovakia), FI (Finland), MT (Malta)
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Figurel.2 shows that the level of banking concentration per
country. In general, small countries exhibit the highest level of
market concentration, while large countries are characterized by a
banking system that is more fragmented and populated by savings
and cooprative banks, such Germany and Italy.

Figurel1l.3 compares th&evel of banking competitiofor the 28
European Union Membership StateSpecifically Figure 13
reports the trend for the Lerner Index, a measure of competition
largely used in the bankinkiterature Forssbeseck and Shehzad,
2014 Koetter et al., 2012 The Lerner Index measures the extent to
which a bank is able to set a price above its marginal cost. An
increase in the Lerner ied indicates a deterioration of competition
among financial intermediaries. Particularlhe Lerner index
(LER) measures the firm ability to charge prices above its marginal
production cost(ER= (0 -0 6 )/ 0 ), whereP is the average
selling price andC is the marginal cost of production.

From Figure 13, it is clear that banks both in the US and Europe
28 have increased their monopoly market power from 1995 until the
GFC. During the GFC, both the US and European bhake seen
a consistent drop in thaimonopoly market power. Since 2010, both
US and European banks have managed to increase their monopoly
market power again. Only US banks exhibit a reverse trend in the
years 2012015.

18



Figure 1.3 Lerner Index: Europe 28 vs the US

Lerner Index

I I I I I I I I I I
1996 1998 2000 2002 2004 2006 2008 2010 2012 2014

Years

’ — Europe28 ----- US‘

Source: Own el aboration on (Jbhye2018/glabdl finan®ah n k 6 s dat a
developmentatabasg Notes: A measure of market power in the banking market. It
compares output pricing and marginal costs (that is, markup). Daténsorized at 5%

The consolidation process in the European banking system is
also motivated by a low profitability that characterized the European
banking system during the period after the financial crisis till 2017.
After 2017 the performance &uropean banks displayed a reverse
trend coming back to the poeisis levels Figure 1.4).
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Figure 1.4 Commercial Banks Profitability in Europe

Performance - Commercial Banks Europe 28

2005 2007 2009 2011 2013 2015 2017
Years
’ — ROA ----- ROE ‘

Source:My elaboration based on the data providedbykFocus di Bureau van Dijk
ROA is calculated as the average of Net Income/Total Assets, while ROE is calculated as
the average of Net Income/Total EquiBata is winsorized at 5%.

Another motivation for theonsolidation process is the need
to achieve cost containment, deleveraging, and restructuring. In
addition, many European banks are still having issues with impaired
assets, especially those that operate in the countries with deepest and
longest recessits. Looking at this picture, it seems crucial for the
European banking system to go through a restructuring period to
preserve its own market share in the financial sector.
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Figure 1.5 Bank Credit to Bank Deposits (%): Europe 28 vs US

Bank credit to bank deposits (%)
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Source: Own el aborati on on (Jhlye 2018Vglabal @inan®@ah n k 6 s dat a
developmentlatabasg Notes: The financial resources provided to the private sector by

domestic money banks as a share of total deposits. Domestic money banks comprise

commercial bankand other financial institutions that accept transferable deposits, such

as demand deposits. Total deposits include demand, time, and saving deposits in deposit

money banks

Figure 15 shows the trendof Bank Credit to Bank Deposit.
This representa measure of the traditional banking activities. This
ratio has sharply increased in the 1990s and 2000s especially in
Europe 28. Since the onset of the GFC, there has been a decreasing
trend and this does not show an inverse pattern, especially in the
case of Europe28. Consistently, there has been a dropthe
percentage of firms using banks to finance purchases of fixed.assets
This has prevented firms for improving their access to finance. So
the number of firm&entifying access/cost of financeasnajor or
very severefter the GE has remained stable over tirffégure
1.6).
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In this context,m terms of financial supporthé bank loan
still represents the main type of external finance for fimSurope
(Figure 17).This means that changes imetbusiness model and
structure of the banking sector are going to have an important
impact on the industrial sector and more in general for the economic
growth.

Figure 1.6 Access to Credit for Firms

Access to Credit for Firms

10—

1 1 I
2002 2004 2006 2008 2010 2012 2014

Years

— Firms using banks to finance investments (%)

Firms identifying access to finance as a major constraint (%)

Source:Own el abor ati on o nNoesErmaNsinglbahksBodimkcé s dat a.
investments (%)is the percentage of firms using banks to finance purchases of fixed assets.

Firms identifying access to finance as a major constrainti€the percentage of firms

identifying access/cost of finance amajoror very severe obstacle.
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Figure 1.7 Types of external funds used for investment activities
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Overall, the consolidation process in the banking sector and the
increase of size of banks could have implications on their lending
and support to SHs. The existing literature discusses the
peculiarities and concerns for SMEs lending. The focus is on the
structure of the banking sector and characteristics of the lenders.
Next Sections discuss all these issues by referring to the relevant
empirical evidence in the field. Another important challenge for the
banking industry is offered kigchnological innovations.

The transformation process of the banking system could start
from the increase of investment in IT. Previous stu(Bescalli et
al., 200§ have shown that investment in information technology
(IT) 7 bhardware, software and other IT servidespositively
influences the performance of M. This area has room for
improvement. Furthermore, the traditional banking system has
shown to be more vulnerable to new players, such as fintech
companies, in this area. With advanced technology, fintech

23



companies offer financial services that are moost efficient,
accessible to customers, and more transparent than the ones
provided by the banking systenfkintech is based on big data on
individuals and firms, artificial intelligence, computing power,
cryptography, internet (He, 2017). Both artificiatelligence and
big dataare contribution to change the financial landscape by
introducing new opportunities but also challenge for consumers,
financial players and policy makers as well. Technological
advancement can help to better automate credioeagls; trading
of financial asset advice, to detect fraud detection etc (He, 2017).

It is also plausible to observe future that part or even tlfell
range of services currently offered by banks or central banks could
be undermined by automated processes and decentralized networks.
Therefore, it is important for banks and more in general financial
players to invest in IT and adopt new technologgesnprove the
efficiency of services and products, but also to reduce the costs.
Fintech, artificial intelligence, cryptography are all areas in rapid
advancement. This does not only require the traditional financial
service to change, but also require tegulatory authorities to adopt
efficient solutions to manage new risks (e.g. cyberattacks, money
laundering and terrorism financing) to the stability and integrity of
financial system.

1.3 Empirical evidence ofthe impact of financial development
on economic growth

This Section revises the existing relevant literature on the
relationship between financial development and economic growth.
Since the work ofGoldsmith (1969) the relationship between
financial developmentrad economic growth has been the object of
myriad research. In particulaGoldsmith (1969has the merit to
have examined the changes in the evolution of the structure of
national financial systemsa mixture of financial irdrmediaries,
markets, and instrumentsfor the effect of the development of
economies. He has also investigated the reverse effect, which is the
impact exerted by the overall financial system on the economic
growth. He specifically shows the existence afcorrelation
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between the size of banks, relative to national output, and the
development of countries. Furthermore, he provided evidence of a
frequent relationship between the growth of nonbiamncial
intermediaries and stock markets with respect tikdan size and
economic growth of countries. However, his investigation presented
some limitations in terms of crossuntry evidence on the
relationship between the mixture of financial markets and
intermediaries in an economy and economic developmbrg.was
due in part because of a lack of data. In addition, he did not draw
casual interpretations from the graphical representations. Later
research Arestis et al., 2001has shown that both banks and
financial markets conibute to promote economic growth. This
would suggest that a mixture of financial systems can spur the
economic growth.

Recent reearch has further expanded @@dsmith's analysis
by shedding new light on the connection mechanisms between
financial deelopment and economic growtkor example, building
on La Porta et al. (1998an increasing number of studidsyine
et al., 200) have pointed ouhat crosscountry differencen legal
systemsimpact on financialdevelopment, whichn turn affects
economic growth. The institutional and regulatory environment in
fact exerts a peasive influence on the economyhey also
influence the business objectives and conduct of firms, managers,
investorsand workers through an ensemble of formal regulations;
legislation as well as informal societal norr@e(tler, 2004 Other
papers have found that the impact of financial development on
growth convergence varies with thegetaof real developmeniim
et al., 2010 Previous studies have also identified other channels
and contexts affecting the finangeowth nexus such as:
interactions among macroeconomic variables (saving, investment),
impact of short/long term positive/negative shocks (financial
crisis/liberaliation and financial integration), development stages
of countries, effect of nonfinancial factors (legal system,
institutional structure, education and technological improvements),
and country specific condition8The theoretical literature suggests
thatfinancial development via enhancing asset size, depth, liquidity
(in stock exchange), stability, variety of instruments,
legal/regulatory background, competition, access to financial
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services, contract quality, number of participants, and effectiveness

of intermediaries, etc. may lead to economic growth via mobilizing

saving investment, expand opportunities and providing risk

sharin g ¢ h a(8eavem brsl €oskun (2016)37)

Overall, as pointed out byevine (1997, a growing body of

empirical analyses (firm/industigvel studies and
individual/crosscountrystudies) shows a strong positive influence

of the financial system on lorgrm economic growth. This

literature provides evidence thata nanci al systembés devel
and competitiveness can boost firm productivity, diffusion of

innovation, andverall economic growthHenderson et al., 2013

This view is also in |Iine thatth Rajan an
shows that financial development can reduce the costs of external

finance to firms.

Following the GFCthe role of the financial system for the
economic growth has been the object of renewed interest from
policy makers and scholaRecent studies & tried to investigate
which aspect of financial system matters more for the real sector
outcome. Among them Beck et al. (2014) examine the effect of the
different components of financial system on real sector outcome.
Particularly they have disentanglethe financial system in two
main componentssize that encompassestermediation activities
andnon intermediation activities, and the traditional intermediation
activities. By using, a sample of 77 countries over the period-1980
2007, they find that termediation activities exert a positive and
significant impact onGDP per capita growthnd reducegrowth
volatility, especially in lowincome countries, in the long run.
Instead, they show that that the size of the financial sector does not
matter for tle growth in the long run, but only in a short horizon. As
a counter effect the expansion of the financial@egppear however
enhance growthvolatility especially in highincome countries.
More recently, DurusiCiftci et al. (2017) show that debt from the
credit markets and equity from the stock markets are important
driver of a longterm economic growth. The authors also point out
that policies should aim to deepening the financial markets and
strengthen the creditoand investor rights by improving the
institutional and legal context. By analysing a sample of 69
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countries i 33 highincome and 36 middiandlow-income
countries’ over the period 1982011, Luintel et al. (2016hstead
advocate that the financial sttuce is irrelevant for economic
growth.

More in general, théntegration of financial systems &so
important to stimulate economgrowth. Financial integration can
in fact favour the supply of finance in less financially developed
countries, thereby pmoting financial development and
improvement in the national regulation of the integrating area
(Guiso et al., 2004 However, there are some limits regarding the
financial development and economic growth nexdel'Ariccia et
al. (2008)show that financial development does not always lead to
economic growth in periods of financial turbulenkeoszner et al.
(2007)argue that those sectors that are highly depermteexternal
finance are more vulnerable to bank crises and experience a greater
contraction in the valued added, especially in more developed
financial systems. In addition, the development of financial centres
can also harm economic growth during tudmilperiods.

From a methodological viewpoint, there are two main
econometrics approaches applied in this literature: cross sectional
modelling approach, and time series modellifdre6tis and
Demetriades,1997). Aside fromthe methodological techniques
this literature has largely acknowledged the existence of
endogeneity among financial development and economic growth.
The reason is that financial markets can capitalize the present value
of growth opportunities, while finamal institutions can provide
more loans if they believe that sectors will groRajah and
Zingales, 1998 The endogeneity issues between financial
development and economic growth represents a key aspect of this
literature ad have beeanalysednd addressed in several empirical
studies Calderon and Liu,2003 Peia and Rabach, 2015
Henderson et al2013.

1.4 Empirical evidence of the impact of the financial
developmenton income inequalities

While an increasing number of papers have found that
financial development exerts a positive effect on economic growth,
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it is still debated whether this growth is refletten income
inequality and poverty. This issue has been researched for two
decades, but the results are still trivial. Theory provides conflicting
arguments about the effect of finance on income inequality and
poverty reduction. Since the pioneering stoflituznets (1955pn
inequalities, increasing attention has been paid to the channels
through which financial development can reduce income
inequality.

Chiu and Lee (2019) point out that the literature on financial
development and income equality leads to four hypotheses:

1 Inequalitywidening hypothesis: financial development
widers incomeinequality becausi only generatébenefits
for rich people tharior poorpeople.

1 Inequalitynarrowing hypothesis:financial development
mitigates income inequality &@ancial development can
help poor people get easier access to external #nanc

1 The fnancial Kuznets curve hypothesisfinancial
development exertsld-shapedeffect on income inequality

1 The fourth one is the 4dhaped financenequality nexus:
financial development can reduce income inequality at the
early stage of financial development, while then it reverses
its effect.

Other studies have focused the channels through which
financial development can reduce income inequalifiaspointed
outbyD6 Onof ri o #&nanciad tlevelogm2rd daid peduce
income inequality and poverty by decreasing informational
asymmetres and credit enforcement costs. These ones can be hasher
especially for poor households and entrepreneurs that do not have
own financial funds and access to collaterals. The theoretical
models emphasize the existencdifferent channels through which
financial development can reduce inequality. Financial
development could for example allow lamcome individuals to
invest in education. In turn, this could mitigate inequality by

5 For an overview on these channels, please Aghion, P. and Bolton, P. 1997. A
theory of trickledown growth and developmefithe Review of Economic
Studiesp4, 151-172.(1992).
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allowing less welloff workers to be employed in jobs with better
remuneratia (Galor and Moav (2004Aghion and Bolton (1997)
Furthermore, financial development could reduce financial
constraints and the need for collaterals. This can be especially
important tosupport the entrepreneur projects promoted by poor
households that do not have personal financial resources and cannot
effort to face the huge fixed costs that are associated with productive
projects Matsuyama, 2000 Finangal development could also
reduce income inequalities not only through the access to credit by
the poor but also by stimulating labor demand by firBeck et al.,

201Q Seven and Coskun, 201 ®ifferently from previous studies,

D6 Onof r i o showthatkocioe¢oBobit megchanisms, such
as urbanization and geographical mobility, material and immaterial
infrastructures, also matter to explain the link betwfagamce and
inequality However, some scholars have found that the relationship
between financial development and economic growth is not linear
as the growth could increase income inequalities at the early stages
of development. This could happen becafiseexample, the rich

can be the only ones to be able to pay the high fixed costs of
productive projects. Instead, the poor can have access to the
financial system at later stages when economies develop.

From an empirical viewpointDemirgi¢Kunt and Levine
(2009)highlight that a large part of the empirical research show that
improvements in financial contracts, markets, and intermediaries
spur economic opportunities and at the same time contribute to
reduce inequality. Reog studies confirm this positive relationship
as well Beck etal. (2010D6 Onof r i o )edbweeet, the (201 7)
majority of crosscountry studies dealing with this matter suffer
from an endogeeity issue that affects the relationship between
financial development and income inequality. In order to address
this endogeneity issue, some papers have make use of the change in
banking regulation within a country to create a natural experiment
setting For exampleBurgess and Pande (20083e data on the
Indian rural branch expansion program to demonstrate that the lack
of access to finance prevents poor people from changing their
economic and social status. Their fousn the years between 1977
and 1990. The reason is that in that period the Indian Central Bank
allowed a commercial bank to open a branch in a location with one
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or more bank branches only if it opened four in locations with no
bank branches. The autharmake use of this natural experiment to
examine whether and to what extent the impact of opening a rural
bank could have affected poverty and output. Their results suggest
that the Indian rural branch expansion program significantly
reduced rural povertynal enhanced neagricultural outputBeck

et al. (2010)examine the impact of bank deregulation on the
distribution of income in the United States. In particular, they
consider the intrastate branching deregulation that rethdkie
restrictions to open branches in most states from the 1970s through
the 1990s. The authors find that this deregulation process boosted
incomes in the lower part of the income distribution and reduced
income inequalities. By focusing on the 1936 i#lal banking
regulation and to the historical segmentation of the local NUTS3
regions; D6 Onof r i o eiovida évidencé thét banking
development can decrease inequality through geographical mobility
and urbanization. e authors however, didohfind any relevant
impact of material infrastructures and human capital on the link
between banking development and income inequality.

1.5 Empirical evidence of the impact of the banking
competition on industrial innovation

It is widely known that a wellunctioning financial system is
crucial for promoting economic and technological progress
(Schumpeter, 19)1Despite the increasing interest on this togic,
few number of empirical studies have exantintbe impact of
banking development and competition on industrial innovation
(Amore et al.2013 Benfratello et al.2008 Cornaggia et al, 2015
Hsu et al.,2014. The majority of thesestudies have focused
specifically on the US market and provide mixed results. For
example, Chava et al. (2013)find that intestate banking
deregulation increases innovation in the case of young and private
firms, while intrastate branching deregulation decreases their
propensity to innovate. Consistently with this vi€warnaggia et al.
(2015) find that the deregulation of stdtsel branching laws
decreases interstakevel innovation. In contrastAmore et al.
(2013)provide evidence that interstate banking deregulation in the
US favours corporate innovation. Thetlaors show thagffect was
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larger for firms operating in industries highly dependent upon
external cpita and that rely more on bank debt. Furthermore, they
state that deregulated and more diversified banks are able to take on
more risks by investing imnovative projects. The reason is that
geographical diversification reduces the exposure to the background
risks of a stat®s economylnstead, there is more scarcitystudies
focusingon the Europeanontext. Among themBenfratello et al.
(2008) have examined the effect of local banking development on
firmsdéd innovative activities, focusing
that banking development increases the probability of process
innovation, especially for firms operagim hightech sectorUsing

a large data set with 32 developed anakerging countrieHsu et

al. (2014)focus on the economic mechanisms through which the
development of equity markets and credit markets affects
technological innovation. They show that industries relying more on
external finane and mordigh-techintensive, experience a higher
innovation in countries with bettedeveloped equity markets.
Instead, the find an opposite results in the case of highly developed
credit markets.

A key point that emerges from the banking literature is that
the relationship betwedmnks and innovative firms is affected by
the existence of asymmetric informatiardauncertainty concerning
future rents. Investments in innovative projects are tbezafskier
than investment irroutine projects. The difficulties to forecast
future rents can prevent financial intermediaries from providing
credit to innovative firmsBanks see investments in intangible
assets as hard to measure, costly tde@oy, and characterised by
uncertainty regarding their future caffbws (Hall and Lerner
2010) The highrisk profile of this type of investmeng¢presents an
obstacle to get funds, especially for firms that depend roore
external finance (Hsu et al., 2014nd that cannot count on
alternative financial sources.

However, the credit market concentration can alleviate the
intrinsic risk associated ith innovation. On this matteRetersen
and Rajan (1995)maintain that financial intermediaries in
concentrated markets apply lower interest rates to young and little
known firms and higher interest rates to older firm themuld be
the case in a more competitive environment. The reason is that
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banks in a concentrated market expect to recover the initial subsidy
by requiring higher interest rates in future. In line with this view,
Bonaccorsi dPatti and Dell'Ariccia (2004 ¥ocusing on the Italian
market, show that small firms receive more credit in markets that
are more concentrated and have less entries. However, there are
studies that provide contrasting results. For example, making use of
acrosscountry database,

No conclusive answer has yet emerged on the relationship
between banking competition, concentration, and innovation. The
reasons for these mixed results are various. One can attributed to
the measurement of innovation. While tise wf patent data instead
of research and development expenditures appears to be relevant for
studies on innovation, at the same time it can lead to analysis
distortionsLerner and Seru (2018fgue that researchers oftenibm
to control for periods of patenting and citation practices,
heterogeneity of the samples across periods, technology class, and
the region of the inventor. The same issue emerges as concerns the
way banking competition is measured. Previous papers @eldr
et al., 2008; Cornaggia et al., 2015; Hsu et al., 2014) have mainly
made use of structural indicators or have looked at the regulatory
framework to measure banking development and competition.
However, as highlighted b€arbé et al. (2009)the sole use of
structural indicators does not allow us to measure the competitive
environment in an effective way. In fact, even if a market is highly
concentrated, banks can still compete to deter the entrance of
competitors. Furtbr research isneeded to address all these
measurement issues but also to focus on the mechanisms through
which banking competition affects industrial innovation.

1.6 Concluding remarks

The review of the relevant literature on the relationship between
financial development economic growth, and regional convergence
reveals that there are still exploredareas. More work is clearly
needed to better identify the channels and mechanisms through
which financial development exerts an impact on economic growt
and the reduction of regional inequalities. As suggested recently by
D6Onofri o ,durtherainvestigdtiéhCduld ¥ocus on the
contribution of socioeconomic and structural factors to the firance
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growthrinequality link. Alternatively, further studies might explore
the ways through which capital and human resources move between
regions to better understand the factors underlying the regional
economic dynamics. This will also suggest further intetiees to
alleviate poverty and unemployment levels between geographical
areas. Furthermore, more attention could be devoted to the spatial
structure and organization of capital markets. As pointed out by
Klagge and Martin (206), the spatial structure of the financial
system can lead to a geographical bias with regards to resource and
investment allocation. Centralized financial systems can absorb
investments and skilled labour from other regions. As a result, this
can createnequalities between regions but also spatial bias in the
flows of capital to industrial firms, particularly to SMEs.
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2. Banking Architecture andConsolidation,
Financi al |l nnovati on,
Lending

2.1. Introduction

This Chapter provides more insight on the implicatiaf
banking market structure on lenditigthe industrial sectowith a
particular attention to SME3he focus orSMEsis justified by the
fact that these firmsaremore vulnerable than larger companies to
banking changes, and more in general to shocks to the banking
systemsince they mainly rely on banking capital for their viability
and growth Berger and Udell, 1995

While Chapter 1 has focused on the importance of gia&n
and banking development for the economic growth, this Chapter
looks more closely at the banking ecosystem and the ramaili
banks insupporting SMEs.

To this end, it points out how the aggregation phenomenon of
specific type of banks, such as peoative banks, is profoundly
changing the banking landsca@pecifically, this Chapter intends
to address the following questions raised in the Introduction: How
do small and innovative firms have access to lending? How and to
what extent does the struce of the banking system facilitate the
access to credit of SMEs? How and to what extent does the
geography of banks affect the productivity of SMEs and
consequently theidistribution and growth®o SMEs need small
bankst further examines the role ofher financial intermediaries,
such as mutual guarantee institutions and development banks for
supporting S ™hErsfdre, it also ddeais gwith the
following question: Are there any alternative to the traditional
banking channel at the local level?

Section 2.2revises the literature on the advantages and
disadvantages of relationship lendirgection 23 discusses the
impact of bank size on SME business lendBegction 24 discusses
the impact of financial innovation and distance on SMEestion
2 5revises the literature on banking competition and spatial pricing;
Section & discusses the access to finance of SMEs during and after
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the GFC;Section Z7 discusses other financial intermediaries to
support SMEs 0 Sdctom28comclgces. Fi nal | vy,

2.2 Relationship lending: advantages and costs for SMEs

It is widely recognised that SMEs are usually financially
constrained and do not easily get access to credit. The issue of credit
availability for small firms is of great concern to policy makers
Stiglitz and Weiss (198Ipaintain that small firms are particularly
vulnerable because they are often informationally opaque and
difficult to be monitoredFurthermore, there are severe asymmetric
information that can affet t he credi bility of
projects.For example,ifms couldavoid investing in positive net
present value projects becausg either the external financing
cannot easily verify the quality of the peoj (adverse selection
problem); ii) ard/or the external financing cannot ensure that the
funds will not be used for an alternative project (moral hazard
problem) Berger and Udell, 2002%uch information asymmetry is
more severe for small firms.

Before providingmore insight on the implications of different
|l ending technol ogies for SMEs 0
mentioning the distinction between hard and soft information
provided byPetersen (2004Pespite the vast literatuon lending
strategiesPetersen (2008)s paper i s one of t
that provides a clear definition of soft and hard information. In
particular, according t®etersenhard information is quantitative,
easy to record and transmit in impersonal ways, comparable, and
standardized. Instead, soft information is qualitative, collected in
person, and not so easy to recordrtikermore, soft information is
gatheed personally and the decision maker is the same person as
the information collector. The collection of soft information is
related to relationship lending, whidls the commonlending
technology used by a financial intermediary to provide credit to a
SME. Instead, the collection of hard information refers to
transaction lending technologies.

Recently, Duqi et al. (2@) have revised the existing literature
on the advantages awlisadvantages of relationship lending. The
authors clearly explain and contrast the positive and negative sides

35

SMEs 6

access

he few



of relationship lending. They argue that both relationship lending
and the length of the relationship allow banks to reduce information
asymmety. This can allow a firm to receive a higher amount of
loans. Furthermore, small firms experience a lower amount of
default rates if they experience a letegm relationship with a
lender (Fiordelisi et al., 2@). As a counter effecta close barik

firm relationship can generate soft budget conssaint the hold

up problem. As concerns the first issue, a bank can be more willing
to offer additional credit to a client in a state of financial distress or
with a risky project in order to avoid its bankroypt This creates
incentives for a firm to misbehave and undertake more risk
(Lehmann and Neuberger, 2001).

In addition if a firm has an exclusive relationship with a bank
canalso experience a holap problem. This means that the main
bank can exg its power by charging higher interest rates or by
applying a more conservative lending strategy (loannidou and
Ongena, 2010For exanple, Angelinia et al. (1998) find that banks
other than cooperative banks, charge argénding rates with the
lengthof the relationship for all customers. Instead such behaviour
is only for noamember customers in the case of local cooperative
banks (CCBs)To limit the implications of a holdip problem, a
firm can engage in multiple relationships. However, the existenc
of a mainbank affiliation also has many benefiior example, a
firm that is able to preserve a relationship with a main bank can
signal to the market the quality of its financial profile.

Typically, a firm that does not meet the financial requirements
for getting credit from the main bank can try to engage in multiple
banking relationships. This provides a lowality signal to the
credit market (Dugqi et al., 28). Overall, switching from a main
bank to a number of new lenders is not an easy jobffonaOther
lenders do not easily get access to the past credit history of a firm
that had an exclusive relationship with a unique bank. In other
words, the borrower can usaformational captureand can
therefore suffer more from creditioning if it annot easily share
its financial information with new lenders (Bharath et al., 2011;
Cenni et al. 2015). Empirical evidence shows in fact that the number
of banking relationships an negatively affect firmso
especially in the case of SMESagelli et al., 2012).
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2.3 Bank size andlending to SMEs

This Section investigates whether banks exhibit advantages in
lending to small business or dealing with certain lending techniques
because of their size.

The gathering of soft information is a costlydaunobservable
investment. This can generate agency and incentive problems for a
large bank, especially in the case of several managerial layers
(Alessandrini et al., 2008 The problem of agency costs can be
traced to thedct that an agent with a delegated decisi@king
authority can act in its seifterest, rather than the interest of the
organization. This happen especially when information and
communications are processed in decentralized systems rather than
a centraked system level. As explained @grqueiro et al. (2009)

a decentralized system can better allow loan officers to colleet soft
information from a local community. As a counter effect, it can
however lead to agency problermach as manipulation of soft
information, deteriorating condition of a borrower, and excessive
use of discretionary in setting loan ter(Bgrger and Udell2002
Cerqueiro et al.2011, Ozbas,2005. Therefore, ahierarchical
complex organization has to efficiently align the incentives of the
loan officer to those of the organization in order reduce agency
costs. Nevertheless, this can generate high monitoosis for both

the activities of loan officers and their loan portfolios. When the
costs are too high, large institutions experience a disadvantage
compared to smaller counterparts in small business lending. Instead,
such problems are less pronounced incemtralized system.
However, in this case loan officers do not have incentive to invest
time and resources in collecting soft information. This is because it
is difficult for a loan officer to report and collect the resources
invested to acquiring soft imrmation to pass on to their superiors
(Stein, 2002

More in general, highly hierarchically organised banks tend to
experience organisational friction in lending to opaque borrowers.
Small and innovative firms are typicglithis type of borrower
(Berger et al., 2005Compared to large firms, SMEs are in fact less
informationally transparent (more opaque) and typically are not able
to provide hard information. Smadusiness lending dependstbe
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production of soft information that is hardly to be collected and
verifiable. For this reason, small banks have been recognized to
have a comparative advantage in relationship lending, while large
banks have the edge on transaction lendsigif, 2002

The empirical evidence on the relevance of relationship lending
for SMEs®6 access to c Paedsentandi s
Rajan (1994jind that a tight relationship with a bank increashe
availability of financial sources while borrowing from multiple
lenders increases the price and reduces the availability of credit.
Berger and Udell (1995ind thatborrowers pay lower interest rates
and are less likg to pledge collateral when the relationship with
the bank is longer. Using information from nearly 18,000 bank loans
to small Belgian firmsDegryse and Van Cayseele (20G0)d
evidence that the loan rate increases withdbration of a barik
firm relationship. In contrast, they show that the scope of a
relationship, defined as the purchase of other informateorsitive
products from a bank, |l argely
More recentlyBerger and Black (201Ehow that small banks have
a comparative advantage in relationship lending, but this appears to
be strongest for lending to the largest firms.

As a counterargument, some scholars maintain that a strong
presence of small insitions may not be needed for general credit
availability of SMEs: large banks can, in fact, lend to opaque SMEs

mi xed.

decr eas e

via different transaction technol ogi es

based information (e.g., collateral guarantees, small business credit
scorirg, assebased lending, factoring, fixemkset lending, and
leasing) Berger and Udell, 2006 This is because these

technologies assess the quality of specific assets that are used as

collateral rather than valuing the ovieuality of the firms Udell,

2009. Moreover, these assets can also be valued by making use of
hard information (e.g., accounts receivable in the case of factoring,
accounts receivable and inventory for asseted lendingand
equipment for equipment lendingYdell, 2009. Recently,De la

Torre et al. (2010argue that all types of banks are dealing with
SMEs. They also state that large, multiptrvice banks he a
comparative advantage in offering a wide range of products and
services on a large scale, because of new technologies, business
models, and risk management systems. Furthermore, recent papers
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have shown that transaction lending technologies (mairgdgdan

66har doo i nfor mati on such as bal ance

guarantees) and relationship lending technologies can coexist in an
SMEG6s | endiSMEsaresldss liaely @odos credit rationed

i) if the primary technology adopted by the bankretationship
lending and ii) if the information characteristics of the firm and the
lending technology of its bank are more alignEdr(i and Murro,
2015.

Financial innovations have reduced the cost of these
transactionsdased technologies (such as cost of monitoring) and
this could have also favoured a shift toward more transaebiasesd
lending as banks would be able to lend at a longer distance. As
concerns small business lending, the use of small bustnegs

scoring has attracted a | ot of schol ar

scoring appears to be associated with a decrease of underwriting
costs and with the improvement in failure prediction power
(DeYoung et al., 2004 Therefore, financial innovation appears to
have favoured the increase in the average distance between small
business borrowers and their banks. Consistently with this view,
Petersen and Rajan (200i2)d that the distance bgeen small firms

and their lender is increasing because of an improvement in lender
productivity. However, Udell (2009) argues that such a
phenomenon could be explained not only by the substitution of hard
information with soft information, but also by the removal of the
barrier to branch. Overall, large banks seem to have more
advantages in processing hard information abse of their
economies of scale in collecting, processing and assessing it
(Presbitero and Zazzaro, 2011).

2.4 Distanceand financial innovation: i mplications for
business lending

Does the distance between a banké
mater f or SMEsd® | ending? What about
and SMEs?

The existing literature has widely acknowledged that changes in
bank organizational structure can have potential indirect
consequences for the reduction in the availability of financial
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services to small customerBdrger et al., 1999 Both the
consolidation process of the banking industry and the geography of
banks is of a great interest and concern for both policy makers and
scholars. The reason is thatithw the increase of banking
consolidation, the average size and complexity of banking
institutions have increased as well. This could affect small business
loans.

Over the last decades, there has been an increasing amount of
literature focusing on the intipations of bank geography on small
business lending with a consequent impact on their growth and
investment opportunities. Among theAlgssandrini et al. (2008) s
book offers a recent and-depth literature review on thi®pic.
Traditionally, the existing literature has recognized that
geographical distance can generate transaction costs, namely
transportation and information costs for both banks and customers.
In particular, as explained bgrevoort and Wolken (2009oth
financial institutions and customers can incur transportation costs.
In the case of financial institutions, the screening and monitoring of
loans can require multiple site visits by a loan officer. This would
increase theravel costs for the lender. Consequently, unless these
costs can be recovered by applying higher interest rates or fees, the
lender would not have the incentive to provide credit to distant
borrowers Almazan, 2002 Furthernore, customers can also incur
information costs related to acquiring information about alternative
suppliers.Brevoort and Wolken (2009rgue that banks also face
information costs especially related to the provision ofitrétlese
costs vary with the increase of distance between lender and
customer and are particularly high when banks need to collect soft
information on small business borrowers.

With the advancement in information and communication
technology and the congent reduction of costs of communication
and trading across space, the importance of distance in banking has
been put to discussion. In particular, new technologies, such as
online banking and automated teller machines (ATMs), have
contributed to reduceansportation costs for the consumers. Other
studies (e.gAmel and Brevoort,2005 have found that online
banking services operate as a service enhancement, but not as a
substitute of personal interaction. Overall, the pitexgaview is that
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technological and regulatory changes have reduced the proximity
between borrower and lender. For example, the average distance
between lenders and small businesses (that more than others benefit
from the proximity) have increased oveceat years (e.dPetersen

and Rajan,2002. However, Wolken and Rohde (2002) and
Brevoort (2006) also note that the upper tail of the distance
distribution is changing over time. This would suggest that the
effects on distare affect only a subset of lenders. The importance

of geographic proximity can vary across institution and product
types. This is whatBrevoort and Wolken (2009Yecently
demonstrated using the Survey of Small Business Fisd®&&BF).

They have assessed how the distance between small businesses and
lender have changed over the decade 128933. The authors found

that distance matters as local institutions within five miles of the
firmods headquarters pice® o ischadl d mo s t fin
businesses. Furthermore, despite technological advancements, such
as credit scoring, lenders still provide services and funds by dealing
with the client in person. Moreover, they found that asset services
are provided locally more often thyans or financial management
services, and that the distance between small firms and the
depository institutions is smaller than those with -ndepository
institutions.

Recently, Zhao and Jon&wvans (2016) show that greater
functional distance betweebank headquarters and branches
increase credit constraints of local SMEs in the aftermath of the
global financial crisis, while they did not find any effdot the
operation distance. As explained by the authors, closer physical
proximity between bank Bnches and the headquarters of branches
can impact positively on the level of shared value and relational
capital, trust.Therefore the quality of the communication of soft
information between | ocal rmranches and
increases as welWVhile on theone hand this can contribute to an
easier review of loa)on the other hand, it also provides incentives
for gathering and supplying soft information on SME lending
(Canales and Nanda, 2012). In the conclusions, the authors pointed
out the ned to have a geographically decentralized financitesy
that is counterbalanced laynetwork of financial institutions and
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services dedicated to the support and stimulation of the demand of
local SMEs.

2.5 Banking competition and spatial pricing

This section explores whether the configuration of the local
banking system can affect the cost of services and products offered
by the banking system.

The existence of transaction costs also have important
implications for banking competition and could push banks to
engage in spatial pricing. This is driven by the fact that banks that
are located closest to borrowing firms can exert a higher market
power than banks that are at higher distance. As argued by
Dell'Ariccia (2001) such an advantage is more prominent in the
case of small business loans because transaction costs, such as
transportation and information costs, araenlikely to exist and are
nortnegligible. This is because distance in fact amplifies both
transportation costs, but also information costs associated with
screening and monitoring activities. However, the monopoly market
power of a bank depends on thedbion of its competitors as well.
Using information of 15,000 bank loans of a large Belgian bank,
Degryse and Ongena (2005)nd evidence of spatial price
discrimination in bank lending. In particular, they show that loan
rates decrease with the distance between the firm and the lending
bank and increase with the distance between the firm and competing
banks. The authors explain that price discrimination is more likely
to occur because of transportation costs and not becduse o
informational asymmetries.

In addition, price discrimination also depends on market
configuration. For exampl@ark and Pennacchi (20G8monstrate
that the retail loan and deposit rates set by banks in a particular
markek t refl ect the marnkakdtbasksand st ri buti on
small banks alongside market concentration. In particular, they
show that large mulinarket banks are likely to promote
competition in retail loans while they offer retail depositors lower
deposit interest rates. In additioHannan and Prager (200@)d in
rural banking markets that the prices offered by mulirket banks
do not depend on the banking concentration, but they instead reflect
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the conditions prevailg outside that particular local market. They
also argue that small singhearket banks do not tend to adjust their
prices because of an increase in concentration. Finally, they show
that the prices of small singhaarket banks are weakened by the
presene of multtmarket banks. Focusing on small local areas
(municipalities) in the years 1988005, Coccorese (2009inds

that market power of singlmarket banks is reduced by nearby
competition, concentration, and an increiaste local presence of

big banks.

RecentlyDe gl 6 1 n n o c e a show tleat an imdrease ¢f2 0 1 7
the presence of large and medium banks in concentrated markets
does not affect the monopoly market power of skmyéeket tanks
in the loan market, but it does decrease the monopoly market power
of singlemarket bank in the deposit market. There are also some
studies that have focused on the impact of the physical distance from
the borrower to the lender on the likelihood tthegt loan is secured
by collateral. The empirical results on this issue are mixed. While
Petersen and Rajan (2002) aBdrger et al. (2005)ind that the
distance from the lender increases the likelihood of collateralized
loans,Cerqueiro et al. (2009)nd an economically and statistically
negligible effect of distance on collateral.

2.6 Lending cyclicality and cyclicality in access to financdor
SMEs

During periods of financial distress oraartainty, there is
great concern that SMEs and innovative firms could face higher
barriers to credit access than during normal periods, which can be
even worse for innovative SMEs, who can then experience high
credit rationingLending to small firms catlecrease as the banking
and financial systenms particularly fragile and unstable. This is
indeedwhat happened during the GFC.

Several studies have offered evidence that bank lending
exhibits a cyclicality pattern. This is a great concern for policy
makers as a drop in lending activities during recession period can
lead to credit crunches phenomenon and more in general have a
detimental effect for real economy. Consequently, regulators have
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advanced several initiatives to overcome such phenomenon. As
explained by Behr et al. (2017), recent regulatory changes have put
forwarded several regulatory interventions to address such(fesue
example countercyclical capital buffers (Basel Il Accord), t@n
value caps (Japan), tinvarying systemic liquidity surcharges, and
stressed valuatrisk requirements)

During the GFC, firms, and especially SMEs have seen an
increase of theifinancial constraints By having more barriers to
access to financeSMEs, and especially innovative fismare
refrained from bringingnew products and services to the market. In
turn, this could slow down the recovery procédscently, Lee et al.
(2015) find that access to finance for innovative SMEs has worsened
overall during the GFC. In addition, they show that the relative gap
between innovative and nénnovative firms appearsloser than
before as noinnovative firms have worsen more their general
credit conditions. Instead, absolute credit rationing is still more
severe for innovative firms. As conclusive remarks, the authors
claim that the use of standard credit scores d@tourage
innovative firms from applying for financial funds. Lee et al. (2015)
also find that innovative firms in peripheral regions are more likely
to have their applications for finance rejected. Their results also
suggest that firms in peripheral asemay suffermore from the
financi al Cc 0 n s tcanafurther ®rdargei regionaé .
disparities.

In general, during period of uncertainty firms experience a
drop in their demand of products/services. This negatively affects
the availability of intemal finance and leads to an increase the need

6 Before, Basel Il imposed rissensitive bank capital requirements that were
anchored to business cycle fluctuations. Since the GFC, regulators have focused
their attention on the search of solutions to reduce procyclical effects of bank
capital requirements. Basel Ill substantially reaches this target. With Basel I,
regulators have introduced counter cyclical bank capital buffers (e.g. procyclical
capital equirements) with the scope of increasing equity in boom periods
(Hakenes and Schnabel, 2011). This has helped banks to keep additional buffers
in recession period to reduce credit crunches. Furthermore, the opportunity cost
of keeping additional capitabls also contributed to reduce cretitd booms. On

this point, Jiménez et al. (2017) demonstrate that the bank buffersuipuird

good times clearly helped to mitigate the credit crunch in bad times.
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for external finance of firms he paradox is that SMEs can see their
applications for external finance rejected in a period of more
financial need.

As small firms have seen an increase of répecdf their lan
application, theyavestarted tesearch for alternative source of debt
finance, differently from the traditional bank channel. For example,
by using a euro area finevel data since the GFC, Casey and
O'Toole (2014) show that bank lendingnstrainedSMEs are more
likely to use or apply for alternative external finance such as trade
credit, informal lending, loans from other companies, market
financing (issued debt or equity), and state grartey alsofind
that creditrationed firms are more likelp use, and apply for, trade
credit. Using a sampld &uropean manufacturing firmBerriet al.
(2017) investigate how differences in main banks' lending
technology and use of soft information affected firms' credit
availability during the 2002009 criss. The authors find that the
probability of credit rationing was higher for firms matching with
banks using transactional lending technologies. They also show that
soft information benefits most SMEs and firms that have
relationships with large banks. Qaé, these studies have provide
evidence of a cyclical effect of access to finance for SMEs.
Particularly, innovative SMEs appear to face an increase of
financial constraints in a recession period.

270t her financi al il nter meig ari es to sup
2.7.1 The importance of mutual guarantestitutionsfor SMEs

Small firms have the possibility to improve their borrowing capacity
by joining Mutual Guarantee Institutions (MGI€di, 2011; Gai et

al., 2016;lelasi and Gai, 2017). MGI provide loguarantees for
SMEs with good and sound projects, but that cannot offer sufficient
bankable collateral. In 2017, the European Mutual Guarantee
Association (AECM) generates a total guarantee volume in
portfolio of 125.6 bn. EUR and issued a total volumedr 74.2

bn. EUR of new guaranteesThe mutual guarantee scheme works
as follows: MGI members offer a contribution to a guarantee fund.

7 Data retrieved fronhttp://aecm.ey/accessdon 10/01/2018.
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This fund is then used as collateral to back loans granted to the
members themselves (Columba et al., 2010). The hghzaantee
scheme also reduces the existent information asymmetry between
lenderborrower. This can be explained by the fact that MGlIs are
better informed than banks about ot her
and behaviour (Columba et al., 2010).

In general, MGlIs play a pivotal role in reducing the credit
constraints of SMEs, especially during periods of financial distress.
On this point, using a large database on Italian firms over the period
2007 2009, Bartoli et al. (2013) provide evidence that small firms
supported by MGls were less likely to experience financial tensions
even during the peak of the financial stress. Second, they find that
MGls played a signalling role beyond the simple provision of
collateral.

Overall, Mutual Guarantee Institutions playpaotal role in
reducing the financial constraints of SMESs. The role of these entities
can be patrticularly crucial during periods of financigiress.

2.7.2 Developing Banksan alternativefor SMES?

Developments banks(DBs) are stateowned financial
institutions whose aim igo support the economic growth by
offering credit to households, SMEs but also large private
corporations.Specifically, DBs usually offer subsidized, lortgrm
financing for industrial developmenélthough DBs exert various
policy mandates, DBs can be split into two groups: (1) DBs with a
narrow and specific mandate (the focus is on a specific sector(s),
type of customers; (2hstitutions witha morebroad mandates that
arenot specialized in any particular sector or activity

A survey conducted in 2012 by the World Baile Luna
Martinez and Vicente2012)reveal that DBs offer especially long
term loans (90%), then working capital loans (85%), whereas
syndicated loans consisted of 52% of all DR&%ost DBs offer
subsidized inteest rates to borrowers by using transfers from their
respective governmentsn terms of funding, they can collect
sources t hrough di f fl9 sawings and hannel s, S
deposits from the public, 2) borrowing from other financial
institutions; 3) rasing money in the domestic or international
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capital markets, 4) using their own equity, and 5) receiving budget
allocations from the governménD¢€ LunaMartinez, and Vicente,
2012. Although DBs make use of all these channels, however, they
do not usudy collect deposit to avoid competing with private banks
but also to reduce potential exposure to losses.

DBs tend to havea countercyclicatole as they offer credit
when the traditional banking system shrinks its lending to the
industrial sector in pesd of financial turmoilWorld Bank, 2012)
Thus, development banksay represenian alternative to private
commercial banks or local capital markets for SMEspecially
during financial turmoil However, the effectiveness of DBs in
supporting small firmsind local economies is still debated.

From the one hand, the industrial policy viemd the social view
hold that development bank&elp to improve investment and
performance of firms when they cannot get access to the capital
marketg(Lazzarini et al., 205; Musacchio et al., 2017).

From the other handa large literaturesuggest that state
owned banks may allocate credit to firms based on political criteria
rather than on the merit of the entrepreneur prdjed., Dinc,,
2005; Sapienza, 2004)able2.1 summarize the major theories on
the role of development banks.

Table 2.1Major theory on theroles ofdevelopmentbanks

Industrial Policy Social Political
Summary of Development banks | Development Development
Theory are intended to financq banks are intendeq banks are used by
entrepreneurship, to insure that politicians
industrialization, and | socal concerns arg primarily to
the infrastructure appropriately achieve personal
necessary for the prioritized against | objectives and to
economy to efficiently | profit advance political
adjust to maximization and | agendas.

industrialization and | that resources are
maximize productivity | allocated for
gains. projects addressin
socio
environmental
factors when
unattractive for
purely profit
purposes.
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Market Failures
Addressed or
Government
Failures Createqg

Reducing information
asymmetry and credit
rationing.

Promoting latent
capabilities and
projects that can
generate potential
information
externalities.

Reducing coordination
problems by
promoting
complementary
investments with large
spillover effects.

Contributing with
technical expertise to
reducediscovery
costs.

Strategic trade:
subsidizing firms in
costly international
markets.

Socio
environmental
impact:

Investment in
regions or
customer segment
that are not
profitable for the
private sector.

Supporting
socially oriented
initiatives
(including high
employment).

Investment in
environment
friendly projects.

Government
failures:
Misallocation of
credit (e.g.
subsidized capital
to large firms that
do not need
support in the
first place).

Soft budget
constraints

supporting
unproductive or
failing firms.

Rentseeking
provision of
subsidies to firms
that do not need
subsidized
capital.

Source:Musacchio et al. 2017.

The controversial role of development banksjuires a further
investigation tobetter clarify the roleand the conditions under
which DBs can bettetackle the failures of the capital markets by
providing alternative financial sourc@s support to entrepreneur
projects.However, they could be a potential valid alternative to
private commercial bankB) addition, they seem to reduce political
risk associateavith an investmentBroccolini et al, 2019 Hainz
and Kleimer, 2018 This is because thegn exert a high bargaining
power on governmental decisiomie to the large number of
projects in which thewre involved, their statyand their frequent
interactions with governmesnt
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2.8 Concluding remarks

Over the last years, several small banks and particularly
cooperatives are merging with each other to increase their size. The
reasons are manifoldhef among them the high amount of ron
performing loans in the sector, the lack of effective internal
governance to promptly respond to crisis periods through
recapitalization, and the limited possibility to diversify the source
of risk. This makes this pe of banks vulnerable to shocks and crisis
events. Because of their small size and business volume, it can be
hard to justify the use of funds to bail out these types of banks.
Despite the fact that the aggregation of small banks and cooperative
banks carbe beneficial for the stability of the system, their increase
in size and aggregation in a unique group can however harm their
local dimension activities and consequently local small businesses.
Furthermore, new regulatory changes, such as Basel lll,lynain
promote the use of screening technologies based on hard
information. This will push banks to substitute relationdbipding
technologies with transaction lending technologies (Cosci et al.,
2009). In addition, the Basel approach relies more on quiawrdita
methods that tend to require the application of higher risk weight
from SMEs. who are perceived as risky subjects (for example for a
AAA rate firm the weight is 20% while for an unrated SME it is
75% 100% risk weight) (Beck, 2016).

Small banks typically deal with relationship lending techniques
that are important drivers of lending for SMEs. Banks need to
collect information about local economic conditions and customers
in order to assess theirenscadi't
be an important factor in overcoming asymmetric information
problems. Saying that, recent technological innovations (such as e
banking and phonbanking) have facilitated the transmission of
information across large distances, in this way altettiegmanner
in which a bank enters a market and decreasing the proximity of
banks relative to their clientele. Nowadays, banks can provide their
customers with deposits without the cost of settingiick and
mortaro branches. tenbody of niteratuaes t |,
suggesting that the distance between lender and borrower still
matters. Overall, from this literature review emerges the view that
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small banks can better deal with soft information than large banks.
This can reduce information asymmebetween small banks and
SMEs. Under these circumstances, SMEs are less likely to be credit
rationed. Overall, it could be important to counterbalance the
consolidation process of the banking system by having a network of
actors such as venture capgaliregional development entities, and
MGls that can support the local demand and reduce the credit
constraints of SME9Bs can also cover a role in supporting local
economies and socially oriented activitiespecially during the
financial turmoil
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3. European Regional Policy for SMEs and drivers
of regional convergence

3.1.Introduction

This Chapter focuse®n the European regional funds that
represent an alternative support for SMEs and regional economies
to the localbanking system. Specifically, this Chapter sito
address the followingesearch hypothesd3o EU regional plicies
reduceeconomic dissimilarities? Do they exert a positive effect on
SMEs?To addresghe aboveresearch questions, this Chapfiest
investigates the scope and main trends of European regional
policies. Next, it provides a short overview of regional growth
theoryto underpin the drivers @égional growth and convergence.
All these aspects related to regional economic growth and
convergenceare important to better understand the economic
environment and dynamics that can favour labour productwity
economic growthEspecially for SMEs, these aspects play a crucial
role. SMEs can be seen as mere recipients of these external and
internal slocks that affect the local economies where they mainly
operate. Regional dynamics and regional policy interventions can
contribute to create an economic and institutional environment more
or less competitive for SMEs. All these aspects can therefore affect
their viability aside from the issues related to credit constraints.
Then, the Chapter discusses the effect of financial development
more in general on the economic regional convergence.
Specifically, it examines whether the allocation of financial
resouces in certain regions or geographical areas can be beneficial
only for the firms located in the same areas or can generate
spillovers to other region3his last section is propaedeutic to the
analysisconducted in Chapter 4.

Moving from theseconsiderations, this Chaptesffers an
overview of theEuropean regional policy: scope and main trends in
Section 3.2 Section 3.3provides an overview of the existing
literature o regional economic growtBection 3 discusses the
consequences and im@ions of several key policy initiatives for
economic regional convergen&@ection & then discusses the role
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of financial development for the reduction of regional economic
inequalities. FinallySection 3 concludes.

3.2European regiond policy: scope and main trends

This Section discusses the main recent interventions promoted
by the European Commission to support the regional economies.
More in general, the European Commission intendgramote
social cohesion and regional convergence to sper fthure
development of the European economy by reducing regional
disparities through several key policy initiatives, such as the single
market, EU competitiveness, the Monetary Union, and, more
recently through regional policies. The scope of regionditpes is
to provide aid for job creation, business competitiveness, economic

gr owt h, sustainable devel opment ,

life®.

During the 200-2006 period European Commission launched
the European Regional Development Fu(ieRDF) to provide
regional investmeng for the creation or maintenance of jobs;
infrastructure; local development initiatives, and the business
activities of small and mediwsized enterprisesThe regional
policy support between 2000 and 2006 was divided based o
objectives Objective 1 for the development of the least favoured
regions while Objective 2 was for the conversion of regions facing
difficulties); local destination (interregional cooperation or
sustainable development of urban ajpasd innovativeactions
(development of innovative strategies to make regions more
competitivg. The r eport showsverdivested 0
throughthe ERDF between 2000 and 200khis investment of
resources appear to have generated important achievemeithts for
regions across the EWor example, the European Commission

8 Sourcehttp://ec.europa.eu/regional policy/en/policy/what/investrperticy/.
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reports thatl.4 million jobswerecreatedand about 800000 SMEs
were supported.
Next, The European Commissi implemented th€ohesion

Policy during the period2007-2 0 1 3 . Specifically 0346.5
invested in order to support economic growth but also job creation
during the GFCThe European Commission claims that Cohesion
Policy have contributed to create mothan 1min of jobs and
estimated return nearly O0¥®Astrillion of
concerns the SMEs, the European Commission argue$2hdi0
and400000 SMEs startipsreceive financial support. This provided
them with an important additionabsrce for their growth and
survival, since during the financial crisis the traditional banking
system reduced its lending activities.

For the period 2012020, he EU has madé 6 8 binavailable
to its Member States and Interreg programmes undeEtiepean
Structural and Investment Funds (ESIF). The EU budget is managed
in partnership with national and regional authorities mainly through
five big funds over this periodhmong them the, two main funds
are theEuropean Regional Development Fund (ERRRM the
Cohesion Fund@CF). Below, all the five funds are described.

1. European regional development fuf@RDF) i promotes
balanced development in the different regions of the EU.

2. Cohesion fund@F)i funds transport and environment projects
in countries where the gross national income (GNI) per
inhabitant is less than 90% of the EU average. In 2PQ4these
are Bulgaria, Croatia, Cyprus, the Czech Republic, Estonia,
Greece, Hungary, Latvia, Lithuania, Malta, Poland, Portugal,
Romania, Slovakia and Slovenia.

3. European social fund (ESF) supports employmenélated
projects throughout Europe and invests in gu® 6 s hu man

%Source:
https://ec.europa.eu/regional_polisyurces/docgener/evaluation/expost_reactio
n_en.htm
1050urcehttps://ec.europa.eu/regional_policy/sources/docgener/evaluation/pdf/e
xpost2013/wpl_synthesis_factsheet_en.pdf
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capital i its workers, its young people and all those seeking a
job.
4. European agricultural fund for rural development (EAFRD)

focuses on resolving the particular challenges facing EU's rural
areas.

5. European maritime and fisheries fund (EMFF) helps
fishermen to adopt sustainable fishing practices and coastal
communities to diversify their economies, improving quality of
life along European coasts.

Among these five funds, the ERDF covers 43% of the EU budget,
while 21% and 18% of the resourca® respectively for EAFRD
and ESF (Figure 3). The remaining parts of theudget is the
committed to the realization of the other regional policies. Table 3.1
shows the budget for European Structural and Investment Funds
(ESI) allocated per amtry forthe period 20142012.

As expected, the share of EU contributions in total funding
exceeds 80 percent, particularly for transaction economies that are
in need of more support for SMEs compared to other countries. As
explained by Degl'Innocenti et al. (2@&).7following the 200809
crisis, among the CEB and SEE countries, EU regions have put
forward a strong deleveraging process of the banks that has led to a
decrease of credits granted to the industrial sector. Consequently,
especially SMEs have been affetttby the credit crunch in those
regions.

11 Text retrieved fromhttps://ec.europa.eu/info/fundisigndersO/europeasstructural
andinvestmentfunds eron 01/02/2019.
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Figure 3.1 EU Budget by Fund
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Source: European Comnsisn based on data on planned (planned) financing under the
different ESI Funds (2012020).Data retrieved orv/3/2019

Table 3.1 ESIF 20142020 finances planned details

EU Amount National Total EU co-
Country Amount Amount financing
Austria 4,922.87 5,727.01 10,649.88 0.494
Belgium 2,741.71 3,347.10 6,088.81 0.481
Bulgaria 9,877.57 1,856.45 11,734.02 0.846
Croatia 10,727.45 1,926.24 12,653.69 0.848
Cyprus 917.31 252.29 1,169.60 0.660
Czech Republic 23,865.02 8,514.52 32,379.54 0.673
Denmark 1,546.80 717.99 2,264.78 0.669
Estonia 4,423.51 1,542.64 5,966.16 0.829
Finland 3,765.04 4,670.12 8,435.16 0.439
Erance 26,898.57 18,790.15 45,688.72 0.644
Germany 27,934.98 16,819.45 44,754.43 0.667
Greece 21,401.98 5,286.12 26,688.09 0.741
Hungary 25,013.87 4,635.78 29,649.65 0.808
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Ireland 3,361.63 2,778.02 6,139.65 0.539

Italy 44,472.10 31,362.73 75,834.83 0.503
Latvia 5,633.67 1,274.37 6,908.04 0.752
Lithuania 8,385.92 1,561.26 9,947.18 0.827
Luxembourg 140.13 316.29 456.42 0.375
Malta 827.94 195.96 1,023.90 0.770
Netherlands 1,887.37 1,857.75 3,745.13 0.531
Poland 86,111.62 18,809.77 104,921.39 0.831
Portugal 25,856.08 6,889.65 32,745.72 0.823
Romania 30,882.65 6,681.61 37,564.26 0.833
Slovakia 15,287.32 4,271.90 19,559.22 0.733
Slovenia 3,930.58 1,027.39 4,957.98 0.786
Spain 39,834.77 16,335.59 56,170.36 0.674
Sweden 3,626.74 4,311.90 7,938.64 0.467
Territorial cooperation 9,715.88 3,261.75 12,977.62 0.770
United Kingdom 16,470.84 10,328.30 26,799.14 0.649
Grand Total 460,461.92 185,350.08 645,812.00 0.658

Source:Data ESIF 20142020 Finances Planned details.

Note: Data is reported in mlof euros. Data updated at the 26/1/2018. EU Amount is the EU
decided amount (allocation) in euro; National Amount is the national decidéidarcing
(allocation) in euro; Total amount is the total decided amount (allocation) in euro; EU co
financing isthe share of EU contribution in total funding.

Among these five funds, the ERDF in particydesvides support
for innovation and SMEs as shown in Figure 2. In particular, the
ERDFincludes investments in specific priority areas such as:

1. innovation and research;

2. the digital agenda;

3. support for small and mediusized enterprises (SMES);

4. the lowcarbon economy.
Regions are eligible for receiving the ERDF if they meet some
specific requirements. Such requirements depend on the degree of
development of the regions. In particular, more developed regions
can receive at least 80 % of funds if they focus on at leasbtihe
above priority areas. In the case of transition regions, this target is
for 60 % of the funds, while it can be 50% in the case of less
developed regions. Furthermore, as a last strict requirement, ERDF
resources are required to be invested in-¢tanbon economy

56



projects with different percentage depending, again, on the
development level of the regions: 20% for more developed regions;
15% for transition regions: and 12% for less developed reffions

Figure 3.2 Total Budget for the object of theinterventions promoted by each Fund
EUR Billion
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Source: European Commision based on data on planned (planned) financing under the
different ESF Funds (20142020) Data retrieved from
https://cohesiondata.ec.europa.eu/overviear08/03/2019.

12 All the information and data are provided by the European Commission
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Figure 3: planned investments using European Structural and Investment Funds
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Note: Map retrieved from the European Commission website. The map reports the European Structural and Investment Futats (ESte
regional level for a total amount of euros 347,737 millions.
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3.3 Regional economic convergence in Europe
3.3.1 A shat overview of regional growth theory

Thissubction provides a short overview of the regional growth
theory in order to understand whether regional dissimilarities can
decrease over timelhe issue of the convergence of economic
regions and the growth ftarns of European countries are of great
interest to econoists and geographers (Alexiad)12 Becker et
al., 2012 Corrado et al.2005 Degl'Innocenti et al2018; Ezcurra
et al.,2006 Petrakos et gl2005). The high variability of economic
resouces within European countries has been the object of several
empirical studies in order to understand to what extent regional
dissimilarities are intrinsically structural or rather cyclical.

There are a few contrasting theoretical approaches that focus on
the regional growth. As explained by Alexiadis (2012), the first
approach is related to the standard neoclassical model of economic
growth formulated by the pioneering work of Solow (1956). The
neoclassical economic models argue that, in the-tangregonal
economies move towards a unique level of outputymeker if the
growth rate of technology, rate of investment, and rate of growth of
the labour fore are identical across region particular, as
explained by Petrakos et al. (2011), three maicharismscan
contribute to reduce inequalitibgtween regiong-irst,economies
converge towards their steady states at a declining growth rate
because the marginal productivity of capital declines as well. In
other words, the more a region is belowfgteadys t g theenmiore
this region should grow. This would favour the catighprocess of
poorer regions with respect to richer regions as the first ones tend to
grow faster than the latter ones. Petrakos et al. (2011) explain that a
second drive of convgene is due to trade integratiofirade
integration tends to favour tlenvergence of product and capital
and labour pricesFinally, thethird mechanisms of convergence
refers to themovement ofcapital and labourThe idea is that
additional capitalnvestments tend to be less profitabécause of
the decreasing marginal productivity of capital. Therefore, capital
will flow from rich to poor economies. Instead, labour force moves
in the opposite direction: from poor to rich economies.
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In contrast tolie neoclassical theory, there is another prominent
theory, thepostKeynesianapproachwhose leading economist is
Nicholas Kaldor (1908 1986). Particularly, Kaldor (1970) has the
mer it to have explained -taptae speed at
output gravs based on the capabilities of regions to take advantage
of internal scale economies and gain benefitsmf greater
specialisation. ThepostKeynesian approach maintains that
disparities in pecapita incomes across regions are permanent and
thus divergeoe in percapita incomes is mostly likely to occur.

Since the1980s,a new growth theory, notably Endogenous
Growth, has advanced the earlier neoclassical andK@ysiesian
models augmented. The basic idea of endogenous growth models is
that technology is no longer an exogenous variable. Instead,
technology is explainedithin the new growth models. This means
that growth is positively affected by the conscious production of
knowledge and technology and to external effects arising from
broad capital formation (Alexiadis, 2012).

Among the endogenous growth models, tNew Economic
Geography explicitly incorporates the spatial distribution of
economic activities and localised dynamic externalities in the study
of regional dynamics and growth. The New Economic Geography
(NEG) framework, introduced by Krugman (1981), formaitiee
cumulative causation mechanisms that lead regions with similar
underlying structure to differentiate between rich and poor regions.
In particular, the NEG suggests that the combination of
agglomeration forces, increasing returns to scale (IRS), amnkiein
size creates the conditions for forging leader regions over other
regions and predicts the process of geographical agglomeration of
production, high quality resources, and services in specific
locations. The rationale is that agglomeration econormreshe
local allocation of resources favour the polarisation of regions into
different clubs poor peripheral regions and rich ceniate
regions. Leading regions are then in a privileged position to better
benefit from the economic boom, in this wayaerging the existing
spatial disparities with respect to less advanced economies in period
of economic.

The NEG has been subject to criticisms because of a lack of
realism in underpinning agglomeration mechanisms more
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thoroughy (Boschma and Frenken, 2006ne of the maieritiques

is that economic geography has diverted attention away from
patterns of dispersal forces in terms of analysing institutional
settings and change. As extensively disedsby institutionalist
economic thinking, institutions instead exert avpsive influence

on the economyRodriguezPose, 2013). They, in fact, guide the
economic behaviour of firms, managers, investors, workers through
an ensemble of formal regulatiorisgislation as well as informal
societal norms (Gertler, 2004)herefore, based on this view, the
institutional environment shoulike taken into account in studies of
regional growth and convergence.

3.3.2 Empirical evidence on economic convergence

Empirical literature on regional convergence is extensive. There
is an increasing body of studies that focus on EU regions (recently
Alexiadis (2012), Petrakos and Artelaris (2009); Petrakos et al.
(2011)). Contemporary research frequently argues that the
fundamental factors that have an impact on the economic
divergence (convergence) include financial constraints (Aghion et
al, 2005), labour mobility, distribution of income and
unemployment, wage, education, technology and innovation, and
agglomeration ofndustries, which is associated specifically with
knowledge spillovers (Bottazzi anBeri 2003). There have been
also a large number of studies that have focusethe@reffects of
European regional policy on European regional convergence (e.g.
Becker et al., 2012). Recently, Degl'Innocenti et al. 801ave
highlighted the importance of finaml centres in explaining the
regional economic convergence dynamics aBi@pean level.

Overall, a large part of Ewide studies of regional economic
convergence use the most common measures of convergence,
name-t g nw er g econvergeaca. Bartisularly, the concept
o f -codvergence refers to the cresmsctional dispaion in per
capita income through time and it is measured by through either a
coefficient of variation or the standard deviation of -papita
income or output (Al exiadis-, 2012). Rec
convergence if the dispersion of income -papta shows a
decreasing pattern. Studies of regions of either moalintries or
individual countries using the coefficient of variation provide mixed
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results. Alexiadis (2012) explains that the reason of a mixed picture
can be because this measure is vaysiive to the impact of
random shocks and external disturbances. Another measure of
convergence kcenvetgbnee daevelaped by Basmolb
(1986) and Barro and SaléMartin (1992). This refers to the
neoclassical arguments of economic convergancdemeasures the
inverse relationship between the growth rate during a given time
period and the initial level of peapita income (Alexiadis, 2012).

The majority of the Etfocus studies found a slow convergence rate
esti mat ed wi -comvergice (fomelrasnple Alekiadis, b
2012;,Dal | 6 Er ba a n ¥ Thiseuggés thd egistenc2 6f0 8
a converging pattern between European regions. However, the
achievement of a common level of productivity appéa require a

very long time and not always k& convergenc@Canova, 2004)

Since the work of Martin and Sunley (1998), there has been an
increasing attention to the role of spatial characteristics of regions
and their role in affecting any convergence mechanisms. Based on
this view, regional ecomies are part of an intelependent system.
Particularly, the spatial analysis considers that spatial proximity can
favour mechanisms such as factor mobility, knowledge or
technology spillovers. This phenomenon contributes to create a link
between regionso that their growth does not only depend on the
initial endowments but also on spatial links. Several studies have
employed the spatial econometric analysis to examine the spatial
inter-dependence between regions and the convergence dynamics
for Europearregions (e.g. Basile, 2008; Mohl and Hangen, 2010).

Finally, the club convergence approach proposed by Chatter;ji
(1992) examines the differences in levels, or gaps, with respect to a
leading economy. This approach allows for the determining of
different mnvergence clubs through the identification of multiple
equilibria. Recent | y8 haDesgd thid nnocent i e
approach to assess the role of financial centres in the creation of the
opposite convergence dynamics that appear to prevail for ahtion
and regional economies in Europe. They found that the convergence
of financi al centreso competitiveness
inequalities of the regions where they are located. However, they
also found that the reduction of the gaps of financial centres
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competitiveness sharpens the inequalities between the regions of
financial centres and other regions within the same country.

Overall, agpointedoubby De gl 61 nn o ¢ eppdsite et
dynamics prevail for national and regional economies in [E&jro
namely a converging trend at the national level and a diverging trend
at the regional level. Some authors (Longhi and Musolesi, 2007;
Petrakos et al., 2011), explain this paradox in terms of the
development of metropolitan areas. Nowadays, metropd@itaas
represent important strategic nodes of the modern economy. They
tend to attract an increasing number of firms and absorb resources
from the surrounding and more peripheral areas. This phenomenon
goes towards explaining the paradox we observe indeuro

3.4. The impact and effectiveness of European regional paks

It is widely discussed whether the EU transfer can effectively
increase the efficiency and productivity of the receiving regions.
The reason is that EU transfer can increase inefficiehogcipient
regions because of a lack of adequate administrative capacity and
corruption (Becker et al., 2012). Furthermore, it is not entirely sure
that economic integration will produce uniform benefits across
space. For example, Petrakos et al. (2@qitdyide an overview of
both positive and negative sides of the integration process. For
example, they argue that economic integration is a-terg
process that can contribute to reduce the inequalities thanks to the
expansion of trade relations, greatesbility of production factors,
and the improvement and share of technolo@®ased on
neoclassicaview, all the changes generated by economic
integration can improve the least developed regions. Consequently,
there would be a greater cohesion. Howevestd are also opposite
arguments that highlight the existence of costs associated to the
integration process. The reason is that more advanced regions can
benefit more from the economic integration process in this way
keeping on enlarging the existing gapth less advanced regions.
Mohl and Hagen (2010) clearly explain the link between the
regional growth theories and the empirical results of studies on the
structural funds on economic growth. As explained by Muoid
Hagen (2010), according to neoclassical theory the economy will
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converge faster towards its steady state if captatce regions will
receive finance capital and there is no barrier to technological
access. Instead, the new economic geography (Kangri981)
suggests that economic integration can leaddivergingprocess

as it will ranforce the difference betweetore andperiphery
regions. The reason is that the reduction of transportation costs
could favour a spatial concentration of increagietyirns to scale
industries in the core regions, while the concentration of constant
returns to scale industries takes place in the periphery. In this case,
regional policies should target the reduction of barriers and transport
costs between core and ypéreral regions to be effective. This has
been done in part by structural funds in the period P2006.
About 41% of Objective 1 funds were in fact devoted to the
improvement of public infrastructure (European Commission (EC),
2004).

Instead, under theew (endogenous) growth theory, regional
policies can generate a lotgrm impact if they support investment
for the improvement of R&D or human capital resources. These
types of investments are typically included in Objective 3 but also,
but also more mangally in Objective 2in the period 200R006G
For the new growth theory (Barro, 1990) public infrastructure
should also be considered as an important input in the production
process to spur growth. Finally, Mohl and Hagen (2010) explain that
the regional policy should promote interventions aimed at
reinforcing the regional specialization to meet the classical trade
theory of comparative advantages.
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Table 3.2 Main results of previous literature on structural funds on economic growth
(Source: Mohland Hagen (2010, p. 355)

Main results of the previous literature on the impact of structural funds (SF) on economic growth.

Paper by Central results: impact of SF on Operationalisation of structural ~ Time period  Units Econometric methods used

economic growth funds

Becker et al Pasitive and significant growth effect  Dummy variable =1 for regions ~ 1989-1993,  up to 3301 Panel: Regression discontinuity
(2008) of Obj. 1 regions receiving Obj. 1 funding, 0 else 1994-1999,  NUTS-3 regions analysis

[exogenous] 2000-2006  (EU-12/25)

Dall'erba and SF have no statistically significant SF payments and remaining 1989-1999 145 NUTS-2 Cross-section: Spatial lag model
Le Gallo impact on regional convergence commitments from 19841559 regions (EU-12)  with IV
(2008) (as % of GDP) [endogenous]

Esposti and Limited impact of SF on regional growth Obj. 1 payments per capita (in PPS) 19891999 206 NUTS-2 Panel; FD-GMM, SYS-GMM
Bussoletti [exogenous] regions (EU-15)

(2008)

Falk and SF have a marginal positive and Dummy variable = 1 for regions 1995-2004 1084 NUTS-3 Panel: Pooled OLS, median
Sinabell significant growth im pact receiving Obj. 1 funding, 0 else regions (EU-15)  regression approach, weighted
(2008) [exogenous] least squares

Hagen and SF have a positive, but not statistically  Obj. 1+2+3 payments and 1995-2005 122 NUTS-1/2 Panel: Generalised propensity
Mohl (2008) significant impact on regional growth  remaining commitments from regions (EU-15)  score approach

1994-99 (as % of
GDP) [excgenous]

Ramajo et al. Faster cond. convergence of relative  Separate regressions forregions  1981-1996 163 NUTS-2 Cross-section: Robust OLS, spatial
(2008) income levels of regions belonging belonging to Cohesion countries regions (EU-12)  lag model

to Cobesion countries than in ws. non-Cohesion countries
non-Cohesion regions.

Puigcerver-Pefialver Positive effect of SF on growth rates of  Total SF (as % of GDP p.c); total SF; 1989-1998, 41 NUTS-2 Panel: Pooled OLS, FE

(2007) Obj. 1 regions in 1989-1993, butnot  SF of region i over total SF received 1989-1993 regions (EU-10)
in 1994-1999 by all regions [exogenous]

Eggert et al. (2007)  SF accelerate a region's convergence,  SF payments (as % of GDP) 1989-1993, 16 NUTS-1 Cross-section: Pooled OLS,

but reduce the average growth rate [exogenous] 1994-1998,  regions (Germany) Regress average growth of

1994-59 (2000-04) on average
SF of 1989-93 (1993-99)

Soukiazis and SF promote convergence; small ERDF per capita [exogenous] 1991-1999 30 NUTS-3 Panel: Pooled OLS, FE, random
Antunes (2006)  positive impact on growth; more regions (Porugal)  effects
effective in coastal than in interior
regions
Bouvet (2005) SF have 2 modest positive impact ERDF payments per capita 1975-1999 111 NUTS-1/2 Panel: Pooled OLS, FE, IV
on regional growth rates [endogenous] regions (EU-8)
Dall'erba (2005) Positive relationship between SF SF payments and remaining 1989-1999 145 NUTS-2 (Cross-section: Exploratory spatial
and regional growth ‘commitments from 19941999 regions (EU-12)  data analysis
(as % of GDP) [exogenous]
Percoco (2005 ) SF induce a high level of volatility in ~ Obj. 1 payments (as % of GDP) 19941999 ENUTS-2 Panel: GMM-IV
the level of growth rates [endogenous| regions (ltaly)
Rodriguez-Pose and ~ Limited impact of SF on growth; only  Obj. | commitments (as ¥ of GDP) 19891999 152 NUTS-2 Cross-section and Panel: OLS,
Fratesi (2004)  SF funding on education and human  [exogenous] regions (EU-8) pooled GLS FE
capital have positive effects
de Freitas et al Obj. 1 regions do not show faster Dummy variable =1 for regions 1990-2001 196 NUTS-2 Cross-section: OLS
(2003) convergence than non-Obj. 1 regions  receiving Obj. 1 funding, 0 else regions (EU-15)
[exogenous]
Ederveen et al, Results depend on the assumptions  SF-+Cohesion Fund (as ¥ of GDP)  1981-1996 183 NUTS-2 Panel: Pooled OLS
(2002) underlying the convergence model [exogenous] regions (EU-13)
Carcia-Miliand  Grants are not effective in stimulating ~ Grants = Eur. + national grants; 1977-1981, 17 NUTS-2 Panel: OLS and difference-in-
McCuire (2001)  private investment or improving the ~ Dummy var, = 1 for regions 1989-1992  regions (Spain)  difference approach

overall economies of the poorer regions ~receives above- average grants,
0 else [exogenous]

Notes: OLS = ordinary least squares, FE = fixed effects model, IV = instrumental variable, FD-GMM = first difference generalised method of moments estimator (Arellano.and Bond,
1991), SYS-GMM = system generalised method of moments estimator (Blundell and Bond, 1998),

Note: Beck et al. (2008) is Beck et al. (2010) in the reference list.

The empirical results on this topic are mixed. | reported in Table

3.2 the studies analysedbyMehh d Hagen (2010) 6s

355. | have added additional studies in Table 3.3. From Table 3.2
and 3.3, it emerges that structural funds are not always fully
effective in promoting economic growth. This suggest a lack in the
efficient use of these fuis. For example, by using data at the
NUTS3 level for the EU budgetary periods (1024999 and 2000
2006), Becker et al. (2012) find that EU transfers allow the recipient
regions to grow faster. However, they also show that 36% of the
recipient regions redgee an amount of funds that exceed the
aggregate efficiency maximizing level. Furthermore, they find that
a reduction of transfer for 18% of the regions will not affect their
growth. All this evidence suggest that funds can be allocated
differently to regons in such way as to stimulate a higher aggregate
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growth in the EU. The overall results would be a faster converging
dynamics between regions.

Mohl and Hagen (2010) claim that most of the studies have
focused on the neoclassical growth model. Howeviarge part of
structural funds finances transportation infrastructure. This means
that regional policies give importance to spatial spillovers effects
and dynamics of spatial concentration.

Recently, Becker et al. (2018) show that the regions acquiring
the treatment status for Structural and Cohesion Funds grow more
than the regions excluded by the programmes. They also find that
being excluded by those programmes impacts negatively on growth.

The prevailing view is that European regional policies canceedu
regional inequalities and support the local industrial sector and
innovation. However, there are still some opposite findings.
Overall, it is possible that part of the diverging results is due to the
lack of coherency in the econometric and theoretaggbroach
followed by the studies.
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Table 3.3 Some recent results of previous literature on structural funds and cohesion funds on economic growth

Paper by Central results Operationalisation | Time Units Econometric methods used
of funds period
Mohl and Hagen (2010) Objective 1 promotes regional | Payments for all thg 20002006 | 126 NUTS | System GMM estimator and
economic growth, Objectives 1/NUTS2 spatial
whereas the total amount of regions panel econometric estimator
Objectives 1, 2, and 3 have no
statistical significant on EU
regions' growth rates
Kyriacou and Roc&agalés | Structural funds have reduced | European 1995 200 Fourteen EU| Seemingly
(2012) regional disparities Regional countries unrelated regression weights tha
Development Fund, correct for both period
the European heteroskedasticity and serial
Agricultural correlation within a given cross
Guidance and section
Guarantee
Fund, and the
Financial
Instrument for
Fisheries Guidance
plus the Cohesion
Fund
On GDP
Beckeret al. (2013) About Dummy variable=1 | 19891993, | NUTS2 Regression discontinuity design
30 percent and 21 percent of the| for regions 19941999, | regions with
region® those with sufficient receiving Objective | and 2000 | (number systematically varying
human 1 2006 between heterogeneous treatment effects
186 and 251
per period)
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capital and gooeénough
institutiong are able to turn
transfers

into faster per capita income
growth and per capita investmen

Crescenzi and Giua (2016)| Cohesion Policy haspositive Expenditure in each| 1994 1999; | NUTS-1  anq Panel Model fixed Effects, Spati
influence on economic growth in| region for the EU 20002006 |NUTS-2 Econometric analysis, quantile
all regions, especially if budget and 2007 regression.
complemented by Rural programming 2013
Development and Common periods
Agricultural Policy funds

Becker et al. (2018) The effect of gainingin Objective | Structural and U Regional | NUTS-2: Regressiofdiscontinuity design
1 statusexerts a positive effect orf Cohesion Funds Policy 187 EU12 (RDD).
growththough not very long during four | NUTS2
lived; the effects of programmin | regions in
losing Objective 1 status g periods: 1989
decreases 19891993, | 1993; 209
economic growth 19941999, | EU15 NUTS2

20002006, | regionsin

20072013 | 19941999;
253 EU25
NUTS2
regions in
20002006
and 2007
2013.
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3.5 Financialdevelopment financial centres andeconomic
regionalconvergence

The previous section has revised the literatureEonopean
regional policies in order to understand whether these interventions
are beneficial in reducing regional economic disparities in Europe.
Instead, this sectiofocuseson the effect of financial development
or agglomeration of financiahtermedialesand servicesn certain
geographical areas on regional economic convergence pditesn.
will help to shed further light on the need of having regional
interventions that can contrast the enlargement of regional
economic inequalities. This Sectionantls to understand whether
the geography of financial markets can have in impact on regional
economic aspects and local industrial sector.

This question is motivated by the fact thiaé timportance of
geographical location has been challenged, espetillynancial
services where transactions take place in virtual spadke rapid
improvements in information and communication technology and
the consequent reduction of costs of communicatidine
widespread introduction of ICT has ledme scholars tannounce
the end of geographysince technology supposedly favoured a
decentralisation process. However, tight spatial proximity to
financial institutions appears to still facilitate the process of
knowledge creation and dispersion (e.g. Faulconbridge @08I7).

This is crucial for conducting profitable trade despite the
advancement in ICT and the consequent reduction of the costs of
communication and trading across spake.a result of all these
interventions, the economic convergence and integratibn o
European regions have been object of several investigations, for
example, Alexiadis (2012) Becker et al. (2012), Corrado et al.
(2005), Degl'Innocenti et al. (20),8Ezcurra et al. (2006), and
Petrakos et al. (2005) among othéfee main research questis

are aimed at understanding regional growth patterns and
convergence trends. This is an important question because the
catchup process has not always been deemed effective or fast
enough despite the European policy initiatives. The common
message of thse studies is that the EU faces not only significant
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and persistent regional disparities, but that also the convergence
process is questionable.

In this context, financial constraints cover a primary role in
preventing poor countries from taking full @htage of technology
transfer and this is what causes some of them to diverge from the
growth rate (Aghion et al., 2005). A substantial part of the literature
offers evidence that the financial development and the spatial
structure of the financial systemman boost firm productivity,
diffusion of innovation, and overall economic growth (Levine et al.,
2000; Klagge and Martin, 2005). Financial integration can indeed
increase the supply of finance in less financially developed
countries, thereby promoting #&ncial development and
improvement in the national regulation of the integrating area
(Guiso et al. 2004). Financial systems in fact play a pivotal role in
an economic system by facilitating the trading, hedging,
diversifying, and pooling of risk, by moniing managers and
exerting corporate control, and by facilitate the exchange of goods
and services (Levine, 1997).

Recently, Degl'Innocenti et al. (28)1have contributed to explain
how and to what extent the convergence of competitiveness of
financial cetres explains the two opposite dynamics (regional
economic convergence and divergence) at the European level. The
authors have pointed out that the headquarters of the majority of
financial firms and services are located in metropolitan areas where
thereare international financial centres. Degl'Innocenti et al.§p01
have al so shown t hat t he convergence
competitiveness reduces the economic inequalities of the regions
where they are located. In contrast, they find that the reduction
gaps of financi al centresd6 competitive
between the regions of financial centres and other regions within the
same country. The authors have explained that these findings are in
line with the view of Klagge and Martin (200®articularly, Klagge
and Martin (2005) argue that the relationship between finance and
the real economy is nemeutral as the spatial structure of the
financial system can generate geographical bias for resource and
investment allocation. This can p@enbecause financial centres
have a greater capacity to attract businesses and human resources,
while peripheral regions do not exert the same appeal.
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Degl'Innocenti et al. (2038have also shown that the drivers of
financial cent r esmarketefficerey, mmarketv eness s uch
size, education and innovation contribute to decrease the economic
gaps between regions where financial centres are located. In
contrast, they show that technological readiness, the efficiency of
institutions, business sophistiimmn, and infrastructure contribute to

the convergence process between the regions of financial centres
and the other regions. In their conclusions, the authors highlight the
need to counterbalance the aggregation of financial services in a
specific locatbn with a network of financial institutions and
services dedicated to the support and stimulation of the local
regional demand and economies. In this context, regional
development policiesas well as European regional furads play

a pivotal role in supprting a more decentralized financial system.
As suggested by Klagge and Martin (2005), this can be achieved
through the development of local capital markets in terms of
institutions, networks, and agents. This view is also consistent with
thatof Zhao andlonesEvans (2016), who pointed out the need to
have a geographically decentralized financial system should be
counterbalanced with a network of financial institutions and
services dedicated to the support and stimulation of the demand of
local SMEs.

3.6 Concluding remarks

There are several studies focusing on the impact of EU regional
policy on economic growth. A large part of these studies adopted a
neoclassical approach to examine the impacts of funds on economic
growth. Consistent with the new eamic geography, there is also

an increasing number of studies that deals with spatial spillover and
the improvement of transportation infrastructures as key aspects to
spur economic convergence in the EU. Previous studies offer mixed
results as concernsdleconomic converging process of EU regions.
There is also a large amount of studies focusing on the impact of
structural funds on regional economic growth and convergence.
Overall, it appears that they contribute to the regional economic
growth and a corerging process between regions. However, it also
emerges that funds could be allocated in a more efficient way to be
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fully effective. Overall, studies on this topic make use of
heterogeneous theoretical and empirical frameworks, although this
does not helwith the comparisons of results.

In terms of policy implications, the need also emerges to
homogenize the EU regulatory system that nowadays is rather
fragmented and nationally oriented. In fact, even though the
European Commission has tried to stimul#te integration of
financial systemsn orderto reduce regional dissimilarities by
proposing several legislative and Aegislative measures, formal
and informal norms and infrastructure still present consistent
discrepancies. In addition, some studieggest the need to rethink
the role of regional development policies that could better support a
more decentralized financial system. As suggested by Klagge and
Martin (2005), there is a need of local capital markets in terms of
institutions, networks, andigents that can support the local
economiesThis could bevital for SMESs, especially now that local
banks are going to be ingmratel in large groups. The decrease of
the number of local financial playe@nd a more centralized
financial sysem can paitularly damage the peripheries
Consequently, we could observe a decrease of SMEs in those
regions and an enlargement of the existing regional gaps between
the leaders and laggers. In this context, regional policies, both EU
and national policies, cangy a pivotal role in supporting local
economies and reducing thepdzetween regions. They fact both
improve local infrastructure and trgportations (according to the
New Economic Geography) but also provide support for labour and
capital (more in linewith the neoclassical approach). Therefore
regional policies could be developed to be either a complementary
resourcdo local economiesr to the financial and banking system.
Finally, regional convergence dynamics can also be promoted
through nationalevel interventions aimed at enhancing the quality
of infrastructure, the skills and knowledge of human resources,
market access, efficiency of business environment, and overall
competitiveness.

The existing literature can be further extended in several
directions. An additional extension of the existing literature might
be to take in account the role of economic actors (e.g. firms,
individuals), in order to better embed the institutional analysis
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within economic geography and the agglomeration of economic
activities. These elements can potentially increase disparities within
EU regions. Furthermore, more attention could be devoted directly

to the mechanismsdh spur the growth of SMEs ameelfare more
in general.
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4. Bankingstructure and EU regional
policy support:thand
Italian Case

4.1 Introduction

Despite the high numbers of studies on SMEs and European
regional policies, there is no research that has been conducted so far
on the impact of European regionailipies and structure of the

SMEs O

banking system at the NUTS3 lexeln S MEs 6 p €hisf or manc e

Chapter covers this gap. Particularly, it offers an investigation on
whether the EU regional policy in support of SMEs effectively
increased the labour productivitpdisales of SMEs at the NUTS3
level. It further investigates whether the effectiveness of EU
regional policy depends on the competitive dynamics in the banking
sector at the NUTS3 level. In other words, this analysis intends to
examine whether EU regionablicies are more effective in either a
more or less competitive banking systerhis Chapter addresses
the last question of this Book that is: Are EU regional policy
interventions complementary to the local banking system?

To address these questions theufs is on the Italian NUTS3 regions
for the period 20072013. The Italian banking market represents an
ideal natural laboratory for the specific concerns of this Chapter for
more than one reason. The first is that after the removal of legal
restrictions ® the opening of branches in 1990, the number of
branches increased substantially from 17,721 to 34,146 in 2008.
Instead, it decreased slightly to 32,881 in 2012 and 32,106 in 2013,
in line with other European market trehdsThis means that there
have ben consistent changes in the geography of the Italian banking
system at the NUTS3 level during the period under investigation.
Furthermore, Italy is divided into 20 NUTS2 and 110 NUTS3
regions that are characterized by different levels of productivity (the
northern part of ltaly is typically more developed than the other
geographical areas). Therefore, we are able to examine the changes
of the local banking structure in NUTS3 regions with different local
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economies and subject to different EU transfer. Kintie Italian
banking system consists of a combination of local and
large/interregional banks, as is also the case in other European
countries (e.g. Germany) De gl 61 nnocemf Thiset a l
allows us to investigate the effect of the structure oklrey system
at the NUTS3 [ evel on SMEso®6 producti vit
Lastly, Italy is one of the countries that has received more support
for SMEs, innovation and more in general for the industrial sector
in Europe. Tablel.1 shows that 10% of the EU resourdéesthe
ERDF programme over the period 2087013 for a total of
2844.06mIn EUR have been given to Italy (IT). Particularly, these
resources have been used to fund the following priorities:
0 Assistance to SMEs for the promotion of environmentally
friendly products and production processes;
0 Investment in firms directly linked to research and
innovation;
o Other investment in firms;
o Other measures to stimulate research and innovation and
entrepreneurship in SMEs;
o R&TD infrastructure and centres of competence an
specific technology.

, 20

Only Greece (GR), Spain (ES) and Poland have benefited from a
similar amount of resources for SMEs, Innovation, and the
industrial sector more in general based on the above category of
interventions.
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Table 4.1 The 20072013_ERDF for SMEs, firms and innovation by category and EU Country

Assistance to

Other measures to

SMEs for the . . R&TD
romotion of I_nvestment n Other St'mylate re_search infrastructure and
pron firms directly . . and innovation
Country  environmentally- linked h investment in d centres of Total %
friendly pro ducts Inked to researc firms an . competence in a
; and innovation entrepreneurship -
and production . specific technology
in SMEs

processes
AT 12.25 83.69 182.24 11.6 13.12 302.9 1%
BE 2.3 0.3 102.09 24.04 96.49 22522 1%
BG 1.14 30.61 228.49 9.47 26.91 296.62 1%
CY 68.47 3.26 15.66 87.39 0%
Cz 158.21 553.34 449.18 79.71 1211.86 24523 9%
DE 26.57 110.86 985.22 212.26 1245.55 2580.46 9%
DK 12.09 0.54 7.02 10.89 1.12 31.66 0%
EE 0.56 58.19 924 291.89 443.04 2%
ES 17.24 126.32 1240.17 463.78 895.94 2743.45 10%
ETC 48.95 13.01 16.9 329.56 76.88 485.3 2%
Fl 19.59 9.53 121.2 63.06 57.94 271.32 1%
FR 77.85 80.57 261.01 183.09 593.97 1196.49 4%
GR 33.17 171.59 1442.66 1295.42 71.79 3014.63 11%
HR 5.33 18.91 29.92 34.27 88.43 0%
HU 10.28 2.83 1041.87 214.55 1269.53 5%
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IE 4.45 24.45 28.9 0%

IT 340.87 930.29 397.55 576.25 599.1 2844.06 10%
LT 61.14 131.28 49.54 302.51 544.47 2%
LU 0 0 0.1 6.16 6.26 0%
LV 251.12 104.3 97.14 45256 2%
MT 1.37 3.27 4.93 40.77 50.34 0%
NL 15.32 40.76 16.57 73.65 50.72 197.02 1%
PL 27.74 335.72 1155.29 329.01 1189.46 3037.22 11%
PT 6.54 4.49 700.81 42.76 177.7 932.3 3%
RO 540.97 148.3 515.06 157.52 644.73 2006.58 7%
SE 19.55 2.68 24.83 137.78 17.87 202.71 1%
Sl 48.7 254 53.82 34.83 62.69 22544 1%
SK 17.47 25.95 275.47 59.54 380.1 75853 3%
UK 189.43 26.68 284.51 319.85 251.2 1071.67 4%
Total 1633.49 3038.99 9887.56 4905.91 8380.85 27846.8 100%

Note: EU_Amount_EUR_million. The author has selected the ERFD funds for the perieB0A30in support of SMEs, Industrial Production
and Innovation Source: European Commission.

77



4.2 Datasetsource and maintrend
The dataset | built is drawn from different sources. The-tiata
comes from Amadeus. Particularly, | collected accounting data for
all the manufacturing firms included in the Amadeus for the years
20072013. | only considerecsmall businesses that havg0
employees or lesginancial firms were dropped from the sample.
The final datasets comprises 81,546 manufacturing firms and
352,116 observations.
The data on the Italian banking system has been retrieved from the
Bank of Italy, while data at the NUTS3 level was collected from the
Italian National Institute of Statistics (ISTAT). Information on
bankés branches in 1936 ways obtained
Finally, the European Commission freely provides the data relative
to the ERDF programme over the period 2@02.3. | selected the
following interventions among all the interventions available under
the ERDF programme: assistance to SMEs for the gtiom of
environmentallyfriendly products and production processes;
investment in firms directly linked to research and innovation; other
investment in firms; other measures to stimulate research and
innovation and entrepreneurship in SMEs; R&TD infrastrce and
centres of competence in a specific technology. These interventions
directly aim at helping SMEs arat more in general the industrial
sector as a whole. Other typologies of interventions can still
indirectly support the industrial sector by imping the social and
economic conditions where the firms operate. However, | expect for
these latter interventions a lower effect compared to the
interventions that | selected. The data relative to the banking market
structure and ERDF is available at theTS3 level

Figure 4.1 shows the amount of funds received for the period
20072013 by each NUTS3 regions. | split the observations based
on the quatrtiles. It is clearly visible that the regions in the South of
Italy have received the majority of the intentions. Typically,
these regions exhibit a low economic growth. We also notice that a
large amount of EU funds have been also allocated to the regions in
the NorthEast area of Italy.
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Figure 4.1 ERDF for SMEs, firms and innovation at the NUTS3 level
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Note:The Figure shows the amount of ERDF
the NUTS3 level. The unit of analysigiimount_EUR_million.

Figure 4.2 shows the concentration of branches over the Italian
territory. The concentration ratio is calculated using the Herfifidahl
Hirschman Index as explained in the next Section. It emerges that
the two Islands, some regions in the Neest and in the centrd o
Italy have the highest HHI. Finally, Figu#e3 shows the cost of
lending at the NUTS3 level. In particular, Figute3 displaysthe
average lending actual rate on term loans (stock) at the NUTS3 level
for the years 2002013. The data is retrieved fraime statistics of

the Bank of Italy in table TRI30910. TH¢UTS3 regions in the
South of Italy display the highest interest rate. In these regions, the
interest rates applied on loans are higher, wbaehd prohibitamall

firms from getting access to baotedit.
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Figure 4.2 Average HHI at the NUTS3 level for the years 2002013
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Figure 4.3 Average lending actual rate on term loans at the NUTS3 level for the years
20082013
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4.3 Main model andvariables

The model includesvo main dependemnariables. The first one is

a measure of labour productivity calculated as the ratio between the
total value added and the number of employ&hs.second one is

the ratio between total sales over total assets. Both these two
measures refdp the capabities of a firm to expand its business by
either improving itslabour productivity or salesThe following
eqguation describes the model:

Y, = b, + b EUFUNDS + b,LTDEBT, + H,ETA
+ b,SIZE, + bMS_MINORBANKS + 6;NPL, + b,POP/ KM "2,
+ b,GDP, +a, +/, +¢,

(1)
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