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ASYMPTOTIC ANALYSIS FOR RADIAL SIGN-CHANGING SOLUTIONS OF

THE BREZIS-NIRENBERG PROBLEM IN LOW DIMENSIONS

ALESSANDRO IACOPETTI AND FILOMENA PACELLA

Abstract. We consider the classical Brezis-Nirenberg problem in the unit ball of RN , N ≥ 3
and analyze the asymptotic behavior of nodal radial solutions in the low dimensionsN = 3, 4, 5, 6
as the parameter converges to some limit value which naturally arises from the study of the
associated ordinary differential equation.

1. Introduction

We consider the Brezis-Nirenberg problem

{

−∆u = λu+ |u|2∗−2u in B1

u = 0 on ∂B1,
(1)

where λ > 0, 2∗ = 2N
N−2 and B1 is the unit ball of RN , N ≥ 3.

The aim of the paper is to get asymptotic results for radial sign-changing solutions uλ of (1) in
dimensions N = 3, 4, 5, 6. This will give the asymptotic profile of the positive and negative part
of uλ as λ tends to some limit value.

To motivate our analysis and to explain our results we need to recall a few known results.
The first fundamental results about the existence of positive solutions were obtained by H.

Brezis and L. Nirenberg in 1983 in the celebrated paper [10]. From their results it came out that
the dimension was going to play a crucial role in the study of (1) in a general bounded domain Ω.
Indeed they proved that if N ≥ 4 there exists a positive solution of (1) for every λ ∈ (0, λ1(Ω)),
λ1(Ω) being the first eigenvalue of −∆ in Ω with Dirichlet boundary conditions, while if N = 3
positive solutions exist only for λ away from zero.

Since then several other interesting results were obtained for positive solutions, in particular
about the asymptotic behavior of solutions, mainly for N ≥ 5, because also the case N = 4
presents more difficulties compared to the higher dimensional ones.

Concerning the case of sign-changing solutions, existence results hold if N ≥ 4 both for λ ∈
(0, λ1(Ω)) and λ > λ1(Ω) as shown in [5], [11], [13].

The case N = 3 presents even more difficulties than in the study of positive solutions. In
particular in the case of the ball is not yet known what is the least value λ̄ of the parameter λ for
which sign-changing solutions exist, neither whether λ̄ is larger or smaller than λ1(B1)/4. This
question, posed by H. Brezis, has been given a partial answer in [9].

However it is interesting to observe that in the study of sign-changing solutions even the ”low
dimensions”N = 4, 5, 6 exhibit some peculiarities. Indeed it was first proved by Atkinson, Brezis
and Peletier in [4] and [5] that if Ω is the ball B1 there exists λ∗ = λ∗(N) such that there are
no radial sign-changing solutions of (1) for λ ∈ (0, λ∗). Later this result was proved in [1] in a
different way.

Moreover, forN ≥ 7 a recent result of Schechter and Zou [18] shows that in any bounded smooth
domain there exist infinitely many sign-changing solutions for any λ > 0. Instead if N = 4, 5, 6
only N + 1 pairs of solutions, for all λ > 0, have been proved to exist in [13] but it is not clear
that they change sign.

Coming back to radial sign-changing solutions and to the question of existence or nonexistence
of them, according to the dimension, as shown by Atkinson, Brezis and Peletier, it is interesting
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to understand in which way these results can be extended to other bounded domains and to which
kind of solutions.

In order to analyze this question let us divide the discussion in two cases: the first one when
the dimension N is greater or equal than 7 and the second one when N < 7.

In the first case (N ≥ 7) radial sign-changing solutions uλ exist for all λ > 0, if the domain
is a ball, and analyzing the asymptotic behavior of those of least energy, as λ → 0, it is proved
in [15] that their limit profile is that of a ”tower of two bubbles”. This terminology means that
the positive part and the negative part of the solutions uλ concentrate at the same point (which
is obviously the center of the ball) as λ → 0 and each one has the limit profile, after suitable
rescaling, of a ”standard bubble” in R

N , i.e. of a positive solution of the critical exponent problem
in R

N . More precisely the solutions can be written in the following way:

uλ = PUδ1,ξ − PUδ2,ξ + wλ, (2)

where PUδi,ξ, i = 1, 2 is the projection on H1
0 (Ω) of the regular positive solution of the critical

problem in R
N , centered at ξ = 0, with rescaling parameter δi and wλ is a remainder term which

converges to zero in H1
0 (Ω) as λ → 0.

Inspired by this result one could then search for solutions of type (2) in general bounded
domains since these kind of solutions can be viewed as the ones which play the same role of the
radial solutions in the case of the ball. This has been done recently in [17], where solutions of
the type (2) have been constructed for λ close to zero in some symmetric bounded domains (the
symmetry makes their construction a bit easier, but the same result should be true in any bounded
domain).

On the contrary, coming to the case N < 7, in view of the nonexistence result of nodal radial
solutions of [5] it is natural to conjecture that, in general bounded domains, there should not
be solutions of the form (2) for λ close to zero. Indeed this has been recently proved in [16] if
N = 4, 5, 6, the case N = 3 being obvious.

On the other side, if N < 7, radial nodal solutions exist for λ bigger than a certain value λ̄2

which can be studied by analyzing the associated ordinary differential equation (see [5], [3], [14]).
Therefore, to the aim of getting analogous existence results in other bounded domains, the first

step would be to analyze the asymptotic behavior of nodal radial solutions in the ball, for λ → λ̄2,
in order to understand their limit profile and guess what kind of solutions one can construct in
other domains, and for which values of the parameter λ.

This is the subject of our paper.
Denoting by uλ a nodal radial solutions of (1) having two nodal regions and such that uλ(0) > 0

we get the following results:

(i): if N = 6 then λ̄2 ∈ (0, λ1(B1)), λ1(B1) being the first eigenvalue of −∆ in H1
0 (B1), and

we have that, as λ → λ̄2, u
+
λ concentrate at the center of the ball, ‖u+

λ ‖∞ → +∞, and a

suitable rescaling of u+
λ converges to the standard positive solution of the critical problem

in R
N . Instead u−

λ converges to the unique positive solution of (1) in B1, as λ → λ̄2;

(ii): if N = 4, 5 then λ̄2 = λ1(B1) and u+
λ behaves as for the case N = 6, while u−

λ converges
to zero uniformly in B1;

(iii): if N = 3 then λ̄2 = 9
4λ1(B1) and u+

λ behaves as for the case N = 6, while u−
λ converges

to zero uniformly in B1.

In view of these results we conjecture that, in general bounded domains Ω, for some ”limit
value” λ̄2 = λ̄2(N,Ω) there should exist solutions with similar asymptotic profile as λ → λ̄2. The
number λ̄2 should be λ1(Ω) in dimension N = 4, 5. Some work in this direction is in progress.

The paper is divided in three sections. In Section 2 we mainly recall some preliminary results.
In Section 3 we analyze the asymptotic behavior of the positive part of the solutions, for all
dimensions N = 3, 4, 5, 6. In Section 4 we analyze the negative part in the case N = 6 and in
Section 5 we complete the cases N = 3, 4, 5.
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2. Some preliminary results

If uλ is a radial sign-changing solution of (1) then we can write uλ = uλ(r), where r = |x| and
uλ(r) is a solution of the problem

{

u′′
λ + n−1

r u′
λ + λuλ + |uλ|2

∗−2uλ = 0, in (0, 1),

u′
λ(0) = 0, uλ(1) = 0.

(3)

We consider the following transformation

r 7→
(

N − 2√
λ r

)N−2

, uλ 7→ y(t) := λ−1/(p−1)uλ

(

N − 2√
λ t

1
N−2

)

. (4)

It is elementary to see that since uλ is a solution of the differential equation in (3) then y = y(t)
solves

y′′ + t−k(y + |y|p−1y) = 0, (5)

in the interval

(

(

N−2√
λ

)N−2

,+∞
)

, where k := 2N−1
N−2 . It is clear that the transformation (4)

generates a one-to-one correspondence between solutions of the differential equation in (3) and
solutions of (5). Equation (5) is an Emden-Fowler type equation and since k > 2 it is well known
that, for any γ ∈ R the problem

{

y′′ + t−kf(y) = 0, in (0,+∞),

y(t) → γ, as t → +∞,
(6)

where f(y) := y + |y|p−1y, has a unique solution defined in the whole R
+ which we denote by

y(t; γ). Let us recall some results on the functions y(t; γ) which are proved in [5].

Lemma 1. Let y = y(t, γ) be a solution of Problem (6), then:

(a) y is oscillatory near t = 0;
(b) the set {|y(t̄)|; t̄ extremum point of y} is an increasing sequence with respect to t;
(c) the set {|y′(t0)|; t0 zero of y} is a decreasing sequence with respect to t.

Proof. See Lemma 1 in [5]. �

Lemma 2. Let y = y(t, γ) be a solution of Problem (6) and let T > 0 be one of its zeros, then

|y(t)| < |y′(T )|(T − t),

for all 0 < t < T .

Proof. See Lemma 2 in [5]. �

We shall denote the sequence of zeros of y(t; γ) by Tn(γ), ordered backwards, precisely:

· · · < T3(γ) < T2(γ) < T1(γ) < +∞.

We recall some results on the asymptotic behavior of the largest zero T1(γ) and on the slope
y′(T1(γ); γ) as γ → +∞.

Lemma 3. Let y be a solution of Problem (6) and T1(γ) its largest zero, then:

(a) if 2 < k < 3 (which corresponds to N > 4), then

T1(γ) = A(k)γ6−2k(1 + o(1)) as γ → +∞,

where A(k) := (k − 1)
k−3

k−2
Γ(3−k)/(k−2)Γ((k−1)/(k−2))

Γ(2/(k−2)) , Γ is the Gamma function.

(b) if k = 3 (which corresponds to N = 4), then

T1(γ) = 2 log γ(1 + o(1)) as γ → +∞;

(c) if k = 4 (which corresponds to N = 3), then there exists γ0 ∈ R
+ and two positive

constants A,B such that

A < T1(γ) < B for all γ ≥ γ0.

Proof. The proof of (a), (b) is contained in [5], Lemma 3 and the proof of (c) is contained in [6],
Theorem 3. �
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Lemma 4. For any k > 2, let y be a solution of Problem (6) and T1(γ) its largest zero, then

y′(T1(γ)) = (k − 1)
1

k−2 γ−1(1 + o(1)), as γ → +∞.

Proof. See [5], Lemma 4. �

To prove the existence of radial sign-changing solutions of (1), with exactly two nodal regions,

we consider the second zero T2(γ) of y(t; γ). If we choose λ = λ(γ) so that T2(γ) =
(

N−2√
λ

)N−2

,

then the inverse transformation of (4) maps t = T2 in r = 1 and y 7→ uλ. Hence, for λ =

(N − 2)2T2(γ)
− 2

N−2 , we obtain a function uλ which is a radial solution of (1) having exactly two
nodal regions; moreover uλ(0) = λ1/(p−1)γ. We observe also that thanks to the invertibility of
(4) every radial sign-changing solution uλ of (1) with two nodal regions corresponds to a solution

y = y(t; γ) of (6) with γ = λ−1/(p−1)uλ(0), T2(γ) =
(

N−2√
λ

)N−2

.

We are interested in the study of the behavior of the map λ2 : R+ → R
+, defined by λ2(γ) :=

(N − 2)2T2(γ)
− 2

N−2 . Clearly this map is continuos. In [3] (see Proposition 2 and Remark 4),
it is proved that for N = 4 it holds that limγ→0 λ2(γ) = λ2(B1), where λ2(B1) is the second
radial eigenvalue of −∆ in H1

0 (B1). Moreover the authors observe that this result holds for all
dimensions N ≥ 3. For the sake of completeness we give a complete proof of this fact. We begin
with a preliminary lemma.

Lemma 5. Let uλ be a radial solution of (1), then we have |uλ(0)| = ‖uλ‖∞.

Proof. See [15], Proposition 2 or [3], Lemma 8. �

Proposition 1. Let N ≥ 3 and λ2 : R+ → R
+ the function defined by λ2(γ) := (N−2)2T2(γ)

− 2
N−2 ,

where T2(γ) is the second zero of the function y(t, γ), y(t, γ) is the unique solution of (6). We
have:

(a) λ2(γ) < λ2(B1), for all γ ∈ R
+;

(b) limγ→0 λ2(γ) = λ2(B1),

where λ2(B1) is the second radial eigenvalue of −∆ in H1
0 (B1).

Proof. To prove (a) we observe that (a) is equivalent to show that T2(γ) > τ2 for all γ ∈ R
+,

where τ2 is the second zero of the function α : R+ → R defined by α(t) := Aν

√
tJν(2νt

− 1
2ν ), where

Aν := ν−νΓ(ν +1), ν := 1
k−2 = N−2

2 , is the first kind (regular) Bessel function of order ν, namely

Jν(s) :=
∑∞

j=0
(−1)j

Γ(j+1)Γ(j+ν+1)

(

s
2

)ν+2j
. In fact, by a tedious computation, we see that α solves

{

α′′ + t−kα = 0, in (0,+∞),

α(t) → 1, as t → +∞.
(7)

Furthermore, let τ2 be the second zero of α, then by elementary computations we see that the
function ϕ2(x) := α(τ2|x|−(N−2)) solves

{

−∆ϕ2 = µ2ϕ2 in B1

ϕ2 = 0 on ∂B1,
(8)

with µ2 = (N − 2)2τ
− 2

N−2

2 . Clearly µ2 = λ2(B1). Hence λ2(γ) < λ2(B1) if and only if T2(γ) > τ2.
To show that T2(γ) > τ2 for all γ ∈ R

+ first observe that for all γ ∈ R
+ we have T1(γ) > τ1.

In fact, setting λ1(γ) := (N − 2)2T1(γ)
− 2

N−2 as before we have that λ1(γ) < λ1(B1) if and
only if T1(γ) > τ1. Since we know from [10] that equation (3) has positive solutions only for

λ ∈ (0, λ1(B1)) if N ≥ 4, and only for λ ∈ (λ1(B1)
4 , λ1(B1)) if N = 3, we deduce T1(γ) > τ1 for all

γ ∈ R
+. Now we apply the Sturm’s comparison theorem to the functions y(t; γ), α(t), which are,

respectively, solutions of the equations in (6), (7). To this end we write y′′ + t−kq2(t)y = 0 with
q2(t) := 1 + |y|p−1 and since α′′ + t−kα = 0 we set q1(t) :≡ 1. Clearly q2(t) ≥ q1(t) for all t > 0
(for all γ ∈ R

+), thus y is a Sturm majorant for α, and applying the Sturm’s comparison theorem
in the interval [τ2, τ1], since T1(γ) > τ1 we deduce that T2(γ) ∈ (τ2, τ1). This concludes the proof
of (a).
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Let us prove (b). We consider uλ2(γ) = uλ2(γ)(r) which is a solution of (3) with exactly one zero

in (0, 1), and uλ2(γ)(0) = [λ2(γ)]
1/(p−1)γ. Setting ϕ(x) := uλ2

(|x|) it’s clear that ϕ is the second
radial eigenfunction of

{

−∆ϕ = λϕ+ |uλ2(γ)|2
∗−2ϕ in B1

ϕ = 0 on ∂B1,
(9)

with eigenvalue λ = λ2(γ). Let us denote by H1
0,rad(B1) the subspace of radially symmetric

functions in H1
0 (B1). Thanks to the variational characterization of eigenvalues and Lemma 5 we

have

λ2(γ) = min
V⊂H1

0,rad(B1)

dimV =2

max
ϕ∈V
|ϕ|2=1

(
∫

B1

|∇ϕ|2 dx−
∫

B1

|uλ2(γ)|2
∗−2ϕ2 dx

)

> min
V⊂H1

0,rad(B1)

dimV =2

max
ϕ∈V
|ϕ|2=1

(
∫

B1

|∇ϕ|2 dx− [λ2(γ)]
2/(p−1)γ2

)

= λ2(B1)− [λ2(γ)]
2/(p−1)γ2.

(10)

Since λ2(γ) is bounded (because by (a) we have λ2(γ) < λ2(B1) and by definition λ2(γ) > 0),
from (10), we deduce that lim infγ→0 λ2(γ) ≥ λ2(B1). On the other hand, by the first step we get
that lim supγ→0 λ2(γ) ≤ λ2(B1). Hence we deduce that limγ→0 λ2(γ) = λ2(B1) and the proof is
concluded. �

More interesting is the behavior of λ2(γ) as γ → +∞. The next result that we recall shows
how it strongly depends on the dimension N .

Theorem 1. Let λ2 : R+ → R
+ be the function defined by λ2(γ) := (N − 2)2T2(γ)

− 2
N−2 , where

T2(γ) is the second zero of the function y(t, γ), being y(t, γ) is the unique solution (6), and let
λ1(B1) be the first eigenvalue of −∆ in H1

0 (B1), then:

(a) if N ≥ 7 we have limγ→+∞ λ2(γ) = 0;
(b) if N = 6 we have limγ→+∞ λ2(γ) = λ0, for some λ0 ∈ (0, λ1(B1));
(c) if N = 4 or N = 5 we have limγ→+∞ λ2(γ) = λ1(B1);
(d) if N = 3 we have limγ→+∞ λ2(γ) =

9
4λ1(B1) =

9
4π

2.

Proof. Statement (a) is a consequence of Theorem B in [12]. Statements (b), (c) are proved in [5],
Theorem B. In Section 4 we give an alternative proof of (b). Statement (d) is proved in [7]. �

Let us define λ⋆
2 := inf{λ2(γ), γ ∈ R

+}. Gazzola and Grunau proved in [14] that for N = 5 it
holds limγ→+∞ λ2(γ) = λ1(B1)

−, in particular we deduce that for N = 5 we have λ⋆
2 < λ1(B1)

and hence λ⋆
2 = λ2(γ0) for some γ0 ∈ R

+. In the same paper it is also proved that for N = 4
limγ→+∞ λ2(γ) = λ1(B1)

+. Recently Arioli, Gazzola, Grunau, Sassone proved in [3] a stronger
result: for N = 4 we have λ2(γ) > λ1(B1) for all γ ∈ R

+. Thus for N = 4, we have λ⋆
2 = λ1(B1)

and λ⋆
2 is not achieved.

The asymptotic behavior of λ2(γ) as γ → +∞ for N = 6 is still unknown. Nevertheless in
Section 3 we give a characterization of the number λ0 appearing in (b) of Theorem 1.

3. Energy and asymptotic analysis of the positive part

Let uλ2(γ) the radial solution with exactly two nodal regions of (1), for λ = λ2(γ), obtained in
the previous section. To simplify the notation we omit the dependence on γ and write uλ2

. We
recall that, by definition, for γ ∈ R

+ we have uλ2
(0) > 0 and we denote by rλ2

∈ (0, 1) its node.
The aim of this section is to compute the limit energy of the positive part u+

λ2
, as γ → +∞, as

well as, to study the asymptotic behavior of a suitable rescaling of u+
λ2
. We begin with recalling

an elementary but crucial fact:

Lemma 6. Let u ∈ H1
rad(B), where B is a ball or an annulus centered at the origin of RN and

consider the rescaling ũ(y) := M1/βu(My), where M > 0 is a constant, β := 2
N−2 . We have:

(i): ‖u‖2B = ‖ũ‖2M−1B ,

(ii): |u|2∗2∗,B = |ũ|2∗2∗,M−1B,

(iii): |u|22,B = M2|ũ|22,M−1B.
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Proof. It suffices to apply the formula of change of variable for the integrals in (i), (ii), (iii). For
the details see Lemma 2 in [15]. �

In order to state the main result of this section we introduce some notation. We define the
rescaled functions

ũ+
λ2
(y) :=

1

Mλ2,+
u+
λ2

(

y

Mβ
λ2,+

)

, y ∈ Bσλ2
,

where β := 2
N−2 , σλ2

= Mβ
λ2,+

rλ2
, Mλ2,+ := ‖u+

λ2
‖∞,B1

. We observe that thanks to Lemma 5

and since uλ2
(0) > 0 we have Mλ2,+ = ‖uλ2

‖∞,B1
= uλ2

(0). The following theorem holds for all
dimensions N ≥ 3, here we discuss the case 3 ≤ N ≤ 6 (the case N ≥ 7 is studied in [15]).

Theorem 2. Let N = 3, 4, 5, 6 and let uλ2
be the radial solution with exactly two nodal regions of

(1) with λ = λ2(γ) obtained in the previous section. Then

(i):

Jλ2
(u+

λ2
) → 1

N
SN/2,

as γ → +∞, where Jλ(u) := 1
2

(

∫

B1
|∇u|2 − λ|u|2 dx

)

− 1
2∗

∫

B1
|u|2∗ dx is the energy

functional related to (1), S is the best Sobolev constant for the embedding of D1,2(RN )
into L2∗(RN ).

(ii): Up to a subsequence, the rescaled function ũ+
λ converges in C2

loc(R
N ) to U0,µ, as γ → +∞,

where U0,µ is the solution of the critical exponent problem in R
N centered at x0 = 0 and

with concentration parameter µ =
√

N(N − 2). We recall that such functions are defined
by

Ux0,µ(x) :=
[N(N − 2)µ2](n−2)/4

[µ2 + |x− x0|2](n−2)/2
.

Proof. We start by proving (i). Let (uλ2
) be this family of solutions. Since u+

λ2
solves −∆u =

λ2u+ up in Brλ2
then, considering the rescaling û+

λ2
(y) := r

1/β
λ2

u+
λ2
(rλ2

y), where β := 2
N−2 , we see

that ũ+
λ2

solves











−∆u = λ2r
2
λ2
u+ up in B1,

u > 0 in B1,

u = 0 on ∂B1.

(11)

Now we distinguish between two cases: N = 4, 5, 6 and N = 3.
If N = 4, 5, 6, then, from to Lemma 3 we deduce that rλ2

→ 0 as γ → +∞, in particular
this is true for λ2r

2
λ2
. From [2] we know that û+

λ2
is unique and it coincides with the solution

found in [10], which minimizes the energy Jλ2r2λ2

; thus, since λ2r
2
λ2

→ 0 as γ → +∞ we get that

Jλ2r2λ2

(û+
λ2
) → 1

N SN/2. Thanks to Lemma 6 we get that Jλ2
(u+

λ2
) = Jλ2r2λ2

(û+
λ2
) → 1

N SN/2 as

γ → +∞.
Assume now that N = 3. As stated in Lemma 3 we have that rλ2

is bounded away from zero.
From a well know result of Brezis and Nirenberg (see [10], Theorem 1) we have that (11) has a

positive solution if and only if λ2r
2
λ2

∈ (π
2

4 , π2). As γ → +∞ we must have λ2r
2
λ2

→ π2

4 . Hence,

the only possibility is that Jλ2r2λ2

(û+
λ2
) → 1

3S
3/2 as γ → +∞. As before thanks to Lemma 6

we have Jλ2
(u+

λ2
) = J

λ2r
1/β
λ2

(û+
λ2
) and hence Jλ2

(u+
λ2
) → 1

3S
3/2 as γ → +∞. The proof of (i) is

complete.
We now prove (ii). By definition the rescaled function ũ+

λ2
solves the following problem















−∆u = λ2

M2β
λ2,+

u+ u2∗−1 in Bσλ2
,

u > 0 in Bσλ2
,

u = 0 on ∂Bσλ2
,

(12)

where σλ2
:= Mβ

λ2
rλ2

.
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Since the family (ũ+
λ2
) is uniformly bounded, then by standard elliptic theory we get that

ũ+
λ2

→ ũ in C2
loc(Bl), where l is the limit of σλ2

as γ → +∞. We want to show that

lim
γ→+∞

σλ2
= +∞,

so that the limit domain is the whole R
N . We can proceed in two different ways: one is to apply

directly the estimates contained in Section 1, the other one is to apply the methods of [15]. We
choose the second approach: arguing as in the proof of Proposition 9 in [15], taking into account
that by (i) of Theorem 2, Jλ2

(u+
λ2
) → 1

N SN/2, as γ → +∞, we see that up to a subsequence it
cannot happen that limγ→+∞ σλ2

is finite.

Since λ2

M2β
λ2,+

→ 0, as γ → +∞, ũ+
λ2

converges in C2
loc(R

N ) to a positive solution ũ of

{

−∆u = |u|2∗−2u in R
N

u → 0 as |y| → +∞.

Observe that this holds even in the case N = 3, in fact by definition and Remark 1 we have

λ1(Bσλ2
)

4
=

π2

4M4
λ2,+

r2λ2

=
9

4
π2(1 + o(1))

1

M4
λ2,+

=
λ2

M4
λ2,+

(1 + o(1)) → 0,

as γ → +∞.
Since ũ is radial and ũ(0) = 1 then ũ = U0,µ where µ =

√

N(N − 2) (see Proposition 2.2 in
[12]). The proof is complete. �

Remark 1. We observe that for N = 3, since λ2r
2
λ2

→ π2

4 and (d) of Theorem 1 holds then we

deduce that rλ2
→ 1

3 .

4. Asymptotic analysis of the negative part in dimension N = 6

In this section we focus on the case N = 6 which means to take k = 5/2 in (6). As in [5] we
define

t0(γ) := inf{t ∈ (0,+∞); y′ > 0 on (t,+∞)},
y0(γ) := y(t0(γ); γ).

(13)

We have the following:

Proposition 2. Assume k = 5/2. Then

(a) y0(γ) = − 1
2 (1 + o(1)), as γ → +∞;

(b) t0(γ) = (29γ)
2/3(1 + o(1)), as γ → +∞.

Proof. See [5], Theorem 2. �

Let uλ be any radial solution of (1) with exactly two nodal regions and without loss of generality
assume that uλ(0) > 0. We denote by sλ the global minimum point of uλ. As in the previous
section we set Mλ,+ := ‖u+

λ ‖∞, Mλ,− := ‖u−
λ ‖∞, where u+

λ , u
−
λ are respectively the positive and

the negative part of uλ. Clearly, by definition, we have u−
λ (sλ) = Mλ,−. In order to estimate the

energy of such solutions we need the following preliminary result.

Proposition 3. Let N = 6 and let (uλ) be any family of radial sign-changing solutions of (1) with
exactly two nodal regions and such that uλ(0) > 0 for all λ. Assume that there exists λ0 ∈ R

+

such that Mλ,+ → ∞ as λ → λ0. Then

Mλ,− ≤ λ

2
(1 + o(1)),

for all λ sufficiently close to λ0.

Proof. Let (uλ) be such a family of solutions. Since N = 6, we have p = N+2
N−2 = 2 and thanks to

the transformation (4) we have
uλ(r(t)) = λ y(t; γ), (14)

for t ∈
(

(

N−2√
λ

)N−2

,+∞
)

, where γ = λ−1Mλ,+. We observe that the global minimum point

sλ corresponds, through the transformation (4), to the number t0(γ) defined in (13). In fact
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by definition we have u′
λ(sλ) = 0 so it suffices to show that u′

λ(r) < 0 for all r ∈ (0, sλ). By
Corollary 1 in [15] we know that u′

λ(r) < 0 for all r ∈ (0, rλ), and for all r ∈ (rλ, sλ). Moreover
since u+

λ solves (1) in Brλ , then, by Hopf lemma it follows that u′
λ(rλ) < 0. Now, thanks to the

assumptions, as λ → λ0 we have γ = λ−1Mλ,+ → +∞ and the result follows immediately from
(14) and Proposition 2. �

Remark 2. A straight important consequence of Proposition 3 is that Mλ,− is uniformly bounded
for all λ sufficiently close to λ0. In particular there cannot exist radial sign-changing solutions
of (1) with the shape of a tower of two bubbles in dimension N = 6 (this fact also holds for the
dimensions N = 3, 4, 5, as we will see later). This is in deep contrast with the case of higher
dimensions N ≥ 7 as showed in [15].

Remark 3. In the case of the solutions obtained in the previous section, thanks to Theorem 1 we

deduce that Mλ2(γ),− ≤ λ0

2 (1 + o(1)) ≤ λ1(B1)
2 for all sufficiently large γ ∈ R

+.

In the previous section we have studied the limit energy (see Theorem 2) of the positive part
of the solutions uλ2

. Here we consider the negative part u−
λ2

and prove that its energy Jλ2
is

uniformly bounded as γ → +∞. This is the content of the next proposition.

Proposition 4. Let λ2 = λ2(γ) and uλ2
be the radial solution with exactly two nodal regions of

(1) described in Section 2. Let Jλ(u) :=
1
2

(

∫

B1
|∇u|2 − λ|u|2 dx

)

− 1
2∗

∫

B1
|u|2∗ dx be the energy

functional related to (1). Then

Jλ2
(u−

λ2
) ≤ π3

36

(

λ1(B1)

2

)3

,

for all sufficiently large γ.

Proof. Since u−
λ2

solves −∆u = λ2u+up in the annulus Arλ2
, in particular it belongs to the Nehari

manifold Nλ2
associated to that equation, which is defined by

Nλ2
:= {u ∈ H1

0 (Arλ2
); ‖u‖2Arλ2

− λ2|u|22,Arλ2

= |u|2∗2∗,Arλ2

}. (15)

Hence we deduce that

Jλ2
(u−

λ2
) =

1

6
|u−

λ2
|2∗2∗,Arλ2

. (16)

Now, thanks to Proposition 3, (b) of Theorem 1 and Remark 3 we have

|u−
λ2
|2∗2∗,Arλ2

=

∫

Arλ2

|u−
λ2
|3 dx

≤ |B1|‖u−
λ2
‖3∞

≤ π3

6

(

λ1(B1)

2

)3

,

(17)

for all sufficiently large γ. From (16) and (17) we deduce the desired relation and the proof is
complete. �

Remark 4. Since λ2 is a bounded function, by the same proof of Proposition 4, but without using
(b) of Theorem, 1 we deduce anyway that Jλ2

(u−
λ2
) is uniformly bounded for all sufficiently large

γ.

We are interested now in studying the asymptotic behavior of the family (u−
λ2
). More precisely

we show that, as γ → ∞, the family (u−
λ2
) converges in C2

loc(B1 − {0}) to the unique positive

solution u0 of (1) with λ = λ0, for some λ0 ∈ (0, λ1(B1)). We point out that these results will
improve the energy estimate of u−

λ2
obtained before.

The pointwise convergence of (u−
λ2
) to u0 is contained in Theorem 3 of [5], but here we use a

different approach which is based on the arguments of [15]. Our result is the following:

Theorem 3. Let N = 6, up to a subsequence, we have λ2(γ) → λ0, as γ → +∞, for some
λ0 ∈ (0, λ1(B1)), and (u−

λ2
) converges in C2

loc(B1 − {0}) to the unique solution u0 of (29).
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Proof. Let us consider the family (u−
λ2
). These functions solve











−∆u = λ2u+ up in Arλ2
,

u > 0 in Arλ2
,

u = 0 on ∂Arλ2
.

(18)

Since λ2 is bounded, up to a subsequence we have limγ→+∞ λ2 = λ0. Thanks to Proposition 3 we

have that u−
λ2

is uniformly bounded for all sufficiently large γ and by Lemma 3 and the inverse
transformation of (4) we have rλ2

→ 0. Hence by standard elliptic theory, up to a subsequence,
u−
λ2

converges in C2
loc(B1 −{0}) as γ → +∞ to a solution u0 of −∆u = λ0u+ up in B1 −{0}. We

now proceed in four steps.
Step 1: we have

lim
r→0

u0(r) =
λ0

2
. (19)

Since u−
λ2

is a radial solution of (1) and thanks to Proposition 3, for all sufficiently large γ, we
have

u−
λ2

≤ λ0

2
(1 + o(1)), (20)

and then we deduce that

[(u−
λ2
)′r5]′ = −λ2u

−
λ2
(r)r5 − [u−

λ (r)]
2r5

≥ −λ2
λ0

2 (1 + o(1))r5 −
[

λ0

2 (1 + o(1))
]2

r5

= −λ2
0

2 (1 + o(1))2r5 − λ2
0

4 (1 + o(1))2r5

≥ −λ2
0 r5.

Integrating between sλ2
and r (with sλ2

< r < 1) we get that

(u−
λ2
)′(r)r5 ≥ −λ2

0

∫ r

sλ2

t5dt ≥ −λ2
0

6
r6.

Hence (u−
λ2
)′(r) ≥ −λ2

0

6 r for all r ∈ (sλ2
, 1). Integrating again between sλ2

and r we have

u−
λ2
(r)− λ0

2
(1 + o(1)) ≥ −λ2

0

12
(r2 − s2λ2

) ≥ −λ2
0

12
r2.

Hence u−
λ2
(r) ≥ λ0

2 (1 + o(1))− λ2
0

12 r
2 for all sufficiently large γ, for all r ∈ (sλ2

, 1). Since sλ2
→ 0,

then, passing to the limit as γ → ∞, we get that u0(r) ≥ λ0

2 − λ2
0

12 r
2, for all 0 < r < 1. From this

inequality and (20) we deduce that limr→0 u0(r) =
λ0

2 . The proof of Step 1 is complete.

Step 2: we have

lim
r→0

u′
0(r) = 0. (21)

As in the previous step, integrating the equation between sλ2
and r, with sλ2

< r < 1, we get that

−(ũ−
λ2
)′(r)r5 = λ2

∫ r

sλ2

u−
λ2
t5dt+

∫ r

sλ2

(u−
λ2
)2t5dt.

Thanks to (20), for all sufficiently large γ we have

|(u−
λ2
)′(r)r5| ≤ λ2

λ0

2
(1 + o(1))

∫ r

sλ2

t5dt+
λ2
0

4
(1 + o(1))2

∫ r

sλ2

t5dt ≤ λ2
0

r6

6
.

Dividing by r5 the previous inequality and passing to the limit, as γ → +∞, we get that

|u′
0(r)| ≤

λ2
0

6
r,

for all 0 < r < 1. Hence limr→0 u
′
0(r) = 0 and the proof of Step 2 is complete.
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From Step 1 and Step 2 it follows that the radial function u0(x) = u0(|x|) can be extended to
a C1(B1) function. We still denote by u0 this extension.
Step 3: The function u0 is a weak solution in B1 of

−∆u = λ0u+ u2. (22)

Let’s fix a test function φ ∈ C∞
0 (B1). If 0 /∈ supp(φ) the proof is trivial so from now on we assume

0 ∈ supp(φ). Let Bδ be the ball centered at the origin having radius δ > 0. Applying Green’s
formula to Ω(δ) := B1 − Bδ, since u0 is a C2(B1 − {0})-solution of (22) and φ ≡ 0 on ∂B1, we
have

∫

Ω(δ)

∇u0 · ∇φ dx = λ0

∫

Ω(δ)

φ u0 dx+

∫

Ω(δ)

φ u2
0 dx+

∫

∂Bδ

φ

(

∂u0

∂ν

)

dσ. (23)

We show now that
∫

∂Bδ
φ
(

∂u0

∂ν

)

dσ → 0 as δ → 0. In fact since u0 is a radial function we have
∂u0

∂ν (x) = u′
0(δ) for all x ∈ ∂Bδ, and hence we get that

∣

∣

∣

∣

∫

∂Bδ

φ

(

∂u0

∂ν

)

dσ

∣

∣

∣

∣

≤ |u′
0(δ)|

∫

∂Bδ

|φ| dσ

≤ ω6|u′
0(δ)|δ5||φ||∞.

Thanks to (21) we have |u′
0(δ)|δ5 → 0 as δ → 0. To complete the proof we pass to the limit in

(23) as δ → 0. We observe that

|∇u0 · ∇φ| χΩ(δ) ≤ |∇u0|2 χ{|∇u0|>1}|∇φ|+ |∇u0| χ{|∇u0|≤1}|∇φ|

≤ |∇u0|2 χ{|∇u0|>1}|∇φ|+ χ{|∇u0|≤1}|∇φ|.
(24)

We point out that
∫

B1
|∇u0|2dx is finite: this is an easy consequence of the fact that uλ2

→ u0 in

C2
loc(B1 − {0}), the family (uλ2

) is uniformly bounded, (15) and Lebesgue’s theorem.
Thus, since

∫

B1
|∇u0|2dx is finite and φ has compact support, the right-hand side of (24) belongs

to L1(B1). Hence from Lebesgue’s theorem we have

lim
δ→0

∫

Ω(δ)

∇u0 · ∇φ dx =

∫

B1

∇u0 · ∇φ dx. (25)

Since φ has compact support by Lebesgue’s theorem we have

lim
δ→0

∫

Ω(δ)

φ u0 dx =

∫

B1

φ u0 dx,

lim
δ→0

∫

Ω(δ)

φ u2
0 dx =

∫

B1

φ u2
0 dx.

(26)

From (23), (25), (26) and since we have proved
∫

∂B(δ)
φ
(

∂ũ
∂ν

)

dσ → 0 as δ → 0 it follows that

∫

B1

∇u0 · ∇φ dx = λ0

∫

B1

φ u0 dx+

∫

B1

φ u2
0 dx,

which completes the proof of Step 3.
Step 4: It holds

lim
r→1

u0(r) = 0. (27)

First we observe that since u−
λ2

is uniformly bounded, then, its energy and in particular its

H1
0 -norm are uniformly bounded, for all sufficiently large γ (see Proposition 4 and its proof).
Now, since uλ2

(1) = 0, we have

u−
λ2
(r) = −

∫ 1

r

(u−
λ2
)′(s) ds,
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and hence

|u−
λ2
(r)| ≤

∫ 1

r

|(u−
λ2
)′(s)| ds

≤
∫ 1

r

|(u−
λ2
)′(s)| ds

≤
(
∫ 1

r

|(u−
λ2
)′(s)|2 ds

)1/2

(1 − r)1/2.

(28)

Since |∇u−
λ2
|2,Arλ2

is uniformly bounded, then, taking the limsup in (28) as γ → +∞ we get that

|u−
0 (r)| ≤ c(1 − r)1/2,

and from this we deduce that limr→1 u
−
0 (r) = 0, and we are done. The proof of Step 4 is complete.

Thanks to Step 1 - Step 4 we get that u0 ∈ H1
0,rad(B1) is a weak solution of











−∆u = λ0u+ u2 in B1,

u > 0 in B1,

u = 0 on ∂B1.

(29)

In particular, as a consequence of a well known result of Brezis and Kato (for instance see Lemma
1.5 in [10]) it is possible to show that u0 is a classical solution of (29) (see Appendix B of [19]).
Thanks to [2] we know that u0 is the unique positive radial solution of (29), which is the one found
by Brezis and Nirenberg in [10]. Hence we must have λ0 < λ1(B1) and Jλ0

(uλ0
) < 1

6S
3. �

Next result gives a characterization of the value λ0 ∈ (0, λ1(B1)) appearing in Theorem 3.

Theorem 4. Let λ0 := limγ→+∞ λ2(γ). We have that λ0 is the unique λ ∈ (0, λ1(B1)) such that

uλ(0) =
λ
2 , where uλ is the unique positive solution of











−∆u = λu + u2 in B1,

u > 0 in B1,

u = 0 on ∂B1.

(30)

Proof. Thanks to Theorem 3 and (19) we have that the set

Γ :=

{

λ ∈ (0, λ1(B1)); uλ(0) =
λ

2
, where uλ is the unique solution of (30)

}

,

is not empty since λ0 ∈ Γ. We want to prove that Γ = {λ0}. To this end assume that λ̄ ∈ Γ and
λ̄ 6= λ0. In particular the functions uλ0

and uλ̄ are different. Thanks to the definition of Γ and
applying (4) (with p = 2 because N = 6) we get that uλ0

and uλ̄ are respectively transformed
to a solution of (6) with γ = 1

2 , but, for a given γ, the solution of (6) is unique and this gives a
contradiction. �

Now we have all the tools to estimate the energy of the solutions uλ2
. This is the content of

the next result.

Corollary 1. Let N = 6 and let uλ2
be the radial solution with exactly two nodal regions of (1)

with λ = λ2(γ) obtained in Section 2. Then

Jλ2
(uλ2

) <
1

3
S3,

for all sufficiently large γ ∈ R
+, where Jλ(u) :=

1
2

(

∫

B1
|∇u|2 − λ|u|2 dx

)

− 1
2∗

∫

B1
|u|2∗ dx is the

energy functional related to (1), S is the best Sobolev constant for the embedding of D1,2(R6) into
L2∗(R6).

Proof. Let (uλ2
) be this family of solutions. Observe that Jλ2

(uλ2
) = Jλ2

(u+
λ2
)+Jλ2

(u−
λ2
) hence it

suffices to estimate separately the energy of the positive and negative part of uλ2
. The energy of

u+
λ2

has been determinated in Theorem 2, and in particular we have Jλ2
(u+

λ2
) → 1

6S
3, as γ → +∞.
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Now we estimate Jλ2
(u−

λ2
). Since u−

λ2
solves −∆u = λ2u+up in the annulus Arλ2

, in particular

it belongs to the Nehari manifold Nλ2
associated to this equation, (see (15)). Hence we deduce

that Jλ2
(u−

λ2
) = 1

6 |u−
λ2
|2∗2∗,Arλ2

. To complete the proof it will suffice to show that

|u−
λ2
|2∗2∗,Arλ2

→ |u−
λ0
|2∗2∗,B1

,

where u0 is the unique solution of (29). In fact, thanks to Theorem 3 we know that, up to a
subsequence, (u−

λ2
) converges in C2

loc(B1 − {0}) to the unique solution u0 of (29). Hence to prove

our assertion it suffices to apply Lebesgue’s theorem, which clearly holds since (u−
λ2
) is uniformly

bounded as γ → +∞.
Now since Jλ2

(u−
λ2
) → Jλ0

(uλ0
) and Jλ0

(uλ0
) < 1

6S
3 we deduce the desired relation. �

5. Asymptotic analysis of the negative part in dimension N = 3, 4, 5

Here we prove:

Theorem 5. Let N = 3, 4, 5 and let (uλ) be any family of radial sign-changing solutions of (1)
with exactly two nodal regions and such that uλ(0) > 0 for all λ. Assume that there exists λ̄ ∈ R

+

such that Mλ,+ → ∞, as λ → λ̄. Then

(i): Mλ,− → 0, as λ → λ̄;
(ii): (u−

λ ) converges to zero uniformly in B1, as λ → λ̄.

Proof. We start by proving (i). Let (uλ) be such a family of solutions. Thanks to the transforma-
tion (4) we have

uλ(r(t)) = λ
1

p−1 y(t; γ), (31)

for t ∈
(

(

N−2√
λ

)N−2

,+∞
)

, where γ = λ− 1
p−1Mλ,+ and y = y(t; γ) solves (6). Clearly, as λ → λ̄,

we have γ → +∞. As in the proof of Proposition 3 we have that the global minimum point sλ
corresponds, through the transformation (4), to the number t0(γ) defined in (13).

Hence, thanks to Lemma 2, it holds

|y(t0(γ); γ)| < |y′(T1(γ))| (T1(γ)− t0(γ)). (32)

For N = 3, which corresponds to k = 4, by Lemma 3 we have that T1(γ) is uniformly bounded

for all sufficiently large γ, while, by Lemma 4 it holds y′(T1(γ)) = (k− 1)
1

k−2 γ−1(1+ o(1)). Thus,

since 0 < t0(γ) < T1(γ), from (32), (31) we get that Mλ,− = λ
1

p−1 y(t0; γ) → 0 as λ → λ̄.
For N = 4, which corresponds to k = 3, by Lemma 3 we have that T1(γ) = 2 log(γ)(1 + o(1))

for all sufficiently large γ, and hence as in the previous case, we get that Mλ,− = λ
1

p−1 y(t0; γ) → 0
as λ → λ̄. The same happens for N = 5 (k = 8/3); in fact by Lemma 3 we have that T1(γ) =
Aγ2/3(1 + o(1)) for all sufficiently large γ, where A = A(k) is a positive constant depending only
on k (see Lemma 3 for its definition). The proof of (i) is complete.

Now we prove (ii). We recall that u−
λ is nonzero in the annulus Arλ(0) = {x ∈ R

N ; rλ < |x| < 1}
and vanishes outside. Thanks to (i), we have ‖uλ‖∞,B1

= Mλ,− → 0 as λ → λ̄ and we are done. �
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