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Abstract. In this partly expository paper we analyze the (small) Hankel opera-
tor hb on Hardy and Bergman spaces on a class of smoothly bounded domains of
finite type in Cn which includes the strictly pseudoconvex domains and the convex
domains.

We completely characterize the Hankel operators hb that are bounded, compact,
and belong to the Schatten ideal Sp, for 0 < p < ∞, for this class of domains,
generalizing the results of [BPS2]1 where such results have been obtained when Ω is
a convex domain of finite type. We describe the main ideas of the proofs which are
basically the same as in [BPS2], and present some extensions and generalizations.

In order to characterize the bounded Hankel operators, we prove factorization
theorems for functions in H1(Ω) and A1(Ω) respectively, results that are of inde-
pendent interest.

1. Introduction

Let Ω be a smoothly bounded in Cn. Let 0 < p < ∞ and let Lp(Ω) denote the
Lebesgue space with respect to the volume form. The Bergman space Ap(Ω) is the
closed subspace of Lp(Ω) consisting of the holomorphic functions.
For 0 < p < ∞ we denote the Lebesgue spaces on ∂Ω with respect to the induced

surface measure dσ by Lp(∂Ω). We letHp(Ω) denote the Hardy space of holomorphic
functions on Ω, with norm given by

‖f‖pHp := sup
0<ε<ε0

∫

δ(w)=ε

|f(w)|p dσε(w),

where dσε denotes the surface measure on the manifold {δ(w) = ε}, and δ(w) =
dist (w, ∂Ω). To any f ∈ Hp(Ω) corresponds a unique boundary function in Lp(∂Ω),
that we still denote by f , obtained as normal almost everywhere limit, [St]. Thus,
we may identify Hp(Ω) with a closed subspace of Lp(∂Ω).
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We denote by BΩ and SΩ the Bergman and Szegö kernel, respectively, and by PB

and PS the Bergman and Szegö projection, respectively:

PBf(z) :=

∫

Ω

BΩ(z, w)f(w)dV (w)

PSg(z) :=

∫

∂Ω

SΩ(z, ζ)g(ζ) dσ(ζ) ,

for f ∈ L2(Ω) and g ∈ L2(∂Ω).
Let b ∈ H2(Ω) (b ∈ A2(Ω)). The small Hankel operator hb on the Hardy space

H2(Ω) (Bergman space A2(Ω)), with symbol b, is defined for g ∈ H2(Ω) (f ∈ A2(Ω))
as

hb(g) := PS(bg)

(
hb(f) := PB(bf)

)
.

We wish to describe the regularity properties of hb in terms of the ones of the
symbol b. More precisely, we will characterize the bounded, compact, and in the
Schatten ideals (see Section 5) Hankel operators on Hardy and Bergman spaces,
when Ω is in a class of pseudoconvex domains of finite type that now we introduce.

Definition 1.1. We say that Ω is an H-domain if it is a smoothly bounded pseu-
doconvex domain of finite type and if, moreover, for each ζ ∈ ∂Ω there exist a
neighborhood Vζ and a biholomorphic map Φζ defined on Vζ such that Φζ(Ω ∩ Vζ)
is geometrically convex.

We recall that a point ζ ∈ ∂Ω is said to be of finite type if the (normalized) order
of contact with ∂Ω of complex varieties at ζ is finite. By the result in [BoSt] and our
assumption it suffices to consider the order of contact of ∂Ω at ζ with 1-dimensional
complex manifolds, see [BoSt] and references therein. The domain Ω is said to be
of finite type if every point on ∂Ω is of finite type. We denote by MΩ the maximum
of the types of points on ∂Ω.
Notice that the class of H-domains contains both the convex domains of finite

type and the strictly pseudoconvex domains.

The aim of this paper is two-fold. On one hand we wish to describe the results in
[BPS2], presenting the main ideas and providing some details not explicitly included
in that paper. In [BPS2] we concentrated our effort on the case of a convex domain
of finite type Ω. Thus here, on the other hand, we present some extensions and
generalization of those results, in particular in the context of H-domains.

2. Basic facts and notation

We begin by describing the geometry of an H-domain Ω. This is done locally,
using a partition of unity. Moreover, in a neighborhood of a point ζ ∈ ∂Ω, using
local coordinates and the assumption, we may in fact assume that Ω is geometrically
convex. Thus, we do not lose generality if we assume that it is globally convex.
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Then, there exist an ε0 > 0 and a defining function & for Ω such that for −ε0 <
ε < ε0 the sets Ωε := {z ∈ Cn : &(z) < ε} are all convex. Moreover, denote by
U = Uε0 the tubular neighborhood of ∂Ω given by {z ∈ Cn : −ε0 < &(z) < ε0}. By
taking ε0 > 0 sufficiently small, we may assume that on U the normal projection π
of U onto ∂Ω is uniquely defined.
Let z ∈ U and let v be a unit vector in Cn. We denote by τ(z, v, r) the distance

from z to the surface {z′ : &(z′) = &(z) + r} along the complex line determined by
v. One of the basic relations among the quantities defined above is the following.
There exists a constant C depending only on the geometry of the domain such that
given z ∈ U , any unit vector v ∈ Cn and r ≤ r0 and η < 1 we have

C−1η1/2τ(z, v, r) ≤ τ(z, v, ηr) ≤ Cη1/MΩτ(z, v, r).(1)

We next define the r-extremal orthonormal basis {v(1), . . . , v(n)} at z. The first
vector is given by the direction transversal direction to the level sets of &, pointing
outward. In the complex directions orthogonal to v(1) we choose v(2) in such a
way that τ(z, v(2), r) is maximum. We repeat the same procedure to determine the
remaining elements of the basis. We set

τj(z, r) = τ(z, v(j), r).

The polydisc Q(z, r) is now given as

Q(z, r) = {w : |wk| ≤ τk(z, r), k = 1, . . . , n}.

Here (w1, . . . , wn) are the coordinates determined by r-extremal orthonormal basis
{v(1), . . . , v(n)} at z. Notice that these coordinates (w1, . . . , wn) = (wz,r

1 , . . . , wz,r
n )

depend on z and on r.
The quasi-distance is defined by setting

db(z, w) = inf{r : w ∈ Q(z, r)}.(2)

Notice that by the above properties the sets Q(z, r) are in fact equivalent to the
balls in the quasi-distance db. We also consider balls on the boundary ∂Ω defined
in terms of db. For ζ ∈ ∂Ω and r > 0 we set

B(ζ, r) = {z ∈ ∂Ω : db(z, ζ) < r}.

These balls are equivalent to the sets Q(ζ, r) ∩ ∂Ω.
Moreover, we define the function d on Ω× Ω by setting

d(z, w) = δ(z) + δ(w) + db
(
π(z), π(w)

)
,(3)

where π is the normal projection of a point z onto the boundary.
We now set

τ(z, r) =
n∏

j=2

τj(z, r).

Notice that, by construction, τ1(z, r) ( r.
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When Ω is strictly pseudoconvex, we can simply set τj(z, r) = r
1
2 when j =

2, . . . , n, and consequently τ(z, r) = r
n−1
2 .

Let Vol (E) denote the Lebesgue measure of a set E, while σ denotes the induced
surface measure. Then

Vol
(
Q(w, r)

)
( r2τ(w, r)2, σ

(
B(w, r)

)
( rτ(w, r)2.

As we said before, all these definitions are local, and may be given in the context
of H-domains.

We now consider the behaviour of the Szegö and Bergman kernels. this is well
known, and it described in terms of a pseudo-distance d on Ω×Ω, both for strictly
pseudoconvex domains [F] and for convex domains of finite type [Mc], [McS1],
[McS2]. We now recall the fundamental estimates which describe this behaviour.
There exist constants Cγ,γ′ > 0 such that for all (z, w) ∈ Ω× Ω with d(z, w) )= 0

|∂γz ∂
γ′

wBΩ(z, w)| ≤ Cγ,γ′d(z, w)−|γ|−|γ′|Vol
(
Q(z, d(z, w))

)−1
,(4)

[McS1], and

|∂γz ∂
γ′

wSΩ(z, w)| ≤ Cγ,γ′d(z, w)−|γ|−|γ′|σ
(
B(π(z), d(z, w))

)−1
,(5)

[McS2]. In particular,

BΩ(w,w)
−1 ( Vol

(
Q(w, δ(w))

)
.

We point out that the above estimates do not reflect the full strength of the results
in [McS2], since in (4) and (5) we do not distinguish between derivatives in different
directions.

At this point we remark that the argument which has been used by Fefferman to
extend estimates from strictly convex domains to strictly pseudo-convex domains
may be used to extend the above estimates from convex domains of finite type to
H-domains. Following [F] we prove this general, in fact well known, result.

Proposition 2.1. Let D,W be smoothly bounded domains in Cn, D of finite type
and W ⊆ D. Let ζ ∈ ∂D and assume that there exist ε1, ε2 > 0 such that Q(ζ, ε1)∩
∂D = Q(ζ, ε1) ∩ ∂W and that dist

(
Q(ζ, ε1), ∂W \ ∂D

)
> ε2. Then, there exists

F ∈ C∞(Cn × Cn) such that

BD(z, w) = BW (z, w) + F (z, w) on Q(ζ, ε1/2)×Q(ζ, ε1/2).

Proof. The proof is the same as the one of Lemma 1 in [F]. It suffices to recall that
the ∂̄-Neumann problem is hypoelliptic up to the boundary, due to the subelliptic
estimates [Ca]. However, we provide the details for sake of completeness.
First of all, we remark that instead of the polydiscs Q in the pseudo-distance, we

could have used the classical Euclidean balls as well.
We wish to prove that

BD(z, w)−BW (z, w) ∈ C∞(Q(ζ, ε1/2)×Q(ζ, ε1/2)
)
.
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Let w ∈ Q(ζ, ε1/2). If |z − w| ≥ ε1/2 then both BD and BW are smooth functions.
So, we restrict to the case |z−w| ≤ ε1/2, in which case also dist (z, ∂W \ ∂D) > ε2.
Now we set

uw(z) = BW (z, w)χW (z)− BD(z, w) z ∈ D.

We claim that uw, which is in L2(D), is orthogonal to A2(D). In fact, for h ∈ A2(D),

〈h, uw〉 =
∫

W

h(z)BW (w, z)dV (z)−
∫

D

h(z)BD(w, z)dV (z)

= h(w)− h(w) = 0.

Moreover, vw = ∂̄uw has support in ∂W \∂D. Therefore, uw is the canonical solution
to the ∂̄-equation with data having support contained in ∂W \ ∂D.
By the pseudo-local property of the solution of the above equation, it follows that

uw is smooth as a function of z away from ∂W \ ∂D, say for z ∈ Q(ζ, ε1/2). Since
uw depends smoothly on w ∈ Q(ζ, ε1/2) the conclusion follows. !

Corollary 2.2. Let Ω be an H-domain. Then the Szegö and Bergman kernels SΩ

and BΩ satisfy the estimates (4) and (5) respectively.

Proof. Let ζ ∈ ∂Ω. By definition, there exists a neighborhood Vζ of ζ in Cn and a
biholomorphic map Φζ defined on Vζ such that Φζ(Vζ ∩ Ω) = Wζ is geometrically
convex. By possibly shrinking Vζ , we may assume that Φζ is biholomorphic in a
neighborhood of Vζ . Then Φζ(Vζ ∩ ∂Ω) is a hypersurface of finite type and it is easy
to see that there exists a smoothly bounded convex domain of finite type D such
that Wζ ⊆ D and ∂D ∩ ∂Wζ = Φζ(Vζ ∩ ∂Ω).
By Proposition 2.1 and the transformation rule for the Bergman kernel, for some

ε0 > 0, on Q(ζ, ε0)×Q(ζ, ε0) we have

BΩ(z, w) = BVζ∩Ω(z, w) + F1(z, w)

= J(z)BWζ

(
Φζ(z),Φζ(w)

)
J(w) + F1(z, w)

= J(z)
[
BD

(
Φζ(z),Φζ(w)

)
+ F

(
Φζ(z),Φζ(w)

)]
J(w) + F1(z, w),

where J denotes the determinant Jacobian of the mapping Φ.
Since the estimates (4) hold for the kernel BD and F, F1 are C∞, the result for

the Bergman kernel follows.
The result for the Szegö kernel now follows as well. By the estimates for the

Bergman kernel, arguing as in [McS2] Propositions 3.1, 3.3–3.5 we obtain the esti-
mates (5). !

Remark 2.3. Having the estimates (4) and (5) at our disposal on any H-domain,
we can deduce mapping and duality theorems for the operators and function spaces
under consideration. The results in [KL3] immediately apply since they were proved
under the solely assumption on sizes of the kernels. The domains for which such
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theorems hold are called strongly admissible and satisfying a homogeneity condition,
see [KL3], Definition 3.1, and the theorems that follow.

The next result is key in our analysis.

Theorem 2.4. Let Ω be a smoothly bounded pseudoconvex H-domain of finite type
in Cn. Then there exist a neighborhood U of the boundary ∂Ω and a function H ∈
C∞(Cn × U) such that the following conditions hold:

(i) H(·, w) is holomorphic on Ω for all ζ ∈ U ;
(ii) there exists a constant c1 > 1 such that

1

c1
d(z, w) ≤ |H(z, w)| ≤ c1d(z, w).

Proof. For Ω a strictly pseudoconvex domain this is Henkin’s classical result [H]. For
Ω a convex domain of finite type is due to Diederich and Fornæss [DF]. In this case
the support function H may be taken such that .H(z, w) > 0 for (z, w) ∈ Ω× U .
When Ω is an H-domain of finite type one can use the by now standard argu-

ment originated in [H] to construct a globally defined support function H patching
together the support functions defined a finite covering of the neighborhood of the
boundary U . !

The following lemma gives estimates for certain integrals that frequently occur.
For a real number β we set β∗ = β/2 if β ≥ 0 and β∗ = β/MΩ if β < 0. Notice that
if Ω is strictly pseudoconvex β∗ = β/2 for all real β.

Lemma 2.5. Let Ω be an H-domain and let a, b,α, β ∈ R satisfy the following
conditions:

a+ (n− 1)b∗ + 1 > 0, and a+ α + 2− (n− 1) (−(b+ β + 2))∗ < 0.

Then there exists a constant c > 0 such that∫

Ω

d(z, w)ατ(z, d(z, w))βδ(z)aτ(z, δ(z))bdV (z) ≤ cδ(w)a+α+2τ(w, δ(w))b+β+2 .

If α + 1− (n− 1) (−(β + 2))∗ < 0, then there exists a constant c > 0 such that
∫

∂Ω

d(z, w)ατ(z, d(z, w))β dσ(z) ≤ cδα+1(w)τβ+2(w, δ(w)) .

Proof. This result is in fact standard. See [PhS], [McS1] and [BPS2] for proofs.
Again, since the results depend on local estimates, the extension of the proof in
[BPS2] to H-domains is trivial. !

3. Factorization of Hardy and Bergman spaces

Our first results are the factorization of the spaces H1(Ω) and A1(Ω) when Ω is
an H-domain.
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Theorem 3.1. Let Ω be an H-domain. Let p > 1 and let p′ be its conjugate expo-
nent. Then there exists a constant c > 0 such that every function f ∈ H1(Ω) may
be written as

f =
∞∑

i=1

FiGi ,

with
∞∑

i=1

‖Fi‖Hp‖Gi‖Hp′ ≤ c‖f‖H1 .

Proof. This theorem was first proved (when the dimension n > 1) in the case of the
unit ball in [CRW]. It was later extended to the case of a strictly pseudoconvex
domain in [KL2]. Their proofs, which contain difficult technicalities, rely on the
explicit expression of the Szegö kernel, or on Fefferman’s asymptotic expansion.
Our proof instead relies on the existence of a support function H as in Theorem

2.4, and it turns out to be simpler even in the already known cases.
We present our proof in the case of a strictly pseudoconvex domain, situation in

which the role played by the support function is already clear, while technicalities
are simpler. We refer to [BPS2] for the general case. In general, we need to deal
with atoms satisfying extra moment conditions (see definition below), since the
relation between the Szegö kernel and the support function is not explicit. It is
straightforward to extend the proof from convex domains to H-domains.

Let then Ω be a strictly pseudoconvex domain. In [KL2] it is proved that H1(Ω)
admits an atomic decomposition. We say that a function a defined on ∂Ω is an atom
if its support is contained in a ball B = B(ζ, r) and the following two conditions are
satisfied:

(i) |a(z)| ≤ σ(B)−1 ;

(ii)

∫

∂Ω

a(z)dσ(z) = 0.

We say that A is a holomorphic atom if A = SΩ(a) for some atom a. It is important
to remark that there exists a constant c > 0 such that for all holomorphic atoms A
we have ‖A‖H1 ≤ c, see [KL2] Theorem 2.6.
The atomic decomposition for H1(Ω) implies that there exists a constant c > 0

such that for each f ∈ H1(Ω) there exist holomorphic atoms Aj and constants λj
such that

f =
∞∑

j=1

λjAj, and ‖f‖H1 ≤ c
∑

j

|λj|.

In order to prove the factorization theorem it suffices to factor each atom, that
is, given any holomorphic atom A, to show that there exist holomorphic functions
F and G such that A = FG and

‖F‖Hp‖G‖Hp′ ≤ c(6)

for a constant c > 0 independent of A.
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Let A = PS(a), where supp a ⊆ B(w(0), r). We set w̃(0) = w(0) − rνw(0) , where
νw(0) is the outward unit vector at the point w(0) on ∂Ω. Let H(z, w) be the support
function on Ω as in Theorem 2.4. We write

F (z) = A(z)
(
H(z, w̃(0))

)α
, and G(z) =

(
H(z, w̃(0))

)−α
,

where α > 0 is to be determined later.
Hence, we only need to prove (6). We have

‖G‖pHp ≤
∫

∂Ω

|H(z, w̃(0))|−αpdσ(z)

≤
∫

∂Ω

(
r + d(z, w(0))

)−αp
dσ(z)

≤ cr−αpσ(B(w(0), r)),

by Lemma 2.5, for α > n/p, where the constant c is of course independent of A.
In order to estimate ‖F‖Hp′ , let C > 1 be fixed. There exists a constant c > 0

such that
|A(z)| ≤ c

(
r/d(z, w(0))

)β
σ
(
B(w(0), d(z, w(0)))

)−1
,

when d(z, w(0)) > Cr and 0 < β < 1/2, see [KL2] or [BPS2] Lemma 4.7. Then,
∫

∂Ω\B(w(0),Cr)

|F (z)|p′dσ(z)

≤ c

∫

∂Ω\B(w(0),Cr)

|A(z)|p′
(
r + d(z, w(0))

)αp′
dσ(z)

≤ crβp
′
∫

∂Ω\B(w(0),Cr)

d(z, w(0))p
′(α−β)σ

(
B(w(0), d(z, w(0)))

)−p′
dσ(z)

≤ crβp
′
∫

∂Ω

d(z, w(0))p
′(α−β−n)dσ(z)

≤ crαp
′
σ(B(w(0), r))1−p′ ,

by Lemma 2.5, provided that p′(α−β−n)+n < 0, i.e. α < n/p+β. Notice that in
the estimate above we have used the assumption that Ω is a strictly pseudoconvex
domain.
Next,

∫

B(w(0),Cr)

|F (z)|p′dσ(z) ≤
∫

B(w(0),Cr)

|A(z)|p′
(
r + d(z, w(0))

)αp′
dσ(z)

≤ crαp
′
∫

B(w(0),Cr)

|A(z)|p′dσ(z)

≤ crαp
′‖A‖p

′

Hp′

≤ crαp
′
σ(B(w(0), r))1−p′ .
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Hence, if α has been chosen such that n/p < α < n/p+ β,

‖F‖Hp′‖G‖Hp ≤ crασ(B)−1/pr−ασ(B)1/p ≤ c,

where B = B(w(0), r), as we wished to proved. !

As a corollary we obtain the factorization theorem for the Bergman space A1(Ω).

Corollary 3.2. Let Ω be an H-domain. Let p > 1 and let p′ be its conjugate
exponent. Then there exists a constant c > 0 such that every function f ∈ A1(Ω)
may be written as

f =
∞∑

i=1

FiGi ,

with
∞∑

i=1

‖Fi‖Ap‖Gi‖Ap′ ≤ c‖f‖A1 .

Proof. Let Ω̃ be the domain in Cn+1 defined by

Ω̃ = {(z, zn+1) ∈ Cn × C : &(z) + |zn+1|2 < 0}.

Notice that Ω̃ is smooth, bounded and pseudoconvex. Moreover, it is also an H-
domain, as it is easy to check directly. Thus, Theorem 3.1 holds on Ω̃. By [KLR]
Proposition 2.3 (see also [L]) we know that for 0 < p ≤ ∞,

Ap(Ω) = {g : g(z) = f(z, 0) for some f ∈ Hp(Ω̃)}.

By Theorem 3.1 we have that

g(z) = f(z, 0) =
∞∑

j=0

F̃j(z, 0)G̃j(z, 0)

=
∞∑

j=0

Fj(z)Gj(z),

where Fj ∈ Ap(Ω) and Gj ∈ Ap′(Ω), by [KLR] Proposition 2.3 again. By part (b)
in the same proposition we also have the required norm estimate, i.e. ‖Fj‖Ap(Ω) (
‖F̃j‖Hp(Ω̃) and analogously for Gj and G̃j. This proves the corollary. !

We remark that it is also possible to prove the factorization of A1(Ω) directly,
using the atomic decomposition and factorizing each atom, in the same fashion as
in the Hardy case. This method would have the advantage of being more explicit.
Here we prefer to follow the previous more direct route for sake of brevity.
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4. Boundedness and compactness of Hankel operators

We now show how boundedness and compactness of Hankel operators follow from
the factorization theorems.
We consider, in greater generality, the Hankel operator hb defined on Hp(Ω) for

p > 1, and on Ap(Ω) for the same range of p. The characterization of bounded and
compact Hankel operators will not differ from the case p = 2.
In order to describe our results we need to introduce some more function spaces.

Let

‖g‖BMO := sup
ζ,ε

1

σ(B(ζ, ε))

∫

B(ζ,ε)

|g(w)− gB(ζ,ε)| dσ(w),

where gB(ζ,ε) is the average of g over the ball B(ζ, ε).
The space BMO is the space of functions modulo constants such that the above

semi-norm is finite. Moreover, VMO is defined as the subspace of BMO which is
the closure of the continuous functions in the BMO topology. We define BMOA and
VMOA as the spaces of holomorphic functions in H1(Ω) such that their boundary
values, that we keep denoting by f , are in BMO and VMO respectively. It is well
known that BMOA and VMOA are closed subspaces of BMO and VMO, respectively.

Theorem 4.1. Let Ω be an H-domain, and let 1 < p < ∞. Then the Hankel
operator on the Hardy space

hb : H
p(Ω) → Hp(Ω)

is bounded if and only if b ∈ BMOA, with equivalence of norms. Moreover hb is
compact if and only if b ∈ VMOA.

The Bloch space B is the space of holomorphic functions f in Ω such that

‖f‖B = sup
z∈Ω

δ(z) (|f(z)|+ |∇f(z)|) < ∞.

It is well known that a holomorphic function f is in B if and only if there exists
a positive integer k and a constant Ck such that, for z ∈ Ω, one has |∂γf(z)| ≤
Ckδ(z)−k, for all γ with |γ| ≤ k. The little Bloch space B0 is the subspace of B
closure of the holomorphic functions continuous up the boundary. Equivalently,
f ∈ B is in B0 if and only if limδ(z)→0 δ(z)|∇f(z)| = 0.
In the case of Bergman spaces we have the following result.

Theorem 4.2. Let Ω be an H-domain, and let 1 < p < ∞. Then the Hankel
operator on the Bergman space

hb : A
p(Ω) → Ap(Ω)

is bounded if and only if b ∈ B, with equivalence of norms. Moreover hb is compact
if and only if b ∈ B0.

Proof of Theorems 4.1 and 4.2. We prove the theorem only in the Hardy space case,
since the two proofs follow the same lines.
We begin by proving the necessity of the condition for boundedness.
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By [KL3] we know that BMOA is the dual space of H1(Ω), with equality of norms.
Having the factorization of H1(Ω) at our disposal, the proof is now the same as the
one of Theorems VII and VIII in [CRW]. We indicate the argument for sake of
completeness.
In order to prove that hb bounded implies that b ∈ BMOA it suffices to show that

b is in the dual space of H1. Let g ∈ H1, and write g =
∑∞

i=1 FiGi with Fi ∈ Hp(Ω)
and Gi ∈ Hp′(Ω), according to Theorem 3.1. Then,

|〈b, g〉| ≤
∞∑

i=1

|〈b, FiGi〉| =
∞∑

i=1

|〈hb(Fi), Gi〉|

≤
∞∑

i=1

‖hb(Fi)‖Hp‖Gi‖Hp′ ≤ c
∞∑

i=1

‖Fi‖Hp‖Gi‖Hp′

≤ c‖g‖H1 .

Hence, ‖b‖BMO ≤ c‖hb‖.
Conversely, if b ∈ BMOA, then b is the dual space of H1(Ω), and

|〈hb(g), f〉| = |〈b, gf〉| ≤ c‖gf‖H1(Ω) ≤ c‖g‖Hp(Ω)‖f‖Hp′ (Ω).

This shows that hb is bounded on Hp(Ω) and completes the proof in the bounded
case.

We point out that the arguments given in [BPS2] for the factorization and the
characterization of bounded Hankel operators are organized in a different way. We
do not rely on the atomic decomposition of H1(Ω). Such a decomposition is known,
at least in the classical cases, to be equivalent to the duality between H1(Ω) and
BMOA, and this duality holds when Ω is a convex domain of finite type [KL3].
In [BPS2] we elected to follow a direct route, following [CRW], proving in fact
the factorization theorem and the characterization of bounded Hankel operators
essentially at the same time. The atomic decomposition for Hardy spaces Hp(Ω) on
convex domains of finite type, 0 < p ≤ 1, is proved in [GP].

In order to prove the statement about compactness, we rely again on duality
theorems. Since some of these results seem not to appear explicitely in the literature,
we present them here.

Theorem 4.3. Let Ω be an H-domain. Then PS : L∞(∂Ω) → BMOA is bounded.
Moreover, the following conditions are equivalent:

(i) b ∈ BMOA;
(ii) b = PS(φ) for some φ ∈ L∞(∂Ω).

Furthermore, the following conditions are equivalent:

(iii) b = PS(φ) for some φ ∈ C(∂Ω);
(iv) b ∈ VMOA;
(v) δ(z)2l−1|∇lb(z)|2dV (z) is a vanishing Carleson measure.
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Finally, H1(Ω) =
(
VMOA

)∗
, with equivalence of norms.

Proof. The proof of the equivalence of (i) and (ii) appears in [KL1] and [KL3], for
Ω a strictly pseudoconvex domain, and a convex domain of finite type, respectively.
These papers also contain the proof of the boundedness of PS on the given spaces.
The results in [KL3] are valid also in the case of H-domains, see Remark 2.3.
We now show that (iii) implies (iv), Let φ ∈ C(∂Ω) and ε > 0 be given. Let

ψ ∈ C∞(∂Ω) be such that ‖φ−ψ‖L∞(∂Ω) < ε. It is easy to see that PS(ψ) ∈ VMOA.
By the boundedness of PS it follows that ‖PS(φ)− PS(ψ)‖BMOA ≤ cε. Since VMOA
is a closed subspace, PS(φ) ∈ VMOA.
The proof that (iv) is equivalent to (v) is slightly more technical, and appears in

Propositions 4.6, 4.7 in [BPS2].
It remains to show that (iv) implies (iii), and duality. We shall prove both in the

same time.
We first remark that H1(Ω) is embedded into (VMOA)∗. Indeed, since BMOA =(

H1(Ω)
)∗
, with equivalence of norms, each element f of H1 gives rise to a continuous

linear functional Lf on VMOA, with ‖Lf‖ ≤ c‖f‖H1(Ω).
Next we set

E := {b = PS(φ) : φ ∈ C(∂Ω)}.
It is a Banach space when endowed with the norm

‖b‖E = inf{‖φ‖∞ : b = PS(φ) ,φ ∈ C(∂Ω)}.
Moreover, by (iii), E is continuously embeds into VMOA, with dense image, since
holomorphic functions which are C∞ up to the boundary are dense.
We want to show that E coincides with VMOA. It suffices to prove that they have

same dual. We actually prove also the statement about the duality, by showing that
the dual of E is contained in H1(Ω).
Let L ∈ E∗. Then,

L̃ : φ ∈ C(∂Ω) 1→ L(PS(φ))

is a continuous linear map. Hence, there exists a regular Borel measure µ on ∂Ω
such that L̃(φ) =

∫
∂Ω φdµ. Notice that PSµ = µ in the sense of distributions, that

is
〈µ, PSφ〉 = 〈µ,φ〉

for φ ∈ C∞(∂Ω). Using the fact that P 2
S = PS, we now show that such a measure is

absolutely continuous, and its density is a function in H1(Ω).
We can approach µ weakly by a sequence of functions fn ∈ C∞(∂Ω). Moreover, we

can assume that PSfn = fn, replacing if necessary fn by PSfn. Thus, the functions
fn are boundary values of holomorphic functions Fn. For each z ∈ Ω, Fn(z) can be
written as an integral on the boundary, using either the Euclidean harmonic Poisson
kernel PΩ(z, ·), or the Szegö kernel. At the limit we can write

∫

∂Ω

PΩ(z, w)dµ(w) =

∫

∂Ω

SΩ(z, w)dµ(w).
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The right hand side is clearly a holomorphic function in Ω, while the left hand side
satisfies a uniform L1 estimate on ∂Ωε, and has µ as a boundary value. We conclude
from these two facts that µ coincides with a H1 function, which we wanted to prove.
We remark that from the proof it follows that one has equivalence of norms in

(iii): There exists a constant c such that every function b ∈ VMOA may be written
as PS(φ) for some φ ∈ C(∂Ω) such that ‖φ‖L∞(∂Ω) ≤ c‖b‖BMOA. !

End of the proof of Theorems 4.1 and 4.2. If b ∈ VMOA then by Theorem 4.3 above
b = PS(φ) for some φ ∈ C(∂Ω). If ψk ∈ C∞ and ψk tend to φ in C(∂Ω), then hbk

tend to hb, where bk = PS(ψk) ∈ C∞(∂Ω).
Now, hbk is of trace class, since by integration by parts (see [BPS1] Lemma 6.5)

bk(z) =

∫

Ω

SΩ(z, w)D
m+1bk(w)δ

m(w)dV (w),

for some differential operator Dm+1 of order m+ 1 with smooth coefficients so that

‖hbk‖S1 ≤
∫

Ω

SΩ(w,w)|Dm+1bk(w)|δm(w)dV (w) < ∞,

for m sufficiently large. (Recall that the Hankel operator with symbol z 1→ S(·, w)
is of rank one, and norm SΩ(w,w).)
On the other hand, assume that hb is compact. Then, in order to prove that

b ∈ VMOA, it suffices to show that

∣∣
∫

∂Ω

b(z)am(z)dV (z)
∣∣→ 0,

for any sequence of atoms am with support in B(ζ(m), rm) with rm → 0. From now
on, we shall restrict to strictly pseudoconvex domains, and argue as in the proof of
the factorization theorem. If Am = PS(am),

∣∣
∫

∂Ω

b(z)am(z)dσ(z)
∣∣ =

∣∣
∫

∂Ω

b(z)Am(z)dσ(z)
∣∣

=
∣∣
∫

∂Ω

b(z)Am(z)Hm(z)αHm(z)−αdσ(z)
∣∣

= |〈hb(βmAmH
α
m), β

−1
m H−α

m 〉|,(7)

where Hm(z) = rm + H(z, ζ(m)), as in the proof of the factorization theorem. We
have chosen α such that n/p < α < n/p + 1/2 and set βm = r−α

m σ(B(ζ(m), rm))1/p
′
.

With this choice, βmAmHα
m and β−1

m H−α
m are uniformly bounded in norm in Hp and

Hp′ respectively.
Recall that if T : X → Y is a compact operator between Banach spaces, and

xn → x weakly, then Txn → Tx in norm.
Hence, if we show that {β−1

m H−α
m } weakly tends to 0, the result will follow from

the compactness of hb and (7) above.
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Thus, let g ∈ Lp(∂Ω). We want to show that 〈β−1
m H−α

m , g〉 tends to 0. By density
we may assume that g is a continuous function. Then it is sufficient to prove that
β−1
m H−α

m tends to 0 in the L1 norm. This follows from Lemma 2.5. !

5. Schatten ideal Hankel operators

Let T be a compact operator on a Hilbert space and let 0 < p < ∞. We say that
T belongs to the Schatten class Sp if ‖T‖pSp

=
∑

j s
p
j < ∞, where

sj := {inf ‖T − E‖ : rankE ≤ j} .
Notice that S1 are the trace class operators, S1 consists of the Hilbert-Schmidt
operators, and when p = ∞, S∞ becomes the space of the compact operators. It is
well known that for all p, Sp is an ideal in the space of bounded operators.
In this part we characterize the compact Hankel operators hb on Hardy and

Bergman spaces that are in the Schatten ideals, in terms of smoothness of the
symbol b.
Let p > 0. The Besov spaces of holomorphic functions Bp(Ω) are defined by

Bp(Ω) :=
{
g ∈ H2(Ω) :

∑

|γ|≤l

∫

Ω

|δ(z)l∂γg(z)|pBΩ(z, z)dV (z) < ∞
}
,

where l is some integer such that lp > n, and γ denotes a multi-index of derivation.
We set

‖g‖Bp :=
∑

|γ|≤l

[∫

Ω

|δ(z)l∂γg(z)|pBΩ(z, z)dV (z)

]1/p
.

Theorem 5.1. Let Ω be an H-domain. Let hb denote either the Hankel operator
on the Hardy space H2(Ω) or the Hankel operator on the Bergman space A2(Ω).
Let 0 < p < ∞. Then, hb is in the Schatten class Sp if and only if b ∈ Bp, with
equivalence of norms.

This theorem was first proved in the Hardy space case, by Peller for p = 1 when
Ω is the unit disc in C. It was later extended to the case p > 1 by Peller [Pe1] and
Rochberg [R], and to the case 0 < p < 1 by Peller [Pe2] and Semmes [Se]. This
result in the Bergman space case, for 1 < p < ∞, on the unit disc, follows from the
results in [AFP].
For higher dimensional cases, this result is known to hold for p > 1 when Ω is the

unit ball [FR], and more generally, a strictly pseudoconvex domain [BPS1], for both
Hankel operators on Hardy and Bergman spaces.
In [BPS2] we prove this result in the context of a convex domain of finite type Ω,

for the full range 0 < p < ∞.
This result holds also in the case of a strictly pseudoconvex domain Ω. For the

range 1 ≤ p < ∞ the proof appears in [BPS1]. Here we show how to extend the
proof of Theorem 7.1 in [BPS2] to the case of a strictly pseudoconvex domain Ω.
The same argument, with all the technicalities of [BPS2], is valid for all H-domains.
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A key technical tool in the proof of Theorem 5.1 is the atomic decomposition of
the Besov spaces.

Definition 5.2. Given η > 0 we say that a sequence of points {w(j)} is an η-lattice
if:

(i) ∪jQ(w(j), ηδ(w(j))) = Ω,
(ii) the sets Q(w(j), ηδ(w(j))) are almost disjoint, in the sense that any given point

in Ω belongs to at most NΩ of the polydiscs, and the integer NΩ depends only
on the geometry,

(iii) Q(w(j), ηδ(w(j))/CΩ) ∩Q(w(k), ηδ(w(k))/CΩ) = ∅ if j )= k.

The following kind of decomposition was first studied by Coifman and Rochberg
[CR]. For a proof in this context see [BPS2].

Theorem 5.3. Let Ω be an H-domain and 0 < p < +∞. There exists η0 > 0 such
that for each η-lattice {w(j)} with 0 < η < η0, the following conditions hold.

(i) There exists c > 0 such that for any f in Bp(Ω) there exists {νj} ∈ 2p such that

f(z) =
∑

j

νjσjSΩ(z, w
(j))

where σj := δ(w(j))−1BΩ(w(j), w(j))−1, and
∑

j

|νj|p ≤ c‖f‖pBp
.

(ii) Conversely, given any sequence {νj} ∈ 2p the function f defined as in (i) is in
Bp(Ω) and

‖f‖pBp
≤ c

∑

j

|νj|p.

Proof. The proof of this fact is by now standard. It relies on the size estimates for
the Szegö and Bergman kernels. See [BPS2] Theorem 5.1 for the significant case of
a convex domain of finite type. !

A simpler result, which will be crucial later and whose proof follows the same
lines, is the following.

Proposition 5.4. Let {w(j)} be an η-lattice. Let p > 0 and α, β ∈ R with α+ (n−
1)β∗ > −1 be given. Then there exists an η0 > 0 such that if η < η0, there exists
a constant c = cp independent of η such that for all holomorphic functions f which
are in the weighted space Lp(δ(z)ατ(z, δ(z))βdV (z)), one has

∫

Ω

|f(z)|pδ(z)ατ(z, δ(z))βdV (z) ≤ c
∑

j

δ(w(j))α+2τ(w(j), δ(w(j)))β+2|f(w(j))|p.(8)



16 A. BONAMI, M. M. PELOSO, AND F. SYMESAK

In particular, for f ∈ Bp, one has

‖f‖pBp
≤ c

∑

j

δ(w(j))pk
∑

|γ|≤k

|∂γf(w(j))|p.

Proof. We only sketch the proof, refering to Corollary 5.7 in [BPS2] for full details.
We first majorize the integral over Ω with the sum of the integrals over Qj =

Q(w(j), ηδ(w(j))). On each Qj we majorize the quantity |f(z)| by |f(w(j))|+ |f(z)−
f(w(j))|. Now the first terms give rise to the right hand side. We now prove that the
second terms give rise to an error term which can be substracted to the left-hand
side in (8).
We have

∑

j

∫

Qj

|f(z)− f(w(j))|pδ(z)ατ(z, δ(z))βdV (z)

≤ cpη
p/MΩ

∑

j

δ(w(j))ατ(w(j), δ(w(j)))β
Vol (Qj)

Vol (Q∗
j)

∫

Q∗
j

|f(z)|pdV (z)

≤ cpη
p/MΩ

∫

Ω

δ(z)ατ(z, δ(z))β|f(z)|pdV (z),

where Q∗
j = Q(w(j), θδ(w(j))), for some other constant θ larger than η for which this

new family is assumed to be also almost disjoint. If η has been chosen small enough,
this quantity is indeed smaller than half of the left hand side (8). !

Remark 5.5. The last proposition gives an a priori estimate. In fact, a modifica-
tion of the proof allows to replace the assumption that f belongs to the weighted
space Lp(δ(z)ατ(z, δ(z))βdV (z)) by the much weaker assumption that f belongs to
some Lp(δ(z)NdV (z)) for some large N . We will show how to modify this kind of
proof in such a direction later on. Then, the proposition may be seen as a tool
to prove that some function is in a precise weighted space. We will use it for this
purpose.
We also point out that the inequality converse to (8) follows from the mean value

inequalities.

Before discussing the proof of Theorem 5.1 we give one more definition. Let a be
a positive real number, m be a positive integer and γ be a multi-index with |γ| ≤ m.
Let {w(j)} be an η-lattice and

n

2
< a < m.

We set

ej,γ = ej := δm−a(w(j))σj
1
2Ha(·, w(j))∂

γ
wSΩ(·, w(j));(9)

fj := δa(w(j))σj
− 1

2H−a(·, w(j)) .(10)
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It is worth mentioning that, by Lemma 2.5, the norms of ej and fj in H2(Ω) are
bounded uniformly in j. In fact, one can prove more (see [BPS2] Section 2): There
exist linear operators Kγ,K′ bounded from L2(∂Ω) into H2(Ω) and orthonormal
sequences {ψj} and {ψ′

j} such that ej,γ = Kγ(ψj) and fj = K′(ψ′
j).

Proof of Theorem 5.1. We begin discussing the proof of the sufficient condition.
This is by now classical, and the argument relies on the atomic decomposition of
the space of symbols. If b ∈ Bp then there exist an η-lattice {w(j)} and a sequence
{λj} ∈ 2p such that

b(z) =
∑

j

λjσjSΩ(z, w
(j)).

We present the proof of the sufficient condition in the case 0 < p ≤ 1. The proof
of the other case is much more difficult, see [R] [Sy1] and [BPS2] for instance.
Let g ∈ H2(Ω) and z ∈ Ω. Then

hbg(z) = PS(bg)(z)

=
∑

j

λjσj

∫

∂Ω

SΩ(z, ζ)g(ζ)SΩ(ζ, w
(j)) dσ(ζ)

=
∑

j

λjσjSΩ(z, w
(j))g(w(j))

=
∑

j

λjσjSΩ(z, w
(j))〈SΩ(·, w(j)) , g〉 .

Hence, we can write hb as an infinite sum of operator of rank 1, namely g 1→
σjSΩ(z, w(j))〈SΩ(·, w(j)) , g〉. Their Sp norm equals their operator norm, which is
uniformly bounded in j. Then,

‖hb‖pSp
≤ c

∑

j

|λj|p ≤ c‖b‖pBp
.

We now turn to the necessary condition.
Let 1 ≤ p < ∞ first. By Proposition 5.4 we have

‖b‖pBp
≤ c

∑

|γ|≤m

∑

j

δmp(w(j))
∣∣∂γb(w(j))

∣∣p

= c
∑

|γ|≤m

∑

j

δmp(w(j))
∣∣
∫

∂Ω

∂γwSΩ(w
(j), ζ)b(ζ) dσ(ζ)

∣∣p

= c
∑

|γ|≤m

∑

j

∣∣
∫

∂Ω

b(ζ)ej,γ(ζ)fj(ζ) dσ(ζ)
∣∣p

= c
∑

|γ|≤m

∑

j

|〈hb(ej,γ), fj〉|p,(11)

since the function ej,γ , fj are holomorphic.
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Now, for each γ we obtain that
∑

j

|〈hb(ej,γ), fj〉|p =
∑

j

|〈K′∗hbKγ(ψj),ψ
′
j〉|p.

Since the operators Kγ,K′ are bounded, {ψj} and {ψ′
j} are orthonormal sequences,

and 1 ≤ p < ∞, this last quantity is bounded by c‖hb‖pSp
, which is what we wanted

to prove.

We now turn to the case 0 < p < 1.
Having fixed an η-lattice {w(j)}, we decompose it into a finite number of subse-

quences whose elements satisfy a separation condition.
We say that a sequence of points {z(j)} form an M -sequence if

QM(z(j)) ∩QM(z(k)) = ∅ if j )= k,

where M > 0 and

QM(z) = Q(z,Mδ(z)) ∩ {w : δ(w) ≥ δ(z)/M}.
In order to better understand the set QM(z), take Ω to be the upper-half plane in C.
Then QM(x+iy) is equivalent to the set {w = u+iv : |u−x| < M, y/M < v < My},
which in turn is equivalent to the disc of center z and radius M in the hyperbolic
metric.
We have the following result, for whose proof we refer to Proposition 7.3 in [BPS2].

However, we remark that this idea originated in [Se], where Semmes first proved the
characterization of Schatten class Hankel operators on the unit disc, when 0 < p < 1.

Proposition 5.6. Let 0 < η < η0 and let {w(j)} be an η-lattice in Ω. Let M > 0.
Then there exists an integer N = N(M, η) such that {w(j)} can be decomposed into
a finite number of M-sequences {z(j,l)}, j ∈ N, l ∈ {1, 2, . . . , N}.

Having fixed the η-lattice {w(j)} and its decomposition into M -sequences {z(j,l)},
l = 1, . . . , N(M), j = 1, 2, . . . , we decompose the sequences {ej} and {fj} accord-
ingly by setting

elj = elj,γ := δm−a(z(j,l))σ(j,l)
1
2Ha(·, z(j,l))∂γwS(·, z(j,l));(12)

f l
j := δa(z(j,l))σ(j,l)

− 1
2H−a(·, z(j,l)),(13)

where σ(j,l) = δ(z(j,l))−1B(z(j,l), z(j,l))−1 as before. We remark that these two se-
quences coincide with the previous ones. They only have been relabelled.

Proposition 5.7. Let {w(j)} be an η-lattice and let {z(j,l)}, l = 1, . . . , N(M) be a
decomposition into M -sequences. It is possible to choose a ∈ R and m ∈ N in the
definition of elj and f l

j large enough so that the following condition holds. There exist
ε0 > 0 and a constant c > 0 independent of M such that for all b ∈ Bp we have

∑

l≤N

∑

j )=k

|〈hb(e
l
j,γ), f

l
k〉|p ≤

c

M ε0
‖b‖pBp

.
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Again, we refer to [BPS2] Proposition 7.4 for a proof.

End of the proof of Theorem 5.1. We begin by assuming a priori that b ∈ Bp. We
are going to remove this assumption later on.
Now, arguing as in (11) we have

‖b‖pBp
≤ c

∑

|γ|≤m

∑

j

|〈hb(ej,γ), fj〉|p

= c
∑

|γ|≤m

∑

l≤N

∑

j

|〈hb(e
l
j,γ), f

l
j〉|p

≤ c
∑

|γ|≤m

∑

l≤N

(
‖Kγ‖p‖K′‖p‖hb‖pSp

+
∑

j )=k

|〈hb(e
l
j,γ), f

l
k〉|p
)
.

This last inequality follows from elementary Hilbert space arguments, and we refer
to [BPS2] Proposition 7.1 for a proof. Notice however, that this last step is key in
our analysis. In fact, by decomposing the sequences {ej,γ} and {fk} into finitely
many subsequences {elj,γ} and {f l

k}, l = 1, . . . , N(M), we may estimate the left-
hand side by a large constant times ‖hb‖Sp and an error term. This error term is
estimated by using Proposition 5.7 above. Hence, we obtain

‖b‖pBp
≤ CM‖hb‖pSp

+
c

M ε0
‖b‖pBp

,

where CM is a large constant that depends on M , the parameter that measures the
amount of separation between elements in each subsequence {z(j,l)}.
From the above estimate it follows that

‖b‖Bp ≤ c‖hb‖Sp ,

which proves the theorem under the assumption that we know a priori that b ∈ Bp.
Our next task is to remove this assumption when it is possible, and to propose a

refinement of the proof when it is not.
When Ω is a convex domain of finite type in Cn this is done in [BPS2], and in

fact it only requires a simple approximation argument. Without loss of generality
we may assume that 0 ∈ Ω. For 0 < r < 1 we define Trf(z) = f(rz). Then T is
an operator on H2(Ω), uniformly bounded in r. For each b holomorphic in Ω, Trb
in holomorphic across the boundary and hence in Bp for all p. Then, we may apply
the a priori estimate to hTrb and pass to the limit.
When Ω is strictly pseudoconvex domain (non star-like), or more generally an

H-domain, the argument outlined above does not work anymore. We now show
how to refine the arguments when we cannot rely on an a priori assumption.

For simplicity, we assume that Ω is strictly pseudoconvex, the proof in the general
case being completely analogous. Let 0 < p < 1 and hb ∈ Sp. We set

Aj =
∑

|γ|≤m

∫

2−j<δ<2−j+1

|δ(z)m∂γb(z)|p dV

δn+1
.
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We want to show that
∑∞

j=1 Aj < ∞.
Notice that we may assume that b ∈ B1 so that

∑

|γ|≤m

∫

Ω

|δ(z)m∂γb(z)| dV
δn+1

< ∞.

By Hölder’s inequality it follows that

Aj ≤ c‖b‖pB1
2jn(1−p).

This weak inequality will play the role of the a priori assumption.
Using the same argument as in the proof of Proposition 5.4 (see the proof of

Corollary 5.7 [BPS2]) we get
∑

j≤J

Aj ≤ Cη

∑

|γ|≤m

∑

(j,l)∈NJ

|δ(z(j,l))m∂γb(z(j,l))|p

+ Cη
1
2

∑

|γ|≤m

∫

δ(z)≥2−J−1

|δm(z)∂γb(z)|p dV

δn+1
,

where {z(j,l)} is as before with η < η0 small to be determined later, and we have set
NJ = {(j, l) : δ(z(j,l)) ≥ s−J}. The last inequality may be written as

∑

j≤J

Aj ≤ Cη

∑

|γ|≤m

∑

(j,l)∈NJ

|δ(z(j,l))m∂γb(z(j,l))|p + Cη
1
2AJ+1.

The same argument as in (11) gives
∑

(j,l)∈NJ

|δ(z(j,l))m∂γb(z(j,l))|p ≤ CM‖hb‖pSp
+ c
∑

l

∑

(s,l),(t,l)∈NJ

|〈b, elsf l
t〉|p.

By the usual integration by parts argument (see Lemma 6.5 in [BPS1])

|〈b, elsf l
t〉|p = |

∫
Dmb(z)els(z)f

l
t(z)δ(z)

m−1dV (z)|

≤
∫

|Dmb(z)els(z)f
l
t(z)|δ(z)m−1dV (z)

≤ c
∑

k

|Dmb(w(k))els(w
(k))f l

t(w
(k))|δ(w(k))m+n,

for some η′-lattice {w(k)}, where Dm denotes a differential operator of order m with
smooth coefficients. We now consider

EJ(z) =
∑

(s,l),(t,l)∈NJ

|els(z)|p|f l
t(z)|p,

where els, f
l
t are defined as in (12) and (13). Then,

∑

l≤N

∑

(s,l),(t,l)∈NJ

|〈b, elsf l
t〉|p ≤ c

∑

|γ|≤m

∑

k

|∂γb(w(k))|pEJ(w
(k))pδ(w(k))p(m+n).(14)
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We claim that

|EJ(z)|p ≤
c

Mα

(
δ(z) + 2−J

)−np
(15)

Let us assume this inequality for the moment, and finish the proof of the theorem.
The left-hand side in (14) is bounded by

Cη

Mα

∑

|γ|≤m

∫

Ω

δ(z)mp|∂γb(z)|p
(

δ(z)

δ(z) + 2−J

)np dV

δn+1
,

or, equivalently, by

Cη

Mα

(
J∑

j=1

Aj + 2npJ
∞∑

j=J+1

2−npjAj

)
.

Therefore, for every η, M and J , we have the inequality

J∑

j=1

Aj ≤ CηCM‖hb‖Sp + Cη
1
2AJ+1 +

Cη

Mα

(
J∑

j=1

Aj + 2npJ
∞∑

j=J+1

2−npjAj

)
.

Recall now that Aj ≤ c02jn(1−p). For p > 1
2 , we can find β such that n(1 − p) <

β < np. Then 2−βjAj → 0, and there exists an infinite number of values of J such
that 2−βjAj ≥ 2−βJAJ for j > J . For such J , the above inequality becomes

J∑

j=1

Aj ≤ CηCM‖hb‖Sp + Cη
1
22βAJ +

Cη

Mα

(
J∑

j=1

Aj + CβAJ

)
.

Let us choose η so that C2βη
1
2 < 1

4 , then M so that Cη

Mα (1 + Cβ) < 1
4 . With this

choice,
J∑

1

Aj ≤ 2CηCM‖hb‖Sp ,

which gives the desired estimate when J tends to infinity and p > 1
2 . If p is smaller,

we take 1
2 < p̃ < 1 and use the fact that we already know that b ∈ Bp̃, from which

we get Aj ≤ c2jn(1−p/p̃). The proof given above will work when 1 − p/p̃ < p, that
is p(1 + 1/p̃) > 1, i.e. p > 1

3 . For smaller values of p we proceed recursively, using
at each step the estimate coming from the previous step. We then obtain that the
estimate is valid for p > pn, with

pn+1(1 + pn) = 1, that is pn = 1/n → 0.

This completes the proof of the theorem.
It remains to show that (15) is valid. One has to slightly modify the corresponding

part of the proof of Proposition 7.4 in [BPS2]. We give some details for completness.
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Let

φ1(u) =
δ(u)(m−a+n/2)p−n−1

d(z, u)p(n+m−a)
,

φ2(v) =
δ(v)(a−n/2)p−n−1

d(z, v)pa
.

Then,

EJ(z) ≤
∫∫

⋃
l, s %=t Q

l
s×Ql

t,δ(u)>c2−J ,δ(v)>c2−J

φ1(u)φ2(v)dV (u)dV (v),(16)

where Ql
s = Q

(
z(s,l), ηδ(z(s,l))/CΩ

)
.

Recall that the Ql
s are pairwise disjoint, that (s, l), (t, l) ∈ NJ , and that

QM(z) = {w : db(z, w) < Mδ(z), δ(w) > δ(z)/M}.
Then, QM(z(s,l)) ∩ QM(z(t,l)) = ∅ when s )= t. So, if (u, v) ∈ ∪l, s )=tQl

s × Ql
t, then

u ∈ Ql
s for some s and v /∈ QM(z(s,l)), which means that either d(u, v) > Mδ(u)

(where M has been changed into a smaller constant), or δ(u)/M > δ(v).
In the first case, since d(u, v) < d(u, z) + d(z, w), we must have either d(z, v) >

Mδ(u)/2 or d(z, u) > Mδ(v)/2, that is, one of the two following conditions holds:

(i) d(z, v)−1 <
(
Mδ(u)

)−1
;

(ii) d(z, u)−1 <
(
Mδ(u)

)−1
.

Moreover, δ(u), δ(v) > 2−J , so that the two conditions above become

(i′) d(z, v)−1 (
(
d(z, v) + 2−J

)−1
;

(ii′) d(z, u)−1 (
(
d(z, u) + 2−J

)−1
.

Let E ′, F ′ denote the subsets of Ω×Ω on which the two conditions (i′) or (ii′) hold.
Then, the integral in (16) is bounded by a constant times

∫∫

E′
φ1(u)φ2(v)dV (u)dV (v) +

∫∫

F ′
φ1(u)φ2(v)dV (u)dV (v).

By symmetry it obviously suffices to estimate one of the two integrals.
We choose a so that ap > n + 1 and (a − n/2)p − n − 1 > −1. Hence, for

0 < α < ap− n− 1,
∫

d(z,v)−1<(Mδ(u))−1,

δ(v)>2−J

φ2(v)dV (v) ≤ 1

Mα

δ(z)(a−n/2)p−n−1

δ(u)α[d(z, v) + 2−J ]ap−α

≤ c

Mα

(
δ(u) + 2−J

)α−np/2
δ(u)−α.

Now, ∫

δ(u)>2−J

δ(u)(m−a+n/2)p−n−1−α

d(z, u)p(n+m−a)
dV (u) ≤ c

(δ(z) + 2−J)α+np/2
,

for α such that (m− a+ n/2)p− n− 1− α > −1.
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Hence, ∫∫

E′
φ1(u)φ2(v)dV (u)dV (v) ≤ c

Mα

(
δ(z) + 2−J

)−np
,

for α small enough. This gives (15), and finishes the proof of the theorem. !
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pseudoconvex domains, Duke Math. J. 44(1977), 695-704.

[R] R. Rochberg, Trace ideal criteria for Hankel operators and commutators, Indiana J. Math.
31 (1982), 913-925.

[Se] S. Semmes, Trace ideal criteria for Hankel operators and applications to Besov spaces,
Equations and Op. Theory 7 (1984), 241-281.

[St] E. M. Stein, Boundary behaviour of holomorphic functions of several complex variables,
Math. Notes, Princeton University Press, Princeton 1972.

[Sy1] F. Symesak, Hankel operators on complex ellipsoids, Ill. J. Math. 40 (1996), 632-647.
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