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#### Abstract

The Bar Code is a bidimensional diagram representing a finite set of terms in any number of variables. In particular, one can represent the (lexicographical) Groebner escalier of a zerodimensional monomial ideal and use this representation to desume many of its properties. The aim of this paper is to give a general description of the Bar Code and it construction, giving then an overview of all the applications studied so far.


## 1. Introduction

Representing in diagrams zerodimensional monomial ideals is a useful tool to increase the intuition on the properties of that ideals. The first paper presenting such kind of representation is due to Galligo [18]. In the book [35], Miller and Sturmfels introduce the staircase diagram for the case of 2 and 3 variables, as a tool to subsume the structure of the considered ideals. In particular, they are able to compute resolutions "by pictures". Such a representation, which is very useful for the case of 2 and 3 variables, cannot be applied to "bigger dimensions" (see section 3), since no-one can draw pictures in dimension four or even bigger.
In this paper we show how to extend such kind of representation to any number of variables (section 4) with the Bar Code, a bidimensional diagram which encodes the properties of zerodimensional ideals in $n \geq 1$ variables. From a Bar Code, one can deduce the star set (see section 5), which is the Pommaret basis of the represented zerodimensional ideal. Finally in section 6 , we will see some applications of Bar Codes, both in the involutive (section 6.2) and in the non-involutive context (section 6.1).

## 2. Notation

Throughout this paper we mainly follow the notation of [37], for what concerns monomial ideals. We denote by $\mathcal{P}:=\mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$ the graded ring of polynomials in $n$ variables with coefficients in the field $\mathbf{k}$.
The semigroup of terms, generated by $\left\{x_{1}, \ldots, x_{n}\right\}$ is $\mathcal{T}:=\left\{x^{\gamma}:=x_{1}^{\gamma_{1}} \cdots x_{n}^{\gamma_{n}} \mid \gamma:=\left(\gamma_{1}, \ldots, \gamma_{n}\right) \in \mathbb{N}^{n}\right\}$. If $\tau=$ $x_{1}^{\gamma_{1}} \cdots x_{n}^{\gamma_{n}}$, then $\operatorname{deg}(\tau)=\sum_{i=1}^{n} \gamma_{i}$ is the degree of $\tau$ and, for each $h \in\{1, \ldots, n\} \operatorname{deg}_{h}(\tau):=\gamma_{h}$ is the $h$-degree of $\tau$. The symbol $\mathcal{T}_{\leq d}$ denotes the degree $\leq d$ part of $\mathcal{T}$, namely $\mathcal{T}_{\leq d}=\left\{x^{\gamma} \in \mathcal{T} \mid \operatorname{deg}\left(x^{\gamma}\right) \leq d\right\}$. Analogously, $\mathcal{P}_{\leq d}$ denotes the degree $\leq d$ part of $\mathcal{P}$ and, given an ideal $I$ of $\mathcal{P}, I_{\leq d}$ is its degree $\leq d$ part, i.e. $I_{\leq d}=I \cap \mathcal{P}_{\leq d}$. For each term $\tau \in \mathcal{T}$ and $x_{j} \mid \tau$, the only $v \in \mathcal{T}$ such that $\tau=x_{j} v$ is called $j$-th predecessor of $\tau$.
A semigroup ordering $<$ on $\mathcal{T}$ is a total ordering such that $\tau_{1}<\tau_{2} \Rightarrow \tau \tau_{1}<\tau \tau_{2}, \forall \tau, \tau_{1}, \tau_{2} \in \mathcal{T}$. For each semigroup ordering $<$ on $\mathcal{T}$, we can represent a polynomial $f \in \mathcal{P}$ as a linear combination of terms arranged w.r.t. <, with coefficients in the base field $\mathbf{k}$ : $f=\sum_{\tau \in \mathcal{T}} c(f, \tau) \tau=\sum_{i=1}^{s} c\left(f, \tau_{i}\right) \tau_{i}: c\left(f, \tau_{i}\right) \in \mathbf{k}^{*}, \tau_{i} \in \mathcal{T}, \tau_{1}>$ $\ldots>\tau_{s}$, with $\mathrm{T}(f):=\tau_{1}$ the leading term of $f$. A term ordering is a semigroup ordering such that 1 is lower than every variable or, equivalently, it is a well ordering. Unless otherwise specified, we consider the lexicographical ordering induced by $x_{1}<\ldots<x_{n}$, i.e: $x_{1}^{\gamma_{1}} \cdots x_{n}^{\gamma_{n}}<$ Lex $x_{1}^{\delta_{1}} \cdots x_{n}^{\delta_{n}} \Leftrightarrow \exists j \mid \gamma_{j}<\delta_{j}, \gamma_{i}=\delta_{i}, \forall i>j$, which is a term
ordering. Given a term $\tau \in \mathcal{T}, \min (\tau)$ is the smallest variable dividing $\tau$. For $M \subset \mathcal{T}, \bar{M}$ is the list obtained by ordering the elements of $M$ increasingly w.r.t. Lex. For example, if $M=\left\{x_{2}, x_{1}^{2}\right\} \subset \mathbf{k}\left[x_{1}, x_{2}\right], x_{1}<x_{2}$, $\bar{M}=\left[x_{1}^{2}, x_{2}\right]$.
A subset $J \subseteq \mathcal{T}$ is a semigroup ideal if $\tau \in J \Rightarrow \sigma \tau \in J, \forall \sigma \in \mathcal{T}$; a subset $\mathrm{N} \subseteq \mathcal{T}$ is an order ideal if $\tau \in \mathrm{N} \Rightarrow \sigma \in \mathrm{N} \forall \sigma \mid \tau$. We have that $\mathrm{N} \subseteq \mathcal{T}$ is an order ideal if and only if $\mathcal{T} \backslash \mathrm{N}=J$ is a semigroup ideal. Given a semigroup ideal $J \subset \mathcal{T}$ we define $\mathrm{N}(J):=\mathcal{T} \backslash J$. The minimal set of generators $\mathrm{G}(J)$ of $J$, called the monomial basis of $J$, satisfies the conditions below

$$
\mathrm{G}(J):=\{\tau \in J \mid \text { each predecessor of } \tau \in \mathrm{N}(J)\}=\{\tau \in \mathcal{T} \mid \mathrm{N}(J) \cup\{\tau\} \text { is an order ideal, } \tau \notin \mathrm{N}(J)\} .
$$

For all subsets $G \subset \mathcal{P}$, we have $\mathrm{T}\{G\}:=\{\mathrm{T}(g), g \in G\}$ and $\mathrm{T}(G):=\{\tau \mathrm{T}(g), \tau \in \mathcal{T}, g \in G\}$. Fixed a term order $<$, for any ideal $I \triangleleft \mathcal{P}$ the monomial basis of the semigroup ideal $\mathrm{T}(I)=\mathrm{T}\{I\}$ is called monomial basis of $I$ and denoted again by $\mathrm{G}(I)$, whereas the order ideal $\mathrm{N}(I):=\mathcal{T} \backslash \mathrm{T}(I)$ is called Groebner escalier of $I$.

Definition 1. [37, Vol. 2] A set $G \subset I$ is a Groebner basis of $I$ wrt $<$ if $T(G)=T\{I\}$.
If $I \triangleleft \mathcal{P}$ is an ideal, we define its associated variety as $V(I)=\left\{P \in \overline{\mathbf{k}}^{n}, f(P)=0, \forall f \in I\right\}$, where $\overline{\mathbf{k}}$ is the algebraic closure of $\mathbf{k}$.

Definition 2. The affine Hilbert function of an ideal $I \triangleleft \mathcal{P}$ is the function $H F_{I}: \mathbb{N} \rightarrow \mathbb{N} ; d \mapsto \operatorname{dim}\left(\mathcal{P}_{\leq d} / I_{\leq d}\right)$.
For $d$ sufficiently large, the affine Hilbert function of $I$ can be written as: $H F_{I}(d)=\sum_{i=0}^{l} b_{i}\left(\begin{array}{l}d-i\end{array}\right)$, where $l$ is the Krull dimension of $V(I), b_{i}$ are integers and $b_{0}$ is positive.
Definition 3. The polynomial which is equal to $H F_{I}(d)$, for $d$ sufficiently large, is called the affine Hilbert polynomial of I and denoted $H_{I}(d)$.

## 3. Representing zerodimensional monomial ideals

In this section, we see how zerodimensional monomial ideals are represented in literature, before giving, in the next section, the definition and the construction of Bar Codes, where we encode finite sets of terms. In particular, we usually represent the Groebner escalier $\mathrm{N}(I)$ of a zerodimensional monomial ideal $I$, automatically desuming some of its properties. First of all, we point out that, since $\mathcal{T} \cong \mathbb{N}^{n}$, a term $x^{\gamma}=x_{1}^{\gamma_{1}} \cdots x_{n}^{\gamma_{n}}$ can be regarded as the point $\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ in the $n$-dimensional space. For the case of two and three variables, Miller and Sturmfels [35], introduced the staircase diagram, in which each element of $\mathcal{T}$ is drawn as a point in the $n$-dimensional space ( $n=2,3$ ) and much emphasis is given to the escalier. They have been able to prove results on irreducible decompositions, minimal free resolutions and Hilbert series, by means of this picture. An equivalent reformulation of the staircase diagram has been given in [30, 13, 14, 15, 31] and called tower structure of $I$ in [5].

Example 4. Consider the radical ideal $I=\left(x_{1}^{2}-x_{1}, x_{1} x_{2}, x_{2}^{2}-2 x_{2}\right) \triangleleft \mathbf{k}\left[x_{1}, x_{2}\right]$, defined by its lexicographical reduced Groebner basis. Since w.r.t. Lex ${ }^{1}$, we have $\mathrm{T}\left(x_{1}^{2}-x_{1}\right)=x_{1}^{2}, \mathrm{~T}\left(x_{1} x_{2}\right)=x_{1} x_{2}, \mathrm{~T}\left(x_{2}^{2}-2 x_{2}\right)=x_{2}^{2}$, we can conclude that the lexicographical Groebner escalier of $I$ is $\mathrm{N}(I)=\left\{1, x_{1}, x_{2}\right\}$, so it can be represented by the following picture:


## Staircase diagram



[^0]For a radical ideal $I$, notice that if $|\mathrm{N}(I)|<\infty$, it holds $|V(I)|=|\mathrm{N}(I)|<\infty$, so the associated variety consists of a finite set of points. It has been proved by Cerlienco-Mureddu [13] that, in this case, any ordering on the points in $V(I)$ gives a precise $1-1$ correspondence between the terms in $\mathrm{N}(I)$ and the points in $V(I)$, so it is also possible to label each point in the tower structure with the corresponding point of the (ordered) variety $V(I)$.
Example 5. Consider again the radical ideal $I=\left(x_{1}^{2}-x_{1}, x_{1} x_{2}, x_{2}^{2}-2 x_{2}\right) \triangleleft \mathbf{k}\left[x_{1}, x_{2}\right]$ of example 4. The corresponding variety can be easily computed and, actually, it is finite: $V(I)=\{(0,0),(0,2),(1,0)\}$. We can also note that, exactly as expected, $|\mathrm{N}(I)|=|V(I)|=3$. The correspondence given by Cerlienco-Mureddu (see [13] for more details on how the correspondence is constructed) is displayed below; the corresponding reorderings of $V(I)$ are indicated in square brackets:

| $\Phi_{1}: \mathrm{N}(I) \rightarrow V(I)$ | $\Phi_{2}: \mathrm{N}(I) \rightarrow V(I)$ | $\Phi_{3}: \mathrm{N}(I) \rightarrow V(I)$ | $\Phi_{4}: \mathrm{N}(I) \rightarrow V(I)$ |
| :---: | :---: | :---: | :---: |
| $1 \mapsto(0,0)$ | $1 \mapsto(1,0)$ | $1 \mapsto(1,0)$ | $1 \mapsto(0,2)$ |
| $x_{2} \mapsto(0,2)$ | $x_{2} \mapsto(0,2)$ | $x_{2} \mapsto(0,0)$ | $x_{2} \mapsto(0,0)$ |
| $x_{1} \mapsto(1,0)$. | $x_{1} \mapsto(0,0)$. | $x_{1} \mapsto(0,2)$. | $x_{1} \mapsto(1,0)$. |
| $[(0,0),(0,2),(1,0)] ;$ | $[(1,0),(0,0),(0,2)] .[(1,0),(0,2),(0,0)]$. | $[(0,2),(0,0),(1,0)] ;$ |  |
| $[(0,0),(1,0),(0,2)]$. | $[(0,2),(1,0),(0,0)]$. |  |  |

Now, we can label the points in the tower structure with the corresponding point of $V(I)$, as it can be seen in the pictures below.


The construction of Examples 4 and 5 is a sort of "inverse" of Macaulay's construction (see [34] p.548) in which from a finite order ideal N , a finite set of point $\mathbf{X}$ and a Groebner basis of $I(\mathbf{X})$ are produced so that the lexicographical Groebner escalier of $I(\mathbf{X})$ is exactly N .

Example 6. For the case in which we have two variables, the tower structure of a zerodimensional radical ideal $I$ s.t. $V(I)=\left\{P_{1}, \ldots, P_{s}\right\}$ is represented by $h$ towers, where $h$ is the number of different values appearing as first coordinate of the points in $V(I)$, so that each tower corresponds to a "first coordinate". For each $1 \leq i \leq h$, the $i$-th tower contains as many elements as the number of occurrences of the associated first coordinate. Displaying these towers in nonincreasing order by height, one obtains a tower structure for $I$ (see the one obtained in example 5 via the maps $\Phi_{1}, \Phi_{4}$ ), and so also the escalier $\mathrm{N}(I)$. This is not the case for three or more variables, since some shifts in the towers' planes are needed. For example, given the zerodimensional radical ideal $I=\left(x_{1}^{2}-x_{1}, x_{1} x_{2}, x_{2}^{2}-x_{2}, x_{1} x_{3}-x_{3}, x_{2} x_{3}, x_{3}^{2}-x_{3}\right) \triangleleft \mathbf{k}\left[x_{1}, x_{2}, x_{3}\right]$, whose variety is $V(I)=\{(0,0,0),(0,1,0),(1,0,0),(1,0,1)\}$, we have $\mathrm{N}(I)=\left\{1, x_{1}, x_{2}, x_{3}\right\}$, which cannot be represented with a natural extension to three variables of the procedure explained above. In such an extension, the towers are in the $x_{2}$ direction if the points have only the same first coordinate and in the $x_{3}$ direction if both the first and the second coordinate are the same.
Example 7. Let us consider the zerodimensional radical ideal $I=\left(x_{1}^{3}-3 x_{1}^{2}+2 x_{1}, x_{1} x_{2}, x_{2}^{2}-2 x_{2}\right) \triangleleft \mathbf{k}\left[x_{1}, x_{2}\right]$, defined by its lexicographical reduced Groebner basis. Since, w.r.t. Lex, $\mathrm{T}\left(x_{1}^{3}-3 x_{1}^{2}+2 x_{1}\right)=x_{1}^{3}, \mathrm{~T}\left(x_{1} x_{2}\right)=x_{1} x_{2}$, $\mathrm{T}\left(x_{2}^{2}-2 x_{2}\right)=x_{2}^{2}$, we can conclude that the lexicographical Groebner escalier of $I$ is $\mathrm{N}(I)=\left\{1, x_{1}, x_{1}^{2}, x_{2}\right\}$, so it can be represented with the picture on the left.

Consider now the zerodimensional radical ideal $I^{\prime}=\left(x_{1}^{3}-x_{1}, x_{1} x_{2}, x_{2}^{2}-2 x_{2}, x_{3}+\right.$ $\left.x_{1}^{2}-x_{1}\right) \triangleleft \mathbf{k}\left[x_{1}, x_{2}, x_{3}\right]$, defined via its reduced lexicographical Groebner basis. Since w.r.t. Lex, we have $\mathrm{T}\left(x_{1}^{3}-x_{1}\right)=x_{1}^{3}, \mathrm{~T}\left(x_{1} x_{2}\right)=x_{1} x_{2}, \mathrm{~T}\left(x_{2}^{2}-2 x_{2}\right)=x_{2}^{2}$, $\mathrm{T}\left(x_{3}+x_{1}^{2}-x_{1}\right)=x_{3}$, we can conclude that the lexicographical Groebner escalier of $I^{\prime}$ is $\mathrm{N}\left(I^{\prime}\right)=\left\{1, x_{1}, x_{1}^{2}, x_{2}\right\}$, so it can be represented with the same picture as
above and then $I$ and $I^{\prime}$ have the same tower structure, even if $I^{\prime} \triangleleft \mathcal{P}=\mathbf{k}\left[x_{1}, x_{2}, x_{3}\right]$ and $I \triangleleft \mathbf{k}\left[x_{1}, x_{2}\right]$. The reason of this fact is that $x_{3} \notin \mathrm{~N}\left(I^{\prime}\right)$; indeed, $x_{3}$ is the leading term of $x_{3}+x_{1}^{2}-x_{1}$. In general, the reason is that there is a polynomial $\left(x_{3}-\sum_{t \in \mathrm{~N}\left(I^{\prime}\right)} c_{t} t\right) \in I^{\prime}$.

In a slightly different situation (i.e. in solving equations) the ability of detecting linear relations mod $I^{\prime}$ among the elements of $\left\{1, x_{1}, x_{2}, x_{3}\right\}$ and, equivalently, producing a basis of the vector space generated by $\left\{1, x_{1}, x_{2}, x_{3}\right\}$, $\operatorname{Span}\left(1, x_{1}, x_{2}, x_{3}\right) \bmod I^{\prime}$, is crucial (see [3, 32]). This is the case, for instance of $I^{\prime \prime}=\left(x_{1}^{3}-x_{1}, x_{1} x_{2}, x_{2}^{2}-\right.$ $\left.2 x_{2}, x_{3}-x_{1}\right) \triangleleft \mathbf{k}\left[x_{1}, x_{2}, x_{3}\right]$, where $\boldsymbol{S p a n}\left(1, x_{1}, x_{2}, x_{3}\right)=\mathbf{S p a n}\left(1, x_{1}, x_{2}\right) \bmod I^{\prime \prime}$

Unfortunately, as one can easily understand, the tower structure (as well as the staircase diagram) becomes rather complicated when we have an high number of terms in $\mathrm{N}(I)$ and/or of linearly independent variables in $\mathcal{P}$, i.e. when we deal with a large number of points, and/or we have really to draw the structure for highdimensional spaces ${ }^{2}$. Moreover, as shown in example 7, from the tower structure it is impossible to understand the ring in which the Groebner escalier has been computed, since linearly dependent variables are discarded (see [32]). For these reasons, we introduce now the Bar Code diagram, namely a (compact) bidimensional picture which keeps track of all the information contained in the tower structure, making them simple to extract.

## 4. Bar Code associated to a finite set of terms

We define now, in general, what is a Bar Code. After that, we see how to associate to a finite set of terms a Bar Code and, vice versa, how to associate a finite set of terms to a given Bar Code.

Definition 8. A Bar Code B is a picture composed by segments, called bars, superimposed in horizontal rows, which satisfies conditions a., b. below. Denote by

- $\mathrm{B}_{j}^{(i)}$ the $j$-th bar (from left to right) of the $i$-th row (from top to bottom), i.e. the $j$-th $i$-bar;
- $\mu(i)$ the number of bars of the $i$-th row
- $l_{1}\left(\mathrm{~B}_{j}^{(1)}\right):=1, \forall j \in\{1,2, \ldots, \mu(1)\}$ the ( $1-$ )length of the 1 -bars;
- $l_{i}\left(\mathrm{~B}_{j}^{(k)}\right), 2 \leq k \leq n, 1 \leq i \leq k-1,1 \leq j \leq \mu(k)$ the $i$-length of $\mathrm{B}_{j}^{(k)}$, i.e. the number of $i$-bars lying over $\mathrm{B}_{j}^{(k)}$
a. $\forall i, j, 1 \leq i \leq n-1,1 \leq j \leq \mu(i), \exists!\bar{j} \in\{1, \ldots, \mu(i+1)\}$ s.t. $\mathrm{B}_{\bar{j}}^{(i+1)}$ lies under $\mathrm{B}_{j}^{(i)}$
b. $\forall i_{1}, i_{2} \in\{1, \ldots, n\}, \sum_{j_{1}=1}^{\mu\left(i_{1}\right)} l_{1}\left(\mathrm{~B}_{j_{1}}^{\left(i_{1}\right)}\right)=\sum_{j_{2}=1}^{\mu\left(i_{2}\right)} l_{1}\left(\mathrm{~B}_{j_{2}}^{\left(i_{2}\right)}\right)$; we will then say that all the rows have the same length.

We denote by $\mathcal{B}_{n}$ the set of all Bar Codes composed by $n$ rows. Note that if $1 \leq i_{1}<i_{2} \leq n, 1 \leq j_{1} \leq \mu\left(i_{1}\right)$, $1 \leq j_{2} \leq \mu\left(i_{2}\right)$ and $\mathrm{B}_{j_{2}}^{\left(i_{2}\right)}$ lies below $\mathrm{B}_{j_{1}}^{\left(i_{1}\right)}$, then $l_{1}\left(\mathrm{~B}_{j_{2}}^{\left(i_{2}\right)}\right) \geq l_{1}\left(\mathrm{~B}_{j_{1}}^{\left(i_{1}\right)}\right)$.

Definition 9. We call bar list of a Bar Code B, composed by $n$ rows, the list $L_{B}:=(\mu(1), \ldots, \mu(n))$.
Example 10. An example of Bar Code B is

$\sum_{j_{2}=1}^{\mu(2)} l_{1}\left(\mathrm{~B}_{j_{2}}^{(2)}\right)=\sum_{j_{3}=1}^{\mu(3)} l_{1}\left(\mathrm{~B}_{j_{3}}^{(3)}\right)=5$. The bar list is $\mathrm{L}_{\mathrm{B}}:=(5,4,2)$.
Definition 11. Given a Bar Code B, for each $1 \leq l \leq n, l \leq i \leq n, 1 \leq j \leq \mu(i)$, an $l$-block associated to a bar $B_{j}^{(i)}$ of B is the set containing $B_{j}^{(i)}$ itself and all the bars of the $(l-1)$ rows lying immediately above $B_{j}^{(i)}$.

Example 12. Take again the Bar Code B of example 10. Consider the bar $B_{2}^{(3)}$ (so $\left.i=n=3, j=2=\mu(3)\right)$ and set $l=2$. The 2-block associated to $B_{2}^{(3)}$ consists of $B_{2}^{(3)}$ itself and of the bars $B_{2}^{(2)}, B_{3}^{(2)}, B_{4}^{(2)}$, as shown by the thick (blue) lines in the picture below:


[^1]We outline now the construction of the Bar Code associated to a finite set of terms. In order to do it, we need to introduce the operators $\pi^{i}, i=1, \ldots, n$ on the terms. First of all, we associate to each term $\tau=x_{1}^{\gamma_{1}} \cdots x_{n}^{\gamma_{n}} \in \mathcal{T} \subset$ $\mathbf{k}\left[x_{1}, \ldots, x_{n}\right], n$ terms (one for each variable in $\mathcal{P}$ ). More precisely, for each $i \in\{1, \ldots, n\}$, we let

$$
\pi^{i}(\tau):=x_{i}^{\gamma_{i}} \cdots x_{n}^{\gamma_{n}} \in \mathcal{T} \text {, i.e. } \pi^{i}(\tau)=\frac{\tau}{x_{1}^{\gamma_{1}} \cdots x_{i-1}^{\gamma_{i-1}}} .
$$

We can extend this procedure to a finite set of terms $M \subset \mathcal{T}$, defining, for each $i \in\{1, \ldots, n\}, M^{[i]}:=\pi^{i}(M):=$ $\left\{\pi^{i}(\tau): \tau \in M\right\}$. The terms in $M^{[i]}$ will play a fundamental role for the construction of the Bar Code diagram. Here we list some features of the operators $\pi^{i}$, that will be useful in what follows.

1. For each $\tau \in \mathcal{T}, \pi^{1}(\tau)=\tau$.
2. If $\tau=x_{1}^{\gamma_{1}} \cdots x_{n}^{\gamma_{n}}, \gamma_{i}=\operatorname{deg}_{i}(\tau)=0$ then $\pi^{i}(\tau)=x_{i+1}^{\gamma_{i+1}} \cdots x_{n}^{\gamma_{n}}=\pi^{i+1}(\tau)$.
3. It holds $\tau<_{L e x} \sigma \Rightarrow \pi^{i}(\tau) \leq_{L e x} \pi^{i}(\sigma), \forall i \in\{1, \ldots, n\}$.
4. For each term $\tau$ and for any pair of indices $i, j$, say $1 \leq i<j \leq n$, we have that, since $x_{i}<x_{j}$, $\pi^{j}\left(\pi^{i}(\tau)\right)=\pi^{i}\left(\pi^{j}(\tau)\right)=\pi^{j}(\tau)$.
5. For each $\sigma, \tau \in \mathcal{T}, \forall 1 \leq i<n$, it holds $\pi^{i}(\tau)=\pi^{i}(\sigma) \Rightarrow \pi^{i+1}(\tau)=\pi^{i+1}(\sigma)$.

Example 13. Take $\tau=x_{1} x_{2}^{3} x_{3}^{4} \in \mathbf{k}\left[x_{1}, x_{2}, x_{3}\right]$. Clearly $\pi^{1}(\tau)=x_{1} x_{2}^{3} x_{3}^{4}$, while $\pi^{2}(\tau)=x_{2}^{3} x_{3}^{4}$ and $\pi^{3}(\tau)=x_{3}^{4}$. For $\sigma_{1}:=x_{2} x_{3}^{5}>_{\text {Lex }} \tau, \pi^{2}(\tau)=x_{2}^{3} x_{3}^{4}<L_{\text {Lex }} \pi^{2}\left(\sigma_{1}\right)=x_{2} x_{3}^{5}$ and $\pi^{3}(\tau)=x_{3}^{4}<_{\text {Lex }} \pi^{3}\left(\sigma_{1}\right)=x_{3}^{5}$; for $\sigma_{2}:=x_{1}^{5} x_{2}^{3} x_{3}^{4}>_{\text {Lex }} \tau$, $\pi^{2}(\tau)=x_{2}^{3} x_{3}^{4}=\pi^{2}\left(\sigma_{2}\right)$ and $\pi^{3}(\tau)=\pi^{3}\left(\sigma_{2}\right)=x_{3}^{4}$. Moreover, $\pi^{3}\left(\pi^{2}(\tau)\right)=\pi^{3}\left(x_{2}^{3} x_{3}^{4}\right)=x_{3}^{4}=\pi^{2}\left(\pi^{3}(\tau)\right)$.

Now we take $M \subseteq \mathcal{T}$, with $|M|=m<\infty$ and we order its elements increasingly w.r.t. Lex, getting the list $\bar{M}=\left[\tau_{1}, \ldots, \tau_{m}\right]$. Then, we construct the sets $M^{[i]}$, and the corresponding lexicographically ordered lists $\bar{M}^{[i]}$, for $i=1, \ldots, n$. We notice that $\bar{M}$ cannot contain repeated terms, while the $\bar{M}^{[i]}$, for $1<i \leq n$, can. In case some repeated terms occur in $\bar{M}^{[i]}, 1<i \leq n$, they clearly have to be adjacent in the list, due to the lexicographical ordering. We can now define the $n \times m$ matrix of terms $\mathcal{M}$ as the matrix s.t. its $i$-th row is $\bar{M}^{[i]}, i=1, \ldots, n$, i.e. $\mathcal{M}=\left(\pi_{i}\left(\tau_{j}\right)\right)_{1 \leq i \leq n, 1 \leq j \leq m}$.

Definition 14. The Bar Code diagram B associated to $M$ (or, equivalently, to $\bar{M}$ ) is a $n \times m$ diagram, made by segments s.t. the $i$-th row of $\mathrm{B}, 1 \leq i \leq n$ is constructed as follows:

1. take the $i$-th row of $\mathcal{M}$, i.e. $\bar{M}^{[i]}$
2. consider all the sublists of repeated terms, i.e. $\left[\pi^{i}\left(\tau_{j_{1}}\right), \pi^{i}\left(\tau_{j_{1}+1}\right), \ldots, \pi^{i}\left(\tau_{j_{1}+h}\right)\right]$ s.t. $\pi^{i}\left(\tau_{j_{1}}\right)=\pi^{i}\left(\tau_{j_{1}+1}\right)=\ldots=$ $\pi^{i}\left(\tau_{j_{1}+h}\right)$, noticing that ${ }^{3} 0 \leq h<m$
3. underline each sublist with a segment
4. delete the terms of $\bar{M}^{[i]}$, leaving only the segments (i.e. the $i$-bars).

We usually label each 1 -bar $\mathrm{B}_{j}^{(1)}, j \in\{1, \ldots, \mu(1)\}$ with the term $\tau_{j} \in \bar{M}$.
By property 5 . of the operators $\pi^{i}$ and, since for each $1 \leq i \leq n,\left|\bar{M}^{[i]}\right|=\sum_{j=1}^{\mu(i)} l_{1}\left(\mathrm{~B}_{j}^{(i)}\right)$, a Bar Code diagram is a Bar Code in the sense of Definition 8.

Example 15. Given $M=\left\{x_{1}, x_{1}^{2}, x_{2} x_{3}, x_{1} x_{2}^{2} x_{3}, x_{2}^{3} x_{3}\right\} \subset \mathbf{k}\left[x_{1}, x_{2}, x_{3}\right]$, we have $\bar{M}^{[1]}=\left[x_{1}, x_{1}^{2}, x_{2} x_{3}, x_{1} x_{2}^{2} x_{3}, x_{2}^{3} x_{3}\right]$ $\bar{M}^{[2]}=\left[1,1, x_{2} x_{3}, x_{2}^{2} x_{3}, x_{2}^{3} x_{3}\right], \bar{M}^{[3]}=\left[1,1, x_{3}, x_{3}, x_{3}\right]$, leading to the $3 \times 5$ table on the left and then to the Bar Code on the right:

$$
\begin{array}{ccccc}
x_{1} & x_{1}^{2} & x_{2} x_{3} x_{1} x_{2}^{2} x_{3} x_{3}^{3} x_{3} \\
1 & 1 & x_{2} x_{3} & x_{2}^{2} x_{3} & x_{2}^{3} x_{3} \\
1 & 1 & x_{3} & x_{3} & x_{3}
\end{array}
$$



[^2]Remark 16. We can easily observe that Bar Codes associated to different sets of terms, need not to be different. For example, if $M:=\left\{1, x_{1}\right\}, M^{\prime}:=\left\{x_{1}^{i}, x_{1}^{i+j}\right\} \subset \mathbf{k}\left[x_{1}, x_{2}\right], i, j \in \mathbb{N}, j \neq 0$, both the Bar Code B associated to $M$ and the Bar Code $\mathrm{B}^{\prime}$ associated to $M^{\prime}$ are


We will see soon that this cannot happen for order ideals.
Now we explain how to associate a finite set of terms $M_{\mathrm{B}}$ to a given Bar Code B. In order to do it, we have to follow the steps below:
BC 1 consider the $n$-th row, composed by the bars $B_{1}^{(n)}, \ldots, B_{\mu(n)}^{(n)}$. Let $l_{1}\left(B_{j}^{(n)}\right)=\ell_{j}^{(n)}$, for $j \in\{1, \ldots, \mu(n)\}$ and $a_{1}, \ldots, a_{\mu(n)} \in \mathbb{N}$, s.t. $a_{k}<a_{h}$ if $k<h$. Label each bar $B_{j}^{(n)}$ with $\ell_{j}^{(n)}$ copies of $x_{n}^{a_{j}}$.
BC 2 For each $i=1, \ldots, n-1,1 \leq j \leq \mu(n-i+1)$ take the bar $B_{j}^{(n-i+1)}$ and suppose it has been labelled by $\ell_{j}^{(n-i+1)}$ copies of a term $\tau$. Construct the 2-block associated to $B_{j}^{(n-i+1)}$ which, by definition, is composed by $B_{j}^{(n-i+1)}$ and by all the $(n-i)$-bars $B_{\bar{j}}^{(n-i)}, \ldots, B_{\bar{j}+h}^{(n-i)}$, lying immediately above $B_{j}^{(n-i+1)}$; note that $h$ satisfies $0 \leq h \leq \mu(n-i)-\bar{j}$. Denote the 1-lenghts of $B_{\bar{j}}^{(n-i)} \ldots B_{\bar{j}+h}^{(n-i)}$ by $l_{1}\left(B_{\bar{j}}^{(n-i)}\right)=\ell_{\bar{j}}^{(n-i)}, \ldots, l_{1}\left(B_{\bar{j}+h}^{(n-i)}\right)=\ell_{\bar{j}+h}^{(n-i)}$ and fix $h+1$ natural numbers $a_{\bar{j}}<a_{\bar{j}+1}<\ldots<a_{\bar{j}+h}$. For each $0 \leq k \leq h$, label $B_{\bar{j}+k}^{(n-i)}$ with $\ell_{\bar{j}+k}^{(n-i)}$ copies of $\tau x_{n-i}^{a_{j+k}}$.
Clearly, if, given a Bar Code B, we apply BC1 and BC2 to get a set $M \subset \mathcal{T}$, and then we construct the Bar Code associated to $M$, we get back B . Indeed, BC 1 and BC 2 exactly construct the elements of the ordered lists $\bar{M}^{[i]}, i=1, \ldots, n$.
Given a Bar Code B, applying steps BC1 and BC2, we can generate an infinite number of sets $M \subset \mathcal{T}$. We modify the steps BC 1 and BC 2 getting $\mathfrak{B C} 1$ and $\mathfrak{B C} 2$ so that, for each Bar Code B , the set of terms generated by applying them turns out to be unique:
$\mathfrak{B C} 1$ consider the $n$-th row, composed by the bars $B_{1}^{(n)}, \ldots, B_{\mu(n)}^{(n)}$. Let $l_{1}\left(B_{j}^{(n)}\right)=\ell_{j}^{(n)}$, for $j \in\{1, \ldots, \mu(n)\}$. Label each bar $B_{j}^{(n)}$ with $\ell_{j}^{(n)}$ copies of $x_{n}^{j-1}$.
$\mathfrak{B C} 2$ For each $i=1, \ldots, n-1,1 \leq j \leq \mu(n-i+1)$ consider the bar $B_{j}^{(n-i+1)}$ and suppose that it has been labelled by $\ell_{j}^{(n-i+1)}$ copies of a term $\tau$. Construct the 2-block associated to $B_{j}^{(n-i+1)}$ which, by definition, is composed by $B_{j}^{(n-i+1)}$ and by all the ( $n-i$ )-bars $B_{\bar{j}}^{(n-i)}, \ldots, B_{\bar{j}+h}^{(n-i)}$ lying immediately above $B_{j}^{(n-i+1)}$; note that $h$ satisfies $0 \leq h \leq \mu(n-i)-\bar{j}$. Denote the 1-lenghts of $B_{\bar{j}}^{(n-i)}, \ldots, B_{\bar{j}+h}^{(n-i)}$ by $l_{1}\left(B_{\bar{j}}^{(n-i)}\right)=\ell_{\bar{j}}^{(n-i)}, \ldots$, $l_{1}\left(B_{\bar{j}+h}^{(n-i)}\right)=\ell_{j+h}^{(n-i)}$. For each $0 \leq k \leq h$, label $B_{\bar{j}+k}^{(n-i)}$ with $\ell_{\bar{j}+k}^{(n-i)}$ copies of $\tau x_{n-i}^{k}$.
It is important to notice that not all Bar Codes can be associated to order ideals, as easily shown by the example below.

Example 17. Consider the Bar Code B


We cannot associate any order ideal to it.
Indeed, using either $\mathrm{BC} 1, \mathrm{BC} 2$ or $\mathfrak{B C} 1, \mathfrak{B C} 2$, we obtain terms of the form

$$
\begin{array}{ccccc}
x_{1}^{\alpha_{1}} \beta_{2}^{\beta_{1}} x_{3}^{\gamma_{1}} & x_{1}^{\alpha_{2}} x_{2}^{\beta_{1}} x_{3}^{\gamma_{1}} & x_{1}^{\alpha_{3}} x_{2}^{\delta_{1}} x_{3}^{\gamma_{2}} & x_{1}^{\alpha_{4}} x_{2}^{\delta_{2}} x_{3}^{\gamma_{2}} & x_{1}^{\alpha_{5}} x_{2}^{\delta_{3}} x_{3}^{\gamma_{2}} \\
x_{2}^{\beta_{1}} x_{3}^{\gamma_{1}} & x_{2}^{\beta_{1}} x_{3}^{\gamma_{1}} & x_{2}^{\delta_{1}} x_{3}^{\gamma_{2}} & x_{2}^{\delta_{2}} x_{3}^{\gamma_{2}} & x_{2}^{\delta_{3}} x_{3}^{\gamma_{2}} \\
x_{3} & x_{3}^{\gamma_{1}} & x_{3}^{\gamma_{2}} & x_{3}^{\gamma_{2}} & x_{3}^{\gamma_{2}}
\end{array},
$$

with $\gamma_{1}<\gamma_{2}, \delta_{1}<\delta_{2}<\delta_{3}, \alpha_{1}<\alpha_{2}$ and so the associated set of terms $M$ turns out to be $M=\left\{x_{1}^{\alpha_{1}} x_{2}^{\beta_{1}} x_{3}^{\gamma_{1}}, x_{1}^{\alpha_{2}} x_{2}^{\beta_{1}} x_{3}^{\gamma_{1}}, x_{1}^{\alpha_{3}} x_{2}^{\delta_{1}} x_{3}^{\gamma_{2}}, x_{1}^{\alpha_{4}} x_{2}^{\delta_{2}} x_{3}^{\gamma_{2}}, x_{1}^{\alpha_{5}} x_{2}^{\delta_{3}} x_{3}^{\gamma_{2}}\right\}$. To be an order ideal, $M$ must contain all the divisors
of its elements: $\forall \tau \in M$, if $\sigma \mid \tau$ then $\sigma \in M$, so we have to lay down some conditions on the exponents. Let us start examining $x_{1}^{\alpha_{1}} x_{2}^{\beta_{1}} x_{3}^{\gamma_{1}}$ and $x_{1}^{\alpha_{2}} x_{2}^{\beta_{1}} x_{3}^{\gamma_{1}}$. Knowing that $\alpha_{1}<\alpha_{2}$, we need to take $\alpha_{1}=0$ and $\alpha_{2}=$ 1. Indeed, otherwise, $M$ should contain at least another term of the form $x_{1}^{\alpha_{0}} x_{2}^{\beta_{1}} x_{3}^{\gamma_{1}}, \alpha_{0} \neq \alpha_{1}, \alpha_{2}$ and $\alpha_{0}<$ $\max \left(\alpha_{1}, \alpha_{2}\right)$. The exponent $\beta_{1}$ must be equal to zero, otherwise at least $x_{1}^{\alpha_{1}} x_{2}^{\beta_{1}-1} x_{3}^{\gamma_{1}}$ and $x_{1}^{\alpha_{2}} x_{2}^{\beta_{1}-1} x_{3}^{\gamma_{1}}$ would belong to $M$. For analogous reasons, we have to choose $\gamma_{1}=0, \gamma_{2}=1$ and $\alpha_{3}=\alpha_{4}=\alpha_{5}=0$. We get $M=\left\{1, x_{1}, x_{2}^{\delta_{1}} x_{3}, x_{2}^{\delta_{2}} x_{3}, x_{2}^{\delta_{3}} x_{3}\right\}$. But let us examine $\delta_{1}<\delta_{2}<\delta_{3}$. Similarly to what said for the other exponents, we have only one possible choice for them, i.e. $\delta_{1}=0, \delta_{2}=1 \delta_{3}=2^{4}$, but then also $x_{2}$ and $x_{2}^{2}$ should belong to $M$, and this is impossible: there is only one possible power of $x_{2}$ for $\gamma_{1}=0$ and this contradiction proves that $B$ cannot be associated to any order ideal.

Inspired by example 17, we define admissible Bar Codes as follows:
Definition 18. A Bar Code $B$ is admissible if the set $M$ obtained by applying $\mathfrak{B C C}$ and $\mathfrak{B C} 2$ to $B$ is an order ideal.

Remark 19. By definition of order ideal, using $\mathfrak{B C} 1$ and $\mathfrak{B C} 2$ is the only way an order ideal can be associated to an admissible Bar Code. Indeed, if we label two consecutive bars with two terms $\tau x_{i}^{a_{i}}, \tau x_{i}^{a_{i}+h}, h>1$, then also the terms $\sigma$ with $\pi^{i}(\sigma)=\tau x_{i}^{a_{i}+1}$ would belong to $M$ and it would have to label a bar between those labelled by $\tau x_{i}^{a_{i}}$ and $\tau x_{i}^{a_{i}+h}$, giving a contradiction.
We need now an admissibility criterion for Bar Codes. In order to be able to state it, we start with the following trivial lemma.

Lemma 20. Given a set $M \subset \mathcal{T}$, the following conditions are equivalent

1. $M$ is an order ideal.
2. $\forall \tau \in M$, if $\sigma \mid \tau$, then $\sigma \in M$.
3. $\forall \tau \in M$ each predecessor of $\tau$ belongs to $M$.

We give then the definition of $e$-list, associated to each 1-bar of a given Bar Code.
Definition 21. Given a Bar Code $B$, let us consider a 1 -bar $B_{j_{1}}^{(1)}$, with $j_{1} \in\{1, \ldots, \mu(1)\}$. The e-list associated to $B_{j_{1}}^{(1)}$ is the n-tuple e $\left(B_{j_{1}}^{(1)}\right):=\left(b_{j_{1}, 1}, \ldots, b_{j_{1}, n}\right)$, defined as follows:

- consider the $n$-bar $B_{j_{n}}^{(n)}$, lying under $B_{j_{1}}^{(1)}$. The number of $n$-bars on the left of $B_{j_{n}}^{(n)}$ is $b_{j_{1}, n}$.
- for each $i=1, \ldots, n-1$, let $B_{j_{n-i+1}}^{(n-i+1)}$ and $B_{j_{n-i}}^{(n-i)}$ be the $(n-i+1)$-bar and the $(n-i)$-bar lying under $B_{j_{1}}^{(1)}$. Consider the $(n-i+1)$-block associated to $B_{j_{n-i+1}}^{(n-i+1)}$. The number of $(n-i)$-bars of the block, which lie on the left of $B_{j_{n-i}}^{(n-i)}$ is $b_{j_{1}, n-i}$.
Example 22. For the Bar Code B

the e-lists are $e\left(B_{1}^{(1)}\right):=(0,0,0) ; e\left(B_{2}^{(1)}\right):=(1,0,0) ;$
$e\left(B_{3}^{(1)}\right):=(0,1,0)$ and $e\left(B_{4}^{(1)}\right):=(0,0,1)$.

Remark 23. Given a Bar Code B , fix a $1-$ bar $B_{j}^{(1)}$, with $j \in\{1, \ldots, \mu(1)\}$. Comparing definition 21 and the steps $\mathfrak{B C C} 1$ and $\mathfrak{B C} 2$ described above, we can observe that the values of the e-list e $\left(B_{j}^{(1)}\right):=\left(b_{j, 1}, \ldots, b_{j, n}\right)$ are exactly the exponents of the term labelling $B_{j}^{(1)}$, obtained applying $\mathfrak{B C 1} 1$ and $\mathfrak{B C} 2$ to $B$.

Proposition 24 (Admissibility criterion). A Bar Code B is admissible if and only if, for each 1-bar $\mathrm{B}_{j}^{(1)}$, $j \in\{1, \ldots, \mu(1)\}$, the e-list $e\left(\mathrm{~B}_{j}^{(1)}\right)=\left(b_{j, 1}, \ldots, b_{j, n}\right)$ satisfies the following condition: $\forall k \in\{1, \ldots, n\}$ s.t. $b_{j, k}>$ $0, \exists \bar{j} \in\{1, \ldots, \mu(1)\} \backslash\{j\}$ s.t. $e\left(\mathrm{~B}_{\bar{j}}^{(1)}\right)=\left(b_{j, 1}, \ldots, b_{j, k-1},\left(b_{j, k}\right)-1, b_{j, k+1}, \ldots, b_{j, n}\right)$.

Proof. It is a trivial consequence of Lemma 20 and Remark 23.

[^3]Consider the sets $\mathcal{A}_{n}:=\left\{\mathrm{B} \in \mathcal{B}_{n}\right.$ s.t. B admissible $\}$ and $\mathcal{N}_{n}:=\{\mathrm{N} \subset \mathcal{T},|\mathrm{N}|<\infty$ s.t. N order ideal $\}$. We can define the map $\eta: \mathcal{A}_{n} \rightarrow \mathcal{N}_{n} ; \mathrm{B} \mapsto \mathrm{N}$, where N is the order ideal obtained applying $\mathfrak{B C} 1$ and $\mathfrak{B C} 2$ to B .
By $\mathfrak{B C} 1$ and $\mathfrak{B C 2}, \eta$ is a function; it is trivially surjective. Moreover, it is injective since, if $\mathrm{B}, \mathrm{B}^{\prime} \in \mathcal{A}_{n}$ and $\mathrm{B} \neq \mathrm{B}^{\prime}$ they have at least one pair of indices $i, j$ s.t. $l_{1}\left(\mathrm{~B}_{j}^{(i)}\right) \neq l_{1}\left(\mathrm{~B}^{\prime \prime}{ }_{j}^{(i)}\right)$ and this changes the result of the application of $\mathfrak{B C 1} 1 / \mathfrak{B C} 2$. From the arguments above, we can then deduce that there is a bijection between admissible $n$-Bar Codes and finite order ideals of $\mathcal{T} \subset \mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$.
In the Lemma below we state some properties of admissible Bar Codes related to lengths.
Lemma 25. If B is an admissible Bar Code, the following two conditions hold:
a) $l_{n-1}\left(\mathrm{~B}_{1}^{(n)}\right) \geq \ldots \geq l_{n-1}\left(\mathrm{~B}_{\mu(n)}^{(n)}\right)$
b) $\forall 1 \leq i \leq n-2, \forall 1 \leq j \leq \mu(i+2)$ take the $(i+2)$-bar $\mathrm{B}_{j}^{(i+2)}$ and let $\mathrm{B}_{j_{1}}^{(i+1)}, \ldots, \mathrm{B}_{j_{1}+h}^{(i+1)}$ (where h satisfies $\left.h \in\left\{0, \ldots, \mu(i+1)-j_{1}\right\}\right)$ be the $(i+1)$-bars lying over $\mathrm{B}_{j}^{(i+2)}$.
Then $l_{i}\left(\mathrm{~B}_{j_{1}}^{(i+1)}\right) \geq \ldots \geq l_{i}\left(\mathrm{~B}_{j_{1}+h}^{(i+1)}\right)$.
Proof. Let us start proving a). If for some $1 \leq l \leq \mu(n)-1$ it holds $l_{n-1}\left(\mathrm{~B}_{l}^{(n)}\right)<l_{n-1}\left(\mathrm{~B}_{l+1}^{(n)}\right)$ the Bar Code would be not admissible. Indeed, let $\mathrm{B}_{k}^{(1)}$ be the rightmost 1-bar over $\mathrm{B}_{l+1}^{(n)}$ and $e\left(\mathrm{~B}_{k}^{(1)}\right)=\left(b_{k, 1}, \ldots, b_{k, n}\right)$ be its e-list. By construction (see Definition 21), $b_{k, n-1}=l_{n-1}\left(\mathrm{~B}_{l+1}^{(n)}\right)-1$. Now, this proves that there cannot exist a 1-bar labelling ( $b_{k, 1}, \ldots, b_{k, n-1}, b_{k, n}-1$ ), since $l_{n-1}\left(\mathrm{~B}_{l}^{(n)}\right)<l_{n-1}\left(\mathrm{~B}_{l+1}^{(n)}\right)$ and so the 1-bars $\mathrm{B}_{\bar{k}}^{(1)}$ over $\mathrm{B}_{l}^{(n)}$ have $b_{\vec{k}, n-1} \leq l_{n-1}\left(\mathrm{~B}_{l}^{(n)}\right)-1<l_{n-1}\left(\mathrm{~B}_{l+1}^{(n)}\right)-1=b_{k, n-1}$, contradicting the assumption of admissibility (see Proposition 24). An analogous argument proves that if for some $\forall 1 \leq i \leq n-2, \forall 1 \leq j \leq \mu(i+2)$ we take the ( $i+2$ )-bar $\mathrm{B}_{j}^{(i+2)}$ and $\mathrm{B}_{j_{1}+h}^{(i+2)}$ s.t. $h$ satisfies $h \in\left\{0, \ldots, \mu(i+1)-j_{1}\right\}$ is the $(i+1)$-bars lying over $\mathrm{B}_{j}^{(i+2)}$, it happens that for a fixed $l \in\left\{1, \ldots, \mu(i+1)-1-j_{1}\right\} l_{i}\left(\mathrm{~B}_{j_{1}+l}^{(i+1)}\right)<l_{i}\left(\mathrm{~B}_{j_{1}+l+1}^{(i+1)}\right)$, B is not admissible and so also b) is true.

In what follows, unless differently specified, we always consider admissible Bar Codes, so, in general, we will omit the word "admissible".

Remark 26. In principle, it is possible to represent with a Bar Code also infinite order ideals, by means of a simple modification, i.e. the introduction of the symbol " $\rightarrow$ " immediately after a l-bar for some $1 \leq l \leq n$, meaning that there should actually be infinitely many l-blocks equal to that containing that bar. For example, the Bar Code of $I=\left(x_{1}^{2} x_{2}^{2}\right) \triangleleft \mathbf{k}\left[x_{1}, x_{2}\right]$, whose lexicographical Groebner escalier is $\mathrm{N}(I)=\left\{x_{1}^{h_{1}} x_{2}^{h_{2}}, x_{1}^{h_{3}} x_{2}^{h_{4}}, h_{1}, h_{4} \in\right.$ $\left.\mathbb{N}, h_{2}, h_{3} \in\{0,1\}\right\}$, turns out to be
$1 x_{2} \quad x_{2}^{2} \quad x_{1} x_{2}^{2} \quad$ In particular, the arrow on the right of 1 represents the terms of the form $x_{1}^{h_{1}}, h_{1} \in$二 $\rightarrow \rightarrow$ — 一 $\rightarrow \mathbb{N} \backslash\{0\}$, the one on the right of $x_{2}$ represents the terms of the form $x_{1}^{h_{1}} x_{2}, h_{1} \in \mathbb{N} \backslash\{0\}$;
finally the bottom arrow represents the terms of the form $x_{2}^{h_{4}}, x_{1} x_{2}^{h_{4}}, h_{4} \in \mathbb{N}, h_{4}>2$.
Remark 27. It is possible to give an alternative construction for the Bar Code (this remark deeply depends on [4]), that is deduced from the point trie [17, 33] by applying the correlation between monomials and points introduced by [34, p. 548], [36, 33]. The main tools for our alternative construction are the $\Sigma$-algorithm and the point trie, deeply examined in [33], of which we borrow the notation.
First of all, we endow a given set $\Omega$ with an equivalence relation $=$ and we extend it to $\Omega^{n}: A:=\left(a_{1}, \ldots, a_{n}\right), B:=$ $\left(b_{1}, . .,, b_{n}\right) \in \Omega^{n}, A=B \Leftrightarrow \forall 1 \leq i \leq n, a_{i}=b_{i}$. For $1 \leq i \leq n$, we define $\pi: \Omega^{n} \rightarrow \Omega^{i}$ the projection map s.t. $\pi_{i}\left(\left(a_{1}, \ldots, a_{n}\right)\right)=\left(a_{1}, \ldots, a_{i}\right)$. Now, the witness of $A, B \in \Omega^{n}$ is the smallest value $i$ such that $\pi_{i}(A) \neq \pi_{i}(B)$. If $\left\{p_{1}, \ldots, p_{N}\right\} \subset \Omega^{n}$, let $\Sigma_{0}=\{\{1, \ldots, N\}\}$ and $\Sigma_{i}, 1 \leq i \leq n$, the set of equivalence classes of $\pi_{i}\left(p_{1}\right), \ldots, \pi_{i}\left(p_{N}\right)$. Clearly $\left|\Sigma_{n}\right|=N$. The point trie is a tree representation for the elements in $\Omega^{n}$, constructed using the $\Sigma_{i}$ 's: the vertices are labelled by the elements in the $\Sigma_{i}$ 's and there is an edge from a vertex labelled by $\Sigma_{i, k} \in \Sigma_{i}$ to a vertex with label $\Sigma_{i+1, h} \in \Sigma_{i+1}$ exactly when $\Sigma_{i+1, h} \subset \Sigma_{i, k}$. Applying the correlation between monomials and points introduced by $[34]$ p. 548, $[36,33]$ we can now give an alternative construction of the Bar Code, deduced by the point trie. Let $\Omega=\mathbb{N}$; then $\Omega^{n}=\mathbb{N}^{n} \cong \mathcal{T}$ can be seen as the set of the exponents' lists of each term in $n$ variables: if $\tau=x^{\gamma}=x_{1}^{\gamma_{1}} \cdots x_{n}^{\gamma_{n}}$ it can be identified by the list $\left(\gamma_{n}, \ldots, \gamma_{1}\right)$. This allows to build the Bar Code of a finite set $M \subset \mathcal{T}$ (or, equivalently, of the lex-ordered list $\bar{M}$ ) as follows:

- let $\mathfrak{M}=\left\{\left(\gamma_{n}, \ldots, \gamma_{1}\right) \in \mathbb{N}^{n}:=x^{\gamma}=x_{1}^{\gamma_{1}} \cdots x_{n}^{\gamma_{n}} \in \bar{M}\right\}$;
- compute the $\Sigma_{i}$ 's w.r.t. $\mathfrak{M}_{\text {a }}$ and return them as ${ }^{T}\left(\Sigma_{n}, \Sigma_{n-1}, \ldots, \Sigma_{1}\right)$;
- substitute each $\Sigma_{i, k} \in \Sigma_{i}, 1 \leq i \leq n$ with a bar, whose length is $\left|\Sigma_{i, k}\right|$.

The obtained diagram is a Bar Code.

## 5. The star set

Up to this point, we have discussed the link between Bar Codes and order ideals, i.e. we focused on the link between Bar Codes and Groebner escaliers of monomial ideals. In this section, we show that, given a Bar Code B and the order ideal $\mathrm{N}=\eta(\mathrm{B})$ it is possible to deduce a very specific generating set for the monomial ideal $I$ s.t. $\mathrm{N}(I)=\mathrm{N}$.

Definition 28. The star set of an order ideal N and of its associated Bar Code $\mathrm{B}=\eta^{-1}(\mathrm{~N})$ is a set $\mathcal{F}_{\mathrm{N}}$ constructed as follows:
a) $\forall 1 \leq i \leq n$, let $\tau_{i}$ be a term which labels a 1 -bar lying over $\mathrm{B}_{\mu(i)}^{(i)}$, then $x_{i} \pi^{i}\left(\tau_{i}\right) \in \mathcal{F}_{N}$;
b) $\forall 1 \leq i \leq n-1, \forall 1 \leq j \leq \mu(i)-1$ let $\mathrm{B}_{j}^{(i)}$ and $\mathrm{B}_{j+1}^{(i)}$ be two consecutive bars not lying over the same $(i+1)$-bar and let $\tau_{j}^{(i)}$ be a term which labels a 1 -bar lying over $\mathrm{B}_{j}^{(i)}$, then $x_{i} \pi^{i}\left(\tau_{j}^{(i)}\right) \in \mathcal{F}_{\mathrm{N}}$.
We usually represent $\mathcal{F}_{N}$ within the associated Bar Code $B$, inserting each $\tau \in \mathcal{F}_{N}$ on the right of the bar from which it is deduced. Reading the terms from left to right and from the top to the bottom, $\mathcal{F}_{\mathrm{N}}$ is ordered w.r.t. Lex.

## Example 29.

For $\mathrm{N}=\left\{1, x_{1}, x_{2}, x_{3}\right\} \subset \mathbf{k}\left[x_{1}, x_{2}, x_{3}\right]$, associated to the Bar Code of example 22, we have $\mathcal{F}_{\mathrm{N}}=\left\{x_{1}^{2}, x_{1} x_{2}, x_{2}^{2}, x_{1} x_{3}, x_{2} x_{3}, x_{3}^{2}\right\}$; looking at Definition 28, we can see that the terms $x_{1} x_{3}, x_{2} x_{3}, x_{3}^{2}$ come from a ), whereas the terms $x_{1}^{2}, x_{1} x_{2}, x_{2}^{2}$ come from b ).


In [10], given a monomial ideal $I$, the authors define the following set, calling it star set:
$\mathcal{F}(I)=\left\{x^{\gamma} \in \mathcal{T} \backslash \mathrm{N}(I) \left\lvert\, \frac{x^{\gamma}}{\min \left(x^{\gamma}\right)} \in \mathrm{N}(I)\right.\right\}$. We can prove the following proposition, which connects the definition above to our construction.
Proposition 30. With the above notation $\mathcal{F}_{\mathrm{N}}=\mathcal{F}(I)$.
Proof. We start proving $\mathcal{F}_{\mathrm{N}} \subseteq \mathcal{F}(I)$. Consider $\sigma \in \mathcal{F}_{\mathrm{N}}$; by definition of $\mathcal{F}_{\mathrm{N}}$ there are two possibilities
a) $\sigma=x_{i} \pi^{i}\left(\tau_{i}\right)$, with $1 \leq i \leq n$ and $\tau_{i}$ a term which labels a 1-bar lying over $\mathrm{B}_{\mu(i)}^{(i)}$;
b) $\sigma=x_{i} \pi^{i}\left(\tau_{j}^{(i)}\right)$, with $1 \leq i \leq n-1,1 \leq j \leq \mu(i)-1$, where $\tau_{j}^{(i)}$ is a term which labels a 1-bar lying over $\mathrm{B}_{j}^{(i)}$ i.e. the rightmost bar over some $\mathrm{B}_{u}^{(i+1)}$, whereas $\mathrm{B}_{j+1}^{(i)}$ is the leftmost bar over $\mathrm{B}_{u+1}^{(i+1)}$. Notice that we can chooose one $\tau_{j}^{(i)}$ indifferently over $\mathrm{B}_{j}^{(i)}$, since for each term over $\mathrm{B}_{j}^{(i)}$ the operator $\pi^{i}$ gives the same result. Let us examine a) and b) separately.
a) By definition, $\sigma>\tau_{i}$; indeed $\operatorname{deg}_{h}(\sigma)=\operatorname{deg}_{h}\left(\tau_{i}\right)$ for $i+1 \leq h \leq n$ and $\operatorname{deg}_{i}(\sigma)>\operatorname{deg}_{i}\left(\tau_{i}\right)$. Clearly, $\sigma \notin \mathrm{N}$, because if it was in the Groebner escalier, applying the steps described in Definition 14, $\pi^{i}(\sigma)=\sigma=$ $x_{i} \pi^{i}\left(\tau_{i}\right)$ would be put in a list that is subsequent to the one containing $\pi^{i}\left(\tau_{i}\right)$, but, in this case, there would be $\mu(i)+1 i$-bars instead of $\mu(i)$, contradicting the definition of $\mu(i)$. Since $\min (\sigma)=x_{i}, \left.\frac{\sigma}{\min (\sigma)}=\pi^{i}\left(\tau_{i}\right) \right\rvert\, \tau_{i}$, so $\frac{\sigma}{\min (\sigma)} \in \mathrm{N}$ and $\sigma \in \mathcal{F}(I)$.
b) Analogously to case a), $\sigma>\tau_{j}^{(i)}$. Let us prove that $\sigma \notin \mathrm{N}$. If $\sigma \in \mathrm{N}$ then $\sigma$ would label a 1-bar lying over $\mathrm{B}_{j+1}^{(i)}$ but, since $\pi^{i+1}(\sigma)=\pi^{i+1}\left(\tau_{j}^{(i)}\right), \mathrm{B}_{j}^{(i)} \mathrm{B}_{j+1}^{(i)}$ would lie over the same $(i+1)$-bar, contradicting the hypothesis. As above, since $\min (\sigma)=x_{i}, \left.\frac{\sigma}{\min (\sigma)}=\pi^{i}\left(\tau_{j}^{(i)}\right) \right\rvert\, \tau_{j}^{(i)}$, so $\frac{\sigma}{\min (\sigma)} \in \mathrm{N}$ and $\sigma \in \mathcal{F}(I)$.
We prove now that $\mathcal{F}_{\mathrm{N}} \supseteq \mathcal{F}(I)$. Let us consider $\sigma \in \mathcal{F}(I)$ and let $\min (\sigma)=x_{i}, 1 \leq i \leq n$. By definition of $\mathcal{F}(I)$, $\sigma \notin \mathrm{N}$ and $\widetilde{\sigma}:=\frac{\sigma}{x_{i}} \in \mathrm{~N}$, so it labels a 1-bar lying over some $i$-bar $\mathrm{B}_{j}^{(i)}$. Denote by $\mathrm{B}_{\bar{j}}^{(1)}, \ldots, \mathrm{B}_{\bar{j}+h}^{(1)}$ (where $h$ satisfies $0 \leq h \leq \mu(i)-\bar{j})$ the 1-bars lying over $\mathrm{B}_{j}^{(i)}$. Two possibilities may occur:
a) $\bar{j}+h=\mu(i)$; in this case $x_{i} \pi^{i}(\widetilde{\sigma})=\sigma \in \mathcal{F}_{\mathrm{N}}$ by Definition 28 .
b) otherwise consider the term $\tau_{\bar{j}+h}$, which labels $\mathrm{B}_{\bar{j}+h}^{(1)}$, and the subsequent term $\tau_{\bar{j}+h+1}$, labelling $\mathrm{B}_{\bar{j}+h+1}^{(1)}$. Notice that $\pi^{i}\left(\tau_{\bar{j}+h}\right)=\pi^{i}(\widetilde{\sigma})$. By Definition $14, \tau_{\bar{j}_{+h}}<_{L e x} \tau_{\bar{j}+h+1}$. If $\pi^{i}\left(\tau_{\bar{j}+h}\right)=\pi^{i}\left(\tau_{\bar{j}+h+1}\right)$ this would contradict the maximality of $h$, so, by property 3 . of the operators $\pi^{i}$, it must be $\pi^{i}\left(\tau_{\bar{j}+h}\right) \ll_{L e x} \pi^{i}\left(\tau_{\bar{j}+h+1}\right)$. But, if $\left.\pi^{i+1} \tau_{\bar{j}_{+} h}\right)=\pi^{i+1}\left(\tau_{\bar{j}+h+1}\right)$, then $\sigma \mid \tau_{\bar{j}+h+1}$ and so $\sigma \in \mathrm{N}$, that is impossible since $\sigma \in \mathcal{F}(I)$. This means then that $\pi^{i+1}\left(\tau_{\bar{j}+h}\right)<_{L e x} \pi^{i+1}\left(\tau_{\bar{j}+h+1}\right)$, so we can deduce that $\mathrm{B}_{\bar{j}+h}^{(1)}$ and $\mathrm{B}_{\bar{j}+h+1}^{(1)}$ lie over two consecutive $i$-bars not lying over the same $(i+1)$-bar, so $\sigma=x_{i} \pi^{i}(\widetilde{\sigma})=x_{i} \pi^{i}\left(\tau_{\bar{j}+h}\right) \in \mathcal{F}_{\mathrm{N}}$.

Remark 31. By Proposition 30, being $\mathcal{F}_{\mathrm{N}}=\mathcal{F}(I)$, it trivially holds $\mathrm{G}(I) \subseteq \mathcal{F}_{\mathrm{N}} \subseteq \mathrm{B}(I)$. In general, the inclusions may be strict; if $\mathcal{F}_{\mathrm{N}}=\mathrm{G}(I)$, we say that $\mathrm{B}_{\mathrm{N}}:=\eta^{-1}(\mathrm{~N})$ is a full Bar Code.

The star set $\mathcal{F}(I)$ of a monomial ideal $I$ is strongly connected to Janet's theory [24, 25, 26, 27] and to the notion of Pommaret basis [39, 40, 43], as explicitly pointed out in [10]. For completeness sake, we recall it below.

Definition 32. [24, ppg.75-9] Let $M \subset \mathcal{T}$ be a set of terms and $\tau=x_{1}^{\gamma_{1}} \cdots x_{n}^{\gamma_{n}}$ be an element of $M$. A variable $x_{j}$ is called Janet-multiplicative for $\tau$ w.r.t. $M$ if there is no term in $M$ of the form $\tau^{\prime}=x_{1}^{\delta_{1}} \cdots x_{j}^{\delta_{j}} x_{j+1}^{\gamma_{j+1}} \cdots x_{n}^{\gamma_{n}}$ with $\delta_{j}>\gamma_{j}$. We will denote by $M_{J}(\tau, M)$ the set of multiplicative variables for $\tau$ w.r.t. $M$.
Definition 33. With the previous notation, the cone of $\tau$ w.r.t. $M$ is the set $C_{J}(\tau, M):=\left\{\tau x_{1}^{\lambda_{1}} \cdots x_{n}^{\lambda_{n}} \mid\right.$ where $\lambda_{j} \neq$ 0 only if $x_{j}$ is multiplicative for $\tau$ w.r.t. $\left.M\right\}$.
Definition 34. [24, ppg.75-9] A set of terms $M \subset \mathcal{T}$ is called complete if for every $\tau \in M$ and $x_{j} \notin M_{J}(\tau, M)$, there exists $\tau^{\prime} \in M$ such that $x_{j} \tau \in C_{J}\left(\tau^{\prime}, M\right)$. Moreover, $M$ is stably complete [43, 10] if it is complete and for every $\tau \in M$ it holds $M_{J}(\tau, M)=\left\{x_{i} \mid x_{i} \leq \min (\tau)\right\}$. If a set $M$ is stably complete and finite, then it is the Pommaret basis of $I=(M)$.

Theorem 35. For every monomial ideal $I$, the star $\operatorname{set} \mathcal{F}(I)$ is the unique stably complete system of generators of $I$. Hence, if $M$ is stably complete, $M=\mathcal{F}((M))$.

By Proposition 30, the Bar Code gives a simple way to deduce the star set from the Groebner escalier of a zerodimensional monomial ideal.

## 6. Applications of Bar Code

In this section, we give an overview on possible applications of Bar Codes to the study of zerodimensional monomial ideals. Many of them are related to involutive divisions, but there are also some of them which have nothing to do with this context. We first see the applications that are not linked to the involutive framework, i.e. enumerative combinatorics on (strongly) stable ideals (see 6.1.1) and an iterative Lex Game algorithm for zerodimensional ideals defined by sets of points (see 6.1.2). Then we switch to the involutive applications (6.2).

### 6.1. Non-involutive applications

6.1.1. Counting 0 -dimensional (strongly) stable ideals. In the paper [4], Bar Codes are employed as a tool for counting zerodimensional stable and strongly stable ideals in 2,3 variables, given their constant affine Hilbert polynomial $p$. These ideals are defined in a purely combinatorial way

Definition 36. ([25, pg.41], [27], c.f.[37, Vol. 4, p. 673,679]) A monomial ideal $J \triangleleft \mathcal{P}=\mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$ is called stable [16]] if it holds $\tau \in J, x_{j}>\min (\tau) \Longrightarrow \frac{x_{j} \tau}{\min (\tau)} \in J$.
Definition 37 ([41, 42, 22, 23, 18, 38]). A monomial ideal $I \triangleleft \mathcal{P}=\mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$ is called strongly stable ([2, 1]) if, for every term $\tau \in I$ and pair of variables $x_{i}, x_{j}$ with $x_{i} \mid \tau$ and $x_{i}<x_{j}$, then also $\frac{\tau x_{j}}{x_{i}} \in I$ or, equivalently, for every $\sigma \in \mathrm{N}(I)$, and pair of variables $x_{i}, x_{j}$ with $x_{i} \mid \sigma$ and $x_{i}>x_{j}$, then also $\frac{\sigma x_{j}}{x_{i}} \in \mathrm{~N}(I)$.
It is possible to prove that there is a bijection between (strongly) stable ideals in 2,3 variables and some partitions of the affine Hilbert polynomial $p$.

Definition 38 ([44]). An integer partition of $p \in \mathbb{N}$ is a $k$-tuple $\left(\lambda_{1}, \ldots, \lambda_{k}\right) \in \mathbb{N}^{k}$ s.t. $\sum_{i=1}^{k} \lambda_{i}=p$ and $\lambda_{1} \geq \ldots \geq \lambda_{k}$.
For $p, k \in \mathbb{N}$, we denote $I_{(p, k)}:=\left\{\left(\lambda_{1}, \ldots, \lambda_{k}\right) \in \mathbb{N}^{k}, \lambda_{1}>\ldots>\lambda_{k}>0\right.$ and $\left.\sum_{j=1}^{k} \lambda_{j}=p\right\}$ the set of partitions of $p$ in $k$ distinct parts.

Definition 39 ([28]). A plane partition $\pi$ of a positive integer $p \in \mathbb{N}$, is a partition of $p$ in which the parts have been arranged in a 2-dimensional array, weakly decreasing across rows and down columns. If the inequality is strict across rows (resp. columns), we say that the partition is row-strict (resp column-strict). Different configurations are regarded as different plane partitions. The norm of $\pi$ is the sum $n(\pi):=\sum_{i, j} \pi_{i, j}$ of all its parts, i.e. p.
Definition 40 ([28]). Let $D_{r}$ denote the set of all $r$-tuples $\lambda=\left(\lambda_{1}, \ldots, \lambda_{r}\right)$ of integers with $\lambda_{1} \geq \ldots \geq \lambda_{r}$. For $\lambda, \mu \in D_{r}$, we write $\lambda \geq \mu$ if $\lambda_{i} \geq \mu_{i}$ for all $i=1,2, \ldots, r$. Let $c, d$ arbitrary integers and $\lambda, \mu \in D_{r}$, with $\lambda \geq \mu$. We call an array $\rho$ of integers of the form

|  |  |  | $\rho_{1, \mu_{1}+1}$ | $\rho_{1, \mu_{1}+2}$ | $\ldots$ | $\ldots$ | $\ldots$ | $\rho_{1, \lambda_{1}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\rho_{2, \mu_{2}+1}$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\rho_{2, \lambda_{2}}$ |  |
|  |  |  | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |  |  |
| $\rho_{r, \mu_{r}+1}$ | $\ldots$ | $\ldots$ | $\rho_{r, \lambda_{r}}$ |  |  |  |  |  |

$a(c, d)$-plane partition of shape $\lambda / \mu$ if $\rho_{i, j} \geq \rho_{i, j+1}+c$ for $1 \leq i \leq r, \mu_{i}<j<\lambda_{i}$, and $\rho_{i, j} \geq \rho_{i+1, j}+d$ for $1 \leq$ $i \leq r-1, \mu_{i}<j \leq \lambda_{i+1}$. In the case $\mu=0$, we shortly say that $\rho$ is of shape $\lambda$.
Definition 41 ([29]). Let $c, d$ be arbitrary integers and $\lambda$ be a partition with $\lambda_{r} \geq r$. We call "shifted ( $c, d$ )-plane partition of shape $\lambda$ " an array $\pi$ of integers of the form

$$
\begin{array}{ccccccccc}
\pi_{1,1} & \pi_{1,2} & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \pi_{1, \lambda_{1}} \\
& \pi_{2,2} & \ldots & \ldots & \ldots & \ldots & \ldots & \pi_{2, \lambda_{2}} & \\
& & \ldots & \ldots & \ldots & \ldots & \ldots & & \\
& & & \pi_{r, r} & \ldots & \ldots & \pi_{r, \lambda_{r}} & & \\
& & & & &
\end{array}
$$

s.t. $\pi_{i, j} \geq \pi_{i, j+1}+c$ for $1 \leq i \leq r, i \leq j<\lambda_{i}$, and $\pi_{i, j} \geq \pi_{i+1, j}+d$ for $1 \leq i \leq r-1, i<j \leq \lambda_{i+1}$.

The symbol $\mathcal{P}_{\lambda}(c, d)$ denotes the set of $(c, d)$-plane partitions of shape $\lambda$, while $\mathcal{S}_{\lambda}(c, d)$ denotes the set of shifted $(c, d)$-plane partitions of shape $\lambda$.
The main results of [4] are summarized in what follows. The case of (strongly) stable ideals in two variables is the simplest one. For stable ideals we have
Proposition 42. The number of Bar Codes $\mathrm{B} \in \mathcal{B}_{2}$ with bar list ( $p$, h) and s.t. $\eta(B)=\mathrm{N} \subset \mathbf{k}\left[x_{1}, x_{2}\right]$ is the Groebner escalier of a stable ideal $J \triangleleft \mathbf{k}\left[x_{1}, x_{2}\right]$ equals the number of integer partitions of $p$ in $h$ distinct parts. and since

Proposition 43. Denoting by B a Bar Code associated to a stable ideal $I \triangleleft \mathbf{k}\left[x_{1}, x_{2}\right]$ with affine Hilbert polynomial $H_{I}(d)=p \in \mathbb{N}$ and by $\mathrm{L}_{\mathrm{B}}=(p, h)$ its bar list, the maximal value that $h$ can assume is $h:=\left\lfloor\frac{-1+\sqrt{1+8 p}}{2}\right\rfloor$. we can desume that

Proposition 44. The number of stable ideals $J \triangleleft \mathbf{k}\left[x_{1}, x_{2}\right]$ with $H_{-}(t, J)=p$ is $\sum_{i=1}^{h} Q(p, i)$, where $h:=$ $\left\lfloor\frac{-1+\sqrt{1+8 p}}{2}\right\rfloor$ and $Q(p, i)$ is the number of integer partitions of $p$ into $i$ distinct parts.
and this result holds also for strongly stable ideals, since
Lemma 45. An ideal $I \triangleleft \mathbf{k}\left[x_{1}, x_{2}\right]$ is stable if and only if it is strongly stable.
For the case of three variables, we can start by observing that
Corollary 46. The number of Bar Codes associated to stable ideals in $\mathbf{k}\left[x_{1}, \ldots, x_{n}\right], n>2$, whose bar list is $(p, h, \underbrace{1, \ldots, 1}_{3, \ldots, n}), p, h \in \mathbb{N}, p \geq h$ equals the number of integer partitions of $p$ in $h$ distinct parts, i.e. $p=$ $\alpha_{1}+\ldots+\alpha_{h}, \alpha_{1}>\ldots>\alpha_{h}>0$. Moreover, the maximal value that $h$ can take in the bar list $(p, h, 1, \ldots, 1)$ is $h:=\left\lfloor\frac{-1+\sqrt{1+8 p}}{2}\right\rfloor$.
so we only have to deal with the bar lists of the form $(p, h, k), k>1$.
Lemma 47. With the previous notation, it holds:

1. $k \in\{1, \ldots, l\}$, where $l:=\max _{i \in \mathbb{N}}\left\{i^{3}+3 i^{2}+2 i \leq 6 p\right\}$;
2. $h \in\left\{\frac{k(k+1)}{2}, \ldots, m\right\}$, where $m=\max _{r \geq \frac{k k+1)}{2}}\left\{r \mid \exists \lambda \in I_{(r, k)}, \operatorname{Sm}(\lambda) \leq p\right\}$, and $\operatorname{Sm}(\lambda):=\operatorname{Sm}\left(\left[\lambda_{1}, \ldots, \lambda_{k}\right]\right)=\sum_{i=1}^{k} \frac{\lambda_{i}\left(\lambda_{i}+1\right)}{2}$.

Denoting $\mathcal{P}_{(p, h, k)}=\left\{\rho \in \mathcal{P}_{\bar{\beta}}(1,1)\right.$ for some $\bar{\beta} \in I_{(h, k)}$ and s.t. $\left.n(\rho)=p\right\}$
Theorem 48. There is a bijection between $\mathcal{P}_{(p, h, k)}$ and the set $\mathrm{B}_{(p, h, k)}^{(S)}=\left\{\mathrm{B} \in \mathcal{A}_{3}\right.$ s.t. $\mathrm{L}_{\mathrm{B}}=(p, h, k), \eta(\mathrm{B})=$ $\mathrm{N}(J), J$ stable $\}$.

In conclusion, counting stable ideals becomes an easy application of Krattenthaler's formulas [28] for counting the elements in $\mathcal{P}_{(p, h, k)}$. The situation is analogous for strongly stable ideals.
Indeed, denoting $\mathcal{S}_{(p, h, k)}=\left\{\pi \in \mathcal{S}_{\lambda}(1,0), n(\pi)=p, \lambda_{i}=i+\overline{\alpha_{i}}-1,1 \leq i \leq k\right.$, for some $\left.\bar{\alpha} \in I_{(h, k)}\right\}$, we have
Theorem 49. There is a bijection between $\mathcal{S}_{(p, h, k)}$ and the set $\mathrm{B}_{(p, h, k)}=\left\{\mathrm{B} \in \mathcal{A}_{3}\right.$ s.t. $\mathrm{L}_{\mathrm{B}}=(p, h, k), \eta(\mathrm{B})=$ $\mathrm{N}(J), J$ strongly stable $\}$.
and again determinantal formulas by Krattenthaler [29] solve the problem of counting. The paper [4] terminates with a conjecture about the number of (strongly) stable ideals with fixed affine Hilbert polynomial for the case of $n \geq 4$ variables. The idea consists in introducing (shifted) partitions in dimension $n-1$ and establishing analogous bijections with (strongly) stable 0 -dimensional ideals in $n$ variables. In the case of $n-1$-dimensional partitions ( $n \geq 4$ ), anyway, there are no determinantal formulas and counting them is still an open problem.
6.1.2. An iterative Lex Game. In the paper [9], we employ the Bar Code in order to give an iterative version of the Lex Game algorithm [17]. In 1990 Cerlienco and Mureddu [13, 14, 15] gave a combinatorial algorithm which, given an ordered set of points $\underline{\mathbf{X}}=\left[P_{1}, \ldots, P_{N}\right] \subset \mathbf{k}^{n}, \mathbf{k}$ a field, returns the lexicographical Gröbner escalier $\mathrm{N}(I(\mathbf{X})) \subset \mathcal{T}:=\left\{x^{\gamma}:=x_{1}^{\gamma_{1}} \cdots x_{n}^{\gamma_{n}} \mid \gamma:=\left(\gamma_{1}, \ldots, \gamma_{n}\right) \in \mathbb{N}^{n}\right\}$ of the vanishing ideal $I(\mathbf{X}):=\{f \in \mathcal{P}:$
 performs iteration on the points (so it gives the aforementioned bijection for all the ideals in the Macaulay chain $\left.I_{i}:=I\left(\left\{P_{1}, \ldots, P_{i}\right\}\right) 1 \leq i \leq N\right)$ and recursion on the variables, with complexity $O\left(n^{2} N^{2}\right)$. The Lex Game has been developed as an improvement of Cerlienco-Mureddu algorithm. It employs two tries (rooted trees with both nodes and edges with their own label), called point trie (see remark 27) and lex trie, and reaches a very better complexity, $O(n N+N \min (N, n r))$, where $r<n$ is the maximal number of edges from a vertex in the point trie, dropping iterativity for the sake of efficiency. Using a combination of the point trie, which represents the reciprocal relations among the points and the Bar Code in order to store the monomials, it is possible to give an iterative algorithm with complexity $O\left(N^{2} n \log (N)\right.$ ), so very near to that of the Lex Game algorithm. Indeed, our algorithm mimicks Cerlienco-Mureddu's one, but it stores in the Bar Code the information that is (lost and) computed by Cerlienco-Mureddu more than once. The construction of the point trie is identical to that of the Lex Game, with complexity $n N+N \min (N, n r) \sim O(n N r)$ and for each of the $N$ points, while constructing the new branch of the point trie corresponding to the new point, we obtain for free the level $h$ in which the new point forks from the previous ones and the node in the $(h-1)$-level in which the point is still not splitted from the previous ones (so in particular the $\sigma$-antecedent,i.e. the maximally-indexed point with the same first $h-1$ coordinates as the newly inserted point). Then, the algorithm updates the Bar Code, reading and writing each bar only once. In particular, it takes - if it exists- the $h$-block following that of the $\sigma$-antecedent, lengthens the $h+1, \ldots, n$-bar under this block and keeps track of the corresponding exponents of the monomials (i.e. 0). Then it lengthens also the $h$-bar of this block and keep track of the $h$-exponent of the monomials over it and walks in the path of the trie corresponding to the new point, from level $h-1$ to level 1 , repeating the procedure. Instead, if such following $h$-block in the Bar Code does not exist yet the algorithm inserts it by adding the $1, \ldots, h$-bars (whose length is one). The cost of detecting the following $h$ block is the same as identifying the last element belonging to the current $h$-block and in the ( $h-1$ )-node of the trie in which the new point appears. Since the number of points both in the ordered $h$-block and in the ( $h-1$ )-ordered node are bounded by $N$, the complexity of this problem is $N \log (N)$. Therefore, this procedure costs $N^{2} n \log (N)$ As an example of the results provided by our algorithm, one can see that the four maps and pictures given in example 5 , are exactly the results one
gets by applying either Cerlienco-Mureddu algorithm or our iterative Lex game, in correspondence with the ordering given to the set of input point ${ }^{5}$ In the same paper, an efficient algorithm for computing a family of squarefree separator polynomial for $\mathbf{X}$ is given ${ }^{6}$, as well as a fast algorithm to get Auzinger-Stetter matrices.

### 6.2. Involutive applications.

We see now some applications of Bar Code to involutive divisions. The idea of involutive divisions dates back to the works by Janet and Riquier [24, 25, 26, 27] and has been formalized by Gerdt and Blinkov

Definition 50 (Gerdt-Blinkov, [19]). An involutive division $L$ or $L$-division on $T$ is a relation $\left.\right|_{L}$ defined, for each finite set $U \subset T$, on the set $U \times T$ in such a way that the following holds for each $u, u_{1} \in U$ and $t, t_{1} \in T$
(i) $\left.u\right|_{L} t \Rightarrow u \mid t$;
(iv) $\left.u\right|_{L} t,\left.u_{1}\right|_{L} t \Rightarrow$ either $\left.u\right|_{L} u_{1}$ or $\left.u_{1}\right|_{L} u$;
(ii) $\left.u\right|_{L} u$;
(v) $\left.u\right|_{L} u_{1},\left.\left.u_{1}\right|_{L} t \Rightarrow u\right|_{L} t$;
(iii) $\left.u\right|_{L} u t,\left.\left.u\right|_{L} u t_{1} \Leftrightarrow u\right|_{L} u t t_{1}$;
(vi) if $V \subseteq U$ and $u \in V$ then $\left.u\right|_{L} t$ w.r.t. $\left.U \Rightarrow u\right|_{L} t$ w.r.t. $V$. If $\left.u\right|_{L} t=u w, u$ is called an involutive divisor of $t, t$ is called an involutive multiple of $u$ and $w$ is said to be multiplicative for $u$. If $u\}_{L} t=u w, w$ is said to be non-multiplicative for $u$.

In particular, Janet division is assigned on a finite set of terms, by equipping each term with a set of multiplicative variables as seen at the end of section 5 (see definitions 32, 33). In [6, 8], we focus on applications of Bar Codes related to Janet division. In particular, [8] focuses on determining Janet multiplicative variables for the terms in a finite set $U \subset \mathrm{~T}$ using the Bar Code associated to $U$ and the star set construction (i.e. the construction with stars explained in section 5). The relation with multiplicative variables is stated by the proposition below:

Proposition 51. Let $U \subseteq \mathcal{T}$ be a finite set of terms and let us denote by $\mathrm{B}_{U}$ its Bar Code. For each $t \in U x_{i}$, $1 \leq i \leq n$ is multiplicative for $t$ if and only if, in $\mathrm{B}_{U}$, the $i-\operatorname{bar} \mathrm{B}_{j}^{(i)}$, over which tlies, is followed by a star.
The above proposition implies that a mere Bar Code and star set construction is enough to determine Janet multiplicative variables for a finite set of terms. Then, the Bar Code can be seen as an alternative to Gerdt's Janet tree [20] and it is actually rather similar to the (equivalent) presentation given by Seiler in [43]. We point out that with an analogous of Proposition 51, Bar Code allows also to deal with Janet-like division [21], identifying non-multiplicative powers, despite the fact that actually Janet-like division is not an involutive division. Moreover, in [6], we deal with completeness of terms' sets w.r.t. Janet division (Definition 34). The first result in [6] is that

Proposition 52. Let $U \subseteq \mathcal{T}$ be a finite set of terms and B be its Bar Code. Let $t \in U, x_{i} \in N M_{J}(t, U)$ and $\mathrm{B}_{j}^{(i)}$ the i-bar under $t$. Let $s \in U$; it holds $\left.s\right|_{J} x_{i} t$ if and only if

1. $s \mid x_{i} t$
2. s lies over $\mathrm{B}_{j+1}^{(i)}$ and
3. $\forall j^{\prime}$ appearing with nonzero exponent in $\frac{x_{i} t}{s}$ there is a star after the $j^{\prime}$-bar under $s$.

Moreover, basing on this proposition, we can construct an algorithm that given a finite set of terms $U=$ $\left\{t_{1}, \ldots, t_{m}\right\} \subseteq \mathcal{T}$, finds whether there exists an ordering on the variables $x_{1}, \ldots, x_{n}$ such that $U$ is complete. The idea consists in constructing the Bar Code B of the set $U=\left\{t_{1}, \ldots, t_{m}\right\} \subset \mathcal{T}$ from the maximal variable to the minimal one, checking if, with the choice made up to the current point on the variables' ordering, the conditions of proposition 52 hold for each term in $U$, and going back retracting our steps in case of failure, so modifying previously made choices. With this backtracking technique, we have to check less ordering with respect to the $n!$ orderings one would have in general to try.
In [7], Bar Code is employed in the context of polynomial interpolation. Considered a finite set of distinct points $\mathbf{X}=\left\{P_{1}, \ldots, P_{N}\right\} \subset \mathbf{k}^{n}$, the zerodimensional ideal $\mathrm{T}(I(\mathbf{X}))$ is quasi-stable by definition, so it has a Pommaret basis, which is exactly given by the terms of the star set of the Bar Code associated to $\mathrm{N}(I((\mathbf{X}))$. By the iterative Lex Game, we can compute $N(I((\mathbf{X}))$ point by point; then again exploiting the Bar Code, we can compute the factors of an Axis of Evil factorization for a Pommaret basis of $I(\mathbf{X})$ point by point, so we can do it for each ideal in the Macaulay chain. In particular, we compute one factor for each bar, according to the points

[^4]corresponding to the terms lying over that bar. That factors, chosen in a suitable way, according to the star set element we want to deal with, constitute the Axis of Evil factorization for a Pommaret basis of $I(\mathbf{X})$.

Example 53. For the set $\mathbf{X}=\{(0,0,0),(1,2,3),(1,4,5),(0,1,4)\}$, we have that the lexicographical Groebner escalier is $\mathbf{N}(\mathbf{X})=\left\{1, x_{1}, x_{2}, x_{1} x_{2}\right\}$, corresponding to the following Bar Code.


In the same paper we show also that, with some small modifications to Moeller algorithm, it is possible to compute a Pommaret basis of $I(\mathbf{X})$ (and actually of any ideal in the Macaulay chain).

## References

[1] Aramova, A. and Herzog, J., Koszul cycles and EliahouKervaire type resolutions, J. of Algebra 181.2, 347-370, 1996.
[2] Aramova, A. and Herzog, J., rho-Borel principal ideals., Illinois Journal of Mathematics 41.1 103-121, 1997.
[3] Auzinger W., Stetter H.J., An Elimination Algorithm for the Computation of all Zeros of a System of Multivariate Polynomial Equations, I.S.N.M. 86 (1988), 11-30, Birkhäuser
[4] Ceria, M., Bar Code for monomial ideals, Journal of Symbolic Computation, Special issue for MEGA 2017, Volume 91, March-April 2019, Pages 30-56.
[5] Ceria, M., A proof of the "Axis of Evil theorem" for distinct points, Rend. Sem. Math. Torino, Vol. 72 No. 3-4, pp. 213-233, 2014
[6] Ceria, M., Applications of Bar Code to involutive divisions and a greedy algorithm for complete sets., submitted
[7] Ceria, M,. A variant of the iterative Moeller algorithm for giving Pommaret basis and its factorization , in preparation
[8] Ceria, M,. Bar Code versus Janet tree, in preparation.
[9] Ceria M., Mora T. Combinatorics of ideals of points: a Cerlienco-Mureddu-like approach for an iterative lex game, submitted to Journal of Pure and Applied Algebra.
[10] Ceria M., Mora T. and Roggero M., Term-ordering free involutive bases, Journal of Symbolic Computation Volume 68, Part 2, May-June 2015, Pages 87-108.
[11] Ceria M., Mora T., Visconti A., Efficient computation of squarefree separator polynomials (extended abstract), In: Davenport J., Kauers M., Labahn G., Urban J. (eds) Mathematical Software - ICMS 2018. ICMS 2018. Lecture Notes in Computer Science, vol 10931. Springer, Cham
[12] Ceria M., Mora T., Visconti A., Efficient computation of squarefree separator polynomials, in preparation.
[13] Cerlienco L., Mureddu M., Algoritmi combinatori per l'interpolazione polinomiale in dimensione $\geq 2$, preprint (1990).
[14] Cerlienco L., Mureddu M., From algebraic sets to monomial linear bases by means of combinatorial algorithms, Discrete Math. 139, 73 - 87.
[15] Cerlienco L., Mureddu M., Multivariate Interpolation and Standard Bases for Macaulay Modules, J. Algebra 251 (2002), $686-726$.
[16] S. Eliahou and M. Kervaire, Minimal resolutions of some monomial ideals, J. Algebra, 129 (1), (1990) 1-25.
[17] Felszeghy, B., Ráth, B., Rónyai, L., The lex game and some applications, Journal of Symbolic Computation, 41(6), 663-681 (2006).
[18] Galligo, A., A propos du théorem de préparation de Weierstrass, L. N. Math. 40 (1974), Springer, 543579.
[19] Gerdt V.P., Blinkov Y.A. Involutive bases of Polynomial Ideals, Math. Comp. Sim. 45, 543-560, 1998
[20] Gerdt V., Blinkov Y. and Yanovich D., Construction of Janet Bases I. Monomial Bases, in Computer Algebra in Scientific Computing CASC 2001, 233-247.
[21] Gerdt, V. P., Blinkov, Y. A., Janet-like monomial division In International Workshop on Computer Algebra in Scientific Computing (pp. 174-183). Springer, Berlin, Heidelberg, 2005.
[22] Gunther, N., Sur la forme canonique des systèmes déquations homogènes (in russian) [Journal de l'Institut des Ponts et Chaussées de Russie] Izdanie Inst. Inž. Putej Soobs̆čenija Imp. Al. I. 84 (1913) .
[23] Gunther, N., Sur la forme canonique des equations algébriques C.R. Acad. Sci. Paris 157 (1913), 577-80
[24] M. Janet, Sur les systèmes d'équations aux dérivées partelles, J. Math. Pure et Appl., 3, (1920), 65-151.
[25] M. Janet, Les modules de formes algébriques et la théorie générale des systemes différentiels, Annales scientifiques de l'École Normale Supérieure, 1924.
[26] M. Janet, Les systèmes d'équations aux dérivées partelles, Gauthier-Villars, 1927.
[27] M. Janet, Lecons sur les systèmes d'équations aux dérivées partelles, Gauthier-Villars.
[28] C. Krattenthaler, Generating functions for plane partitions of a given shape, manuscripta mathematica 1990, Volume 69, Issue 1, pp 173-201.
[29] C. Krattenthaler, Generating functions for shifted plane partitions, Journal of Statistical Planning and Inference, 34 (1993) 197-208, North-Holland.
[30] Lazard, D., Ideal bases and primary decomposition: case of two variables. Journal of Symbolic Computation, 1(3), 261-270, 1985.
[31] Lederer, M., The vanishing ideal of a finite set of closed points in affine space, Journal of Pure and Applied Algebra, 212(5), 1116-1133, (2008).
[32] Lundqvist S., Lundqvist S., Complexity of comparing monomials and two improvements of the BM-algorithm. L. N. Comp. Sci. 5393 (2008), 105-125, Springer
[33] Lundqvist, S., Vector space bases associated to vanishing ideals of points, Journal of Pure and Applied Algebra, 214(4), 309-321 (2010).
[34] Macaulay, FS., Some properties op enumeration in the theory of modular systems, Proc. London Math. Soc, vol 26, 531-555, 1927.
[35] Miller, E., Sturmfels, B., Combinatorial commutative algebra (Vol. 227). Springer Science \& Business Media, 2004.
[36] Mora, F., De nugis Groebnerialium 2: Applying Macaulay's trick in order to easily write a Gröbner basis, Applicable Algebra in Engineering, Communication and Computing, 13(6), 437-446 (2003).
[37] T. Mora, Solving Polynomial Equation Systems 4 Vols., Cambridge University Press, I (2003), II (2005), III (2015), IV (2016).
[38] Peeva I., 0-Borel fixed ideals, Journal of Algebra 184.3 (1996): 945-984.
[39] Pommaret J. F., Systems of partial differential equations and Lie pseudogroups, Gordon and Brach (1978)
[40] Pommaret J. F., Akli H. Effective Methods for Systems of Algebraic Partial Differential Equations, Progress in Mathematics 94 (1990), 411-426, Birkhäuser
[41] Robinson, L.B. Sur les systémes d'équations aux dérivées partialles C.R. Acad. Sci. Paris 157 (1913), 106-108
[42] Robinson, L.B. A new canonical form for systems of partial differential equations American Journal of Math. 39 (1917), 95-112
[43] Seiler, W.M., Involution: The formal theory of differential equations and its applications in computer algebra, Vol.24, 2009, Springer Science \& Business Media
[44] R.P. Stanley, Enumerative Combinatorics, 2 Vols., Cambridge University Press, I (1986), II (1999).

Michela Ceria
Department of Computer Science Università degli Studi di Milano
e-mail: michela.ceria@gmail.com


[^0]:    ${ }^{1}$ Actually, it can be easily observed that $\mathrm{T}\left(x_{1}^{2}-x_{1}\right)=x_{1}^{2}, \mathrm{~T}\left(x_{1} x_{2}\right)=x_{1} x_{2}, \mathrm{~T}\left(x_{2}^{2}-2 x_{2}\right)=x_{2}^{2}$ trivially holds for each term order.

[^1]:    ${ }^{2}$ Actually, in this context, "high-dimensional" means "of dimension greater than or equal to" 4 .

[^2]:    ${ }^{3}$ Clearly if a term $\pi^{i}\left(\tau_{\bar{j}}\right)$ is not repeated in $\bar{M}^{[i]}$, the sublist containing it will be only $\left[\pi^{i}\left(\tau_{\bar{j}}\right)\right]$, i.e. $h=0$.

[^3]:    ${ }^{4}$ Notice that these assignments are those given by $\mathfrak{B C} 1$ and $\mathfrak{B C} 2$.

[^4]:    ${ }^{5}$ The Lex game gives the same escalier, but it is not so focused on the bijection between $\mathbf{X}$ and $\mathrm{N}(I(\mathbf{X}))$.
    ${ }^{6}$ For an efficient implementation, see [11, 12].

