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Recent research highlights that patient engagement, conceived as a patient’s behavioral, cognitive and
emotional commitment to his own care management, is a key issue while implementing new technolo-
gies in the healthcare process. Indeed, eHealth interventions may systematically fail when the patient’s
subjective experience has not been taken into consideration since the first steps of the technology design.
In the present contribution, we argue that such an issue is more and more crucial as regarded to the field
of Ambient Intelligence (AmI). Specifically, the exact concept of technologies embedded in the patients’
surrounding environment implies a strong impact on their everyday life, which can be perceived as a lim-
itation to autonomy and privacy, and therefore refused or even openly opposed by the final users. The
present contribution tackles this issue directly, highlighting: (1) a theoretical framework to include
patient engagement in the design of AmI technologies; (2) assessment measures for patient engagement
while developing and testing the effectiveness of AmI prototypes for healthcare. Finally (3) this contribu-
tion provides an overview of the main issues emerging while implementing AmI technologies and sug-
gests specific design solutions to address them.

� 2016 Elsevier Inc. All rights reserved.
1. Introduction

The aging society is today one of the major concerns for health-
care systems across Western countries because this sociological
phenomenon is increasingly affecting the quality and quantity of
the demand of care. Particularly, the increasing number of individ-
uals suffering from chronic conditions and demanding for long-
term treatments requires to identify sustainable solutions for pro-
viding cost-effective and high-quality care services. For these rea-
sons, this has become part of the priorities’ agenda for both
clinicians and policymakers [1]. The implementation of technolog-
ical solutions aimed at enabling continuity of care by systemati-
cally monitoring the patient along his/her healthcare journey is
today recognized as a possible strategy to face this challenge. At
the time the present contribution is been written, numerous
reviews are available investigating the effectiveness of new tech-
nologies designed to improve assessment and rehabilitation, dis-
ease management, health information retrieval, medical
consultation and treatment adherence [2–5]. Elbert and colleagues
[6], who performed a systematic review of systematic reviews and
meta-analyses, found that 23% of reviews reported positive results
in terms of effectiveness and cost effectiveness, and other 43% con-
cluded that the research results are appreciable and promising.
Indeed, an important outcome of new technologies used in the
context of healthcare is related to the improved possibility to con-
tinue analyzing and treating patients outside of the medical con-
sultation, making home-based care possible [7,8]. In this sense,
eHealth has proven to be an effective resource to extend care path-
ways from acute to chronic diseases, giving rise to healthcare sce-
narios in which the patient can be potentially assisted at any
moment of his/her personal life. eHealth permits to develop inte-
grated, sustainable and patient-centered services and promote
effective exchanges among the actors involved in the care process
[9].

However, coming closer to the focus of the present contribution,
eHealth has been often considered able to promote patient engage-
ment too [10–13], generally defined as patients’ ability and avail-
ability to have a starring role in their healthcare [14–16]. This is
today considered a key priority for healthcare. Indeed, ‘‘engaged”
patients, or patients who actively participate in managing their
own disease condition, are demonstrated to gain successful clinical
outcomes more than patients who simply adhere to treatments in
a passivizing logic [17,18]. This happens because engaged patients
are more likely than others to enact preventive behaviors,
self-manage their symptoms and treatments, actively seek health
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information, and become advisors of good health practices when
approaching new patients and promoting peer support [19–22].

However, recent literature [23–25] suggests that patient
engagement is not a direct outcome of eHealth implementation,
rather patient engagement strategy should be considered in
advance when designing the new technologies for healthcare.
Otherwise, there is a widespread agreement about the fact that
without considering the patient as an active agent in the health-
care environment, such solutions risk to be substantially ineffec-
tive in the end. Indeed, despite the rhetoric and trust for eHealth
solutions, patients don’t accept the use of health technologies as
much as they could [26–28]. Indeed, when the personal commit-
ment of patients to the healthcare process is at low levels, informa-
tion technologies-based interventions may fail irrespectively of the
effectiveness and technological advancement of the involved tools
[25]. For example, therapeutic contents administered via comput-
erized programs may lack of implicit emotional aspects which are
fundamental elements for the establishment of a therapeutic alli-
ance [29]. Only supporting this aspect, the patient will be able to
enhance his/her disease management skills and would be more
akin to accept technologies for managing his/her own health and
care.
2. The case for Ambient Intelligence

As previously said, a strategic approach to the promotion of
patient engagement is fundamental for the effective implementa-
tion of eHealth-based interventions. However, the web-based tech-
nologies that are usually included under the aegis of eHealth and
related concepts require an active contribution on the patient’s
part. Indeed, patients involved in eHealth interventions typically
interact with dedicated web portals, online social networks, or
mobile apps that help them to enhance their own health literacy,
disease management and the consultation with the health
professionals.

The case with one of the most advanced incarnation of commu-
nication technologies for healthcare, namely Ambient Intelligence, is
quite different. The term Ambient Intelligence refers to monitoring
and assistive technologies embedded in the everyday objects,
which already affect the everyday activities of the target users.
Specifically, the embedding of micro-computers and different
kinds of sensors (pressure/strain, image processing, sound, motion,
physiological signals, . . .) allows a distributed system to recognize,
analyze and monitor people present in the environment and their
activities; then, integrated computational elaboration permits to
understand their needs and to respond accordingly with online
modifications of the environment itself. According to literature
[30–32] an Ambient Intelligence application is recognizable on
the bases of some distinctive characteristics: it is context aware
(it makes use of information drawn on the here-and-now situa-
tion); personalized (it is tailored on the individual user’s needs);
anticipatory (it develops the capacity of predicting user’s needs);
adaptive (it is able to modify its own functions/behavior on the
basis of the user’s habits); ubiquitous (it is embedded and dis-
tributed among the environment); transparent (it is able to func-
tion without direct action, nor perception, nor knowledge by the
human user). Indeed, health is one of the main application fields
for AmI technologies [33], so that Ami (considered in terms of
ubiquitous sensors; pervasive care; artificial intelligence, and
automation) can be considered the gold standard for eHealth pro-
fessionals to achieve [34,35].

However, if we consider the characteristics of AmI as outlined
above (the latter in particular), one could say that patient engage-
ment would be less important in the context of AmI. Indeed, AmI
users can be even unaware that a given technological system is
working around them, analyzing their physiological status and
behaviors in order to automatically-provide assistive outcomes.
In this sense, a chronic patient (or secondary users, such as his
caregivers) could be involved in the AmI implementation process
at the level of authorization only. Then, when the patient is placed
within an intelligent environment, he has nothing to do apart from
behaving as he normally does. Around him, the AmI system will
proceed with its analysis patterns and will provide the pro-
grammed positive/assistive outcomes such as (for instance) facili-
tating tasks by means of online modifications of tools’ affordances
[36,37]; activating alarms in case of detection of health emergen-
cies [38,39]; satisfying anticipated user’s needs because of having
identified habitual behavior [31,40]; and so on.

Actually, this cannot be the whole story when we consider the
complexity of the subjective point of view of the patient/user. Even
if we talk about ‘‘transparent” technologies, that the user does not
interact with for most of the time, at least two obstacles can get in
the way of acceptance and successful implementation. The first
obstacle is related to authorization by the target patient and/or
the caregivers. Authorization to AmI implementation may be given
by patients basing on misconceptions and/or partial representa-
tions of the system and its functioning, resulting in the patient
later opposing usage because of having experienced an impact on
everyday life he had not correctly estimate previously. The second
obstacle, that is strongly related to the first one, regards integra-
tion at the level of everyday life. The implementation of web-
based eHealth tools usually encounters this issue at a significantly
lower level in that the patient is asked to complete tasks that
require limited time (e.g., report medication adherence on the
web platform). On the contrary, AmI refers to a technology that
is potentially omnipresent and observing specific portions of the
environment continuously. From the point of view of the patient,
it is almost impossible to prefigure any possible event/situation
in his everyday life and what will be his own personal reaction
to being monitored without interruption in specific cases. This
makes difficult for the patient to (1) give authorization to more-
or-less complex AmI implementation in his house, without proper
knowledge of what this would mean for his everyday life, and for
peculiar occasions and (2) feel comfortable with AmI working dur-
ing specific situations in which he would like to enjoy privacy,
autonomy, or solitude.

In other words, some aspects related to patients/users should
always be taken into account when designing AmI technologies:

– the patient is not an object of analysis, but a subject with his/
her own perception of AmI itself;

– as a subject, patient is not monolithic; his/her own perception
of AmI can change over time or depending on specific situations;
so can attitudes, behavior and overall acceptance;

– according to literature, the patient assumes different roles in his
own relation with the integral care system over time; these
roles are associated with peculiar needs, objectives and behav-
ioral profiles.

The subsequent sections of the present contribution will
explore these aspects in detail, in order to provide methodolog-
ical and operative guidelines about how to deal with possible
obstacles for AmI effective implementation. Specifically, the next
section will present the construct of patient engagement, outlin-
ing the evolutionary phases of the patient’s healthcare journey,
the associated psychosocial states with peculiar needs and
objectives, along with the presentation of assessment tools able
to capture patient’s healthcare experience. According to the
specific needs emerging from the patient engagement dynamic-
ity, the main issues for AmI technologies implementation will
be outlined. Finally, this contribution will suggest actionable
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solutions in order to address such issues building on User Cen-
tered Design methods.
3. Patient engagement: what is and how to measure it

According to the Patient Health Engagement (PHE) Model,
developed by Graffigna and colleagues [41] and to the more recent
advancement in the psychological literature about the patient
active role in healthcare, ‘‘patient engagement” has been defined
as a ‘‘process-like and multi-dimensional experience, resulting
from the conjoint cognitive (think), emotional (feel), and conative
(act) enactment of individuals toward their health management”
[42]. In other words, patient engagement is characterized by three
interlaced aspects: a cognitive/informational aspect (what the
patient knows and how he efficiently navigates across health infor-
mation); a behavioral aspect (what the patient does concerning
his/her disease and treatment management); an emotional aspect
(how the patient feels when living with a disease). The articulation
and the characteristic of these subjective dimensions contribute to
determine how the patient succeeds in adjusting to (and elaborat-
ing) the onset of the disease and new life condition linked to it.
Moreover, this meaning making process deeply affects the quality
of the care experience and the role the patient is able to enact
within the healthcare environment (from more dependent posi-
tions to more autonomous ones). According to the PHE model,
patient engagement develops through four experiential phases
(namely blackout, arousal, adhesion, and eudaimonic project, see
[42]) which describe the process of patients’ adjusting to his/her
disease condition from being totally frozen due to the emotional
disruption related to the diagnosis to a condition featured by hav-
ing re-gained a satisfying balance between the illness condition
and the other life spheres. According to this approach, the dynam-
icity of the patient’s illness experience determines a fluidity of
patients’ needs and expectations along the care process. This is a
crucial aspect that should be carefully considered in order to cus-
tomize technological interventions above all when they occur
within the daily environment of the patient. Indeed, patients
may be differentially engaged in their healthcare according to their
cognitive, emotional and behavioral approach toward the illness
condition. Therefore, in order to develop and implement effective
technological interventions, such devices should consider the
patients’ priorities and sustain their needs. Specifically, patient
engagement studies suggest that the need for dealing with a
chronic condition requires that the patient recovers the ability to
re-adapt to multiple life domains, and finally learns how to realize
his/her own potentialities and resources even in the presence of a
long-life disease condition. As well as the patient engagement level
is recognized to be unstable across time and across the clinical
phases of the illness journey, measuring this aspect becomes more
and more crucial in order to develop technological solutions really
aligned with his/her needs and to assess their effect across time. In
this aim, the scientific community has produced different tools
aimed at measuring the patient ability to engage and be a proactive
subject within the health care environment. These instruments dif-
ferentiate among each other for their main focus in relation to the
different aspect involved in determining patient engagement and
might allow predicting patients’ health risk [43]. For instance, the
Patient Activation Measure, developed by Hibbard and colleagues
[44] is a well-known instrument specifically aimed at assessing
the patient behaviors when approaching his/her healthcare jour-
ney both in term of disease/treatment management and informa-
tion seeking. Another scientifically accredited instrument is the
Altarum Consumer Engagement (ACE) MeasureTM [45] designed to
assess the level of individuals’ involvement in healthcare decisions
and information management. Within the scientific literature, also
the Patient Enablement Instrument [46] has been demonstrated to
be a reliable measure for assessing patients’ ability to understand
the nature of their health condition and effectively cope with their
illness. Recently, the Patient Health Engagement scale (PHE-s) [41]
was developed as a measure of the patients’ subjective experience
of emotionally adjusting to the health condition. The specificity of
this scale lays in the fact that it allows evaluators not only to
assess the actual patient’s attitude toward his/her health condition,
but also to forecast the patient’s risk for disengagement in health
management and thus design preventive targeted intervention
to optimize care pathways and technologies aimed at enabling
them.

All these instruments can be applied along from the design to
the concrete implementation of AmI solutions. These instruments
might constitute a useful compass to orient the planning and deliv-
ery of technological interventions by effectively engaging people in
disease management, keeping in mind a dynamic vision of the
patient engagement experience. For example, in the first phases
of the engagement process, AmI technologies should assist and
scaffold patients – who are in a passive position for what concern
the care process – in monitoring the health parameters and
managing stressful consequences related to the disease onset. In
the adhesion phase, patients should be empowered and supported
in effectively following the medical regimen. Finally, when the
patient is fully engaged (i.e., eudaimonic project phase), the main
aim of technological interventions should be to support self-
determination and the patient’s autonomous choices related to
the priority life goals; specifically, the adequate space should be
left to patient’s initiative, in that he/she is trying to recover life-
projects and re-designing daily habits considering the presence
of the chronic disease he/she has accepted in his/her own everyday
life (see Fig. 1).

Basically, the most important aspect emerging by taking into
account the dynamics of patient engagement is that patient’s prior-
ities, intentions and needs tend to change over time. For this rea-
son, AmI design should be centered on patient’s experience
including the ability to adapt its outcomes not only to basic needs
emerging in habitual situations, but also to the overall user experi-
ence that is intrinsically characterized by dynamicity and
complexity.

Basing on this concept, the next section will include an over-
view of possible issues that may emerge in the experience of
AmI chronic patients users, in order to provide useful research/
design tools to overcome them and increasing the probability of
success for AmI implementations for healthcare.
4. Experiential issues in AmI implementation: solutions from
User Centered Design

As previously explained, the patient engagement process high-
lights the inherently dynamic and complex patient’s experience.
AmI designers/engineers should be able to capture those aspects
in order to produce technologies capable of adapting themselves
not only to basic needs, but also to the evolving intentionality of
patients who learn to manage their own health and everyday life
issues over long periods of time.

Considering the evolving contexts related to health manage-
ment and patient engagement, we maintain that some specific
experiential issues related to AmI usage can be outlined in order
to point out design precautions to be included in the AmI projects.
Table 1 features these specific issues with related examples, conse-
quences for implementation effectiveness, and schematic solu-
tions. These are the experiential issues to be taken into account:



Fig. 1. Functions and priorities of AmI across the patient health engagement phases.

Table 1
User experience issues for developing AmI technologies and possible solutions.

User experience
issue for AmI
technologies

Example Consequences Possible solutions from patient engagement and
experience design strategies

Privacy Detection of patient’s movement may reveal location
of secret private property

Patient is stressed because of ‘‘big
brother” effect

User Profiling: AmI design is informed by the
accurate consideration of individual needs

Influence on
behavior

Patient actively avoids to enjoy stimuli that he thinks
may impact on physiological signals

(1) Detrimental effects on patient’s
well-being and (2) the behavior
analyzed is not natural

Contextual Inquiry: AmI design benefits of analysis/
observation of the individual patient’s
environment and related activities

Changes in
patient’s Quality
of Life needs/
priorities

Patient’s needs moved from ‘‘relieve my pain” (first
phases of illness experience) to ‘‘help me to recover
my hobbies” (eudaimonic project)

AmI outcomes are not updated to
users’ emerging priorities

Highly customizable and modular devices: it should
be possible to adapt AmI outcomes to emerging
needs/objectives by the patients
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� Privacy: privacy concerns probably constitute the most
renowned issue for AmI technologies implementations [47].
As Cook and Colleagues [31] say, almost any form of data gath-
ering about users can be regarded as a potential violation of pri-
vacy. For example, cameras filming users may present privacy
issues for both registration of personal information (e.g., pass-
word digit), and private/embarrassing situations (e.g., nudity).
Solutions have been proposed limiting cameras registration to
information devoted at the sole localization of users in space
obscuring bodies [48], but these do not exclude the possibility
for potential spectators of inferring private information from
videos; for example, the exact location of secret private prop-
erty the user habitually reaches. Indeed, privacy is a multidi-
mensional construct [49,50] which encompasses aspects
related to personal dignity, individual freedom and control over
information. Moreover, consistently with the patient engage-
ment evolutionary phases, also user’s subjective privacy con-
cerns may evolve over time. A patient may passively accept
that his physiological correlates will be monitored at the time
physicians and caregivers are worried for his safety because of
a new diagnosis; but, when the patient is finally learning how
to manage his own health condition and want to recover differ-
ent activities (leisure, personal relationships), such analyses
may suddenly become invasive. In general, it is probably inad-
visable to base AmI projects on absolute/generalized ideas of
privacy rights.

� Influence on Behavior: consider the example above, about a
user who is aware of AmI technologies registering his own loca-
tion and movement inside the house, and who wants to reach a
personal property; he may decide to not do it in order to avoid
the property location being registered. Similarly, a user aware
that wearable devices are monitoring his own physiological
state may decide to not enjoy stimuli (e.g., eating certain foods,
watching emotional movies, . . .) to avoid that physiological
responses will be erroneously elaborated by the monitoring
technologies. Such examples highlight that the presence of
AmI technologies around a patient, independently of his more
or less exact knowledge of their functioning, may lead users
to modify their own behavior because of a ‘‘big brother syn-
drome” [51], namely the negative feeling emerging from the
impression of being observed by technologies. This issue has
two major consequences: first, the user may feel stressed; sec-
ond, the observed behavior will be not natural and maybe scar-
cely informative.

� Changes in Quality of Life Priorities: In addition to sustain
health promotion, AmI technologies should be able to not put-
ting at risk, or better to actively promote, positive quality of life
of their users [52,53]. However, the well-being of a person with
a chronic disease, who has to learn how to deal existentially and
day-by-day with his own disease, could not be conceptualized
as some list of features/requisites to be simply satisfied [54].
Quality of life priorities tend to change over time, especially
in the case of chronic patients. For instance, in the first periods
after receiving the diagnosis (the ‘‘blackout” phase according to
the PHE model), patients may have to deal with depression
symptoms, and could have the necessity of being monitored
also in respect to the emotionally disrupting experience they
are carrying on. Diversely, when patient engagement is at the
highest possible level (i.e., the PHE model’s ‘‘eudaimonic pro-
ject” phase), patients have accepted their chronic disease condi-
tion, and try to recover their ability to manage daily life, re-
defining everyday activity, leisure, personal relationships and
of course the disease management. In such a condition, their
quality of life priorities moved to a general need of recovering
a sense of freedom in their own life, and they deserve to be
helped in goal setting and high level sense making of their per-
sonal life.

These aspects constitute just some of the possible experiential
issues emerging from AmI technologies, which are not adequately
focused on the user subjective experience throughout the health-
care journey. However, such issues may be countered by means
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of including research strategies in the design. User Centered Design
(UCD) is a type of design whose goal consists in ensuring that no
aspects of the user experience take place in the interaction without
the designer’s knowledge [55]. The only way to achieve this is to
actively involve the user in all the steps of the generation of the pro-
duct, rather than only in the evaluation phase as in the classical
Usability approach [56]. In this sense, the term UCD can be used
when referring to any design process that is deeply influenced by
the engagement of end-users. [57]. In general, the user involve-
ment in the design process goes from a merely-consultative to an
active decision making/participatory role [58].

In order to implement a UCD, the first step is to identify all the
different stakeholders who are involved with the technologies and
who may benefit from their implementation. This entails those
who manually interact whit it, but also those who or are affected
at some level of its products/results [59]. Then, users become
active contributors in every step of the design process.

UCD methods have been already considered in the field of new
technology for healthcare and patient-centered medicine
[24,60,61], even in the field of AmI [62,63]. Indeed, some of these
research methods come to the aid of AmI designers when trying
to overcome issues related to adequate implementation.

� User profiling: users’ needs in terms of privacy and healthcare
management should be accurately understood in order to guide
design decisions. Moreover, such a research process could be
iteratively reproduced at given times, in order to account for
possible changes in patient’s priorities. First, the creation of per-
sonas can come in handy in the first phases of design. Personas
are fictitious, specific, concrete representations of target users
of a given product/technology [64] that designers use as objects
of reference while developing the product features. First intro-
duced by Cooper [65], the creating personas technique became
a widespread tool for UCD. Miaskiewicz and Kozar [66] used a
Delphi methodology to identify benefits of personas for design,
and identified 22 of them, ranging from improved focus on the
target audience, to correct priority setting, and enhanced inno-
vativeness and evaluation. In general, personas may be sharp-
ened over time thanks to the conduction of UCD interviews
with target users [67], devoted to the identification of the actual
needs of the patients at a given time period. In the end, UCD
usually includes user tests such as the ones typical of Usability,
but the first phases entailing user research are to be considered
more important in influencing the product development [55].

� Contextual inquiry [68] consists in an interview of ethnographic
inspiration which should be conducted with the target user in
the expected context of use of the product/technology, the UC
Designer and the interviewee deepening together the (physical
and cultural) obstacles and opportunities for the implementa-
tion. In the case of AmI, preventive contextual inquiries con-
ducted within the environment that is supposed to become
‘‘intelligent” thanks to the technological implementations
(e.g., the patient’s house) could be extraordinarily useful in
order to understand users’ needs but also habits and behaviors.
Indeed, contextual inquiry differs from a typical interview that
is conducted outside of the environment of interest. Being ‘‘con-
textual”, this method allows both the designer and the target
user to observe and notice aspects of everyday activities that
the patient himself could not be able to recall while thinking
of it in abstract terms, and without the specific competences
of the designer who knows which kind of modifications AmI
technologies could cause in the environment.

� Customizable and modular devices should be probably preferred,
in general, for any healthcare AmI design. Since patients’ needs,
intentions and priorities could change over time, and quality of
life requisites could change as well, AmI should be conceived as
easily modifiable in its functioning and constitutive elements.
Doing so, possible unpredictable changes in patients’ needs
can be accounted for in design, in order to provide AmI tech-
nologies that can be (1) customized by users, possibly with little
help from the professionals, accordingly to emerging needs and
changes in habits and (2) really able to adapt themselves even
to more or less sudden transformations in user experience
toward the everyday management of illness and disease.

5. Conclusion and future research challenges

This paper discussed the current issues of building AmI tech-
nologies for promoting effective assisted living interventions. We
have observed the research efforts of building pervasive home-
care environments with advanced Ambient Intelligence, which
promises to provide safe environments for chronic patients in their
own houses. AmI technologies may be a useful instrument to make
patients active health consumers by controlling their own health
status, assisting everyday tasks and activities, monitoring and
enhancing their quality of life.

However, we also foresee some challenges of such solutions: we
discussed that, despite AmI’s undoubtable potentialities, they may
fail in their aims if designers don’t consider the evolving experi-
ence of health engagement the patient goes through. Not taking
into account the dynamicity of the patients’ health needs and
expectations along the care process – indeed – puts at risk the ben-
eficial effect technologies could have on the patients’ health out-
comes. To address these issues, we deem that the use of UCD
methods could help to meet the challenges of building an efficient
and effective AmI system.

Qualitative research may constitute a valuable resource to cap-
ture the complexity of behavioral, cognitive and emotional corre-
lates of chronic patients using prototypes of sophisticated AmI
technologies, in order to provide information about the character-
istics of AmI as subjectively experienced daily: for instance, are
AmI technologies truly transparent? Or, could they be experienced
as omnipresent/intrusive depending on different situations? Could
the assistive ubiquitous technologies be perceived as a dehuman-
ized/artificial figure included in the care process, causing negative
feelings in the patient? Such questions deserve to be properly
investigated in order to identify possible acceptance issues related
to the AmI technologies of the future.

Moreover, customizing technologies on the bases of the patient
engagement position – i.e., to the level of patient’s adaptation to
the disease condition – makes it possible to diversify/tailor the ser-
vice functionalities and to fully explore the potential of the assis-
tive devices, this way providing patients with chances to keep
living actively. As a final suggestion, future research might test
the discussed design methodologies and the customization poten-
tialities in controlled trials aimed at systematically evaluate
engagement-sensitive AmI technologies and their effects on the
patient health outcomes.

Statement of conflict of interest

The authors declare that there are no conflicts of interest.

References

[1] R. Busse, M. Blümel, D. Scheller-Kreinsen, A. Zentner, Tackling Chronic Disease
in Europe: Strategies, Interventions and Challenges. Observatory Studies Series
No. 20, World Health Organization, Copenhagen, 2010. Retrieved from
<https://books.google.com/books?hl=it&lr=&id=WfyyrC7Q_j4C&pgis=1>.

[2] T.B. Baker, D.H. Gustafson, D. Shah, How can research keep up with eHealth?
Ten strategies for increasing the timeliness and usefulness of eHealth research,
J. Med. Internet Res. 16 (2) (2014) e36, http://dx.doi.org/10.2196/jmir.2925.

[3] G.G. Bennett, D.M. Steinberg, C. Stoute, M. Lanpher, I. Lane, S. Askew, P.B. Foley,
M.L. Baskin, Electronic health (eHealth) interventions for weight management

https://books.google.com/books?hl=it%26lr=%26id=WfyyrC7Q_j4C%26pgis=1
http://dx.doi.org/10.2196/jmir.2925


S. Triberti, S. Barello / Journal of Biomedical Informatics 63 (2016) 150–156 155
among racial/ethnic minority adults: a systematic review, Obes. Rev.: Off. J. Int.
Assoc. Study Obes. 15 (Suppl. 4) (2014) 146–158, http://dx.doi.org/10.1111/
obr.12218.

[4] C. Free, G. Phillips, L. Galli, L. Watson, L. Felix, P. Edwards, V. Patel, A. Haines,
The effectiveness of mobile-health technology-based health behaviour change
or disease management interventions for health care consumers: a systematic
review, PLoS Med. 10 (1) (2013) e1001362, http://dx.doi.org/10.1371/journal.
pmed.1001362.

[5] I. Watkins, B. Xie, EHealth literacy interventions for older adults: a systematic
review of the literature, J. Med. Internet Res. 16 (11) (2014) e225, http://dx.doi.
org/10.2196/jmir.3318.

[6] N.J. Elbert, H. van Os-Medendorp, W. van Renselaar, A.G. Ekeland, L. Hakkaart-
van Roijen, H. Raat, T.E. Nijsten, S.G. Pasmans, Effectiveness and cost-
effectiveness of ehealth interventions in somatic diseases: a systematic
review of systematic reviews and meta-analyses, J. Med. Internet Res. 16 (4)
(2014) e110, http://dx.doi.org/10.2196/jmir.2790.

[7] B. Lindberg, C. Nilsson, D. Zotterman, S. Söderberg, L. Skär, Using information
and communication technology in home care for communication between
patients, family members, and healthcare professionals: a systematic review,
Int. J. Telemed. Appl. 2013 (2013) 461829, http://dx.doi.org/10.1155/2013/
461829.

[8] N.P. Rocha, A. Queirós, F. Augusto, Y.L. Rodríguez, C. Cardoso, J.M. Grade, J.
Quintas, Information persistence services designed to support home care, JMIR
Med. Inf. 3 (1) (2015) e15, http://dx.doi.org/10.2196/medinform.3699.

[9] G. Eysenbach, What is e-health?, J Med. Internet Res. 3 (2001), http://dx.doi.
org/10.2196/jmir.3.2.e20.

[10] D. Ahern, J.M. Phalen, C.B. Eaton, The role of eHealth in patient engagement
and quality improvement, in: M.C. Gibbons (Ed.), EHealth Solutions for
Healthcare Disparities, Springer, Heidelberg, 2008, pp. 75–92, http://dx.doi.
org/10.1007/978-0-387-72815-5_9.

[11] G. Graffigna, S. Barello, S. Triberti, B.K. Wiederhold, A.C. Bosio, G. Riva, Enabling
ehealth as a pathway for patient engagement: a toolkit for medical practice,
Stud. Health Technol. Inf. (2014), http://dx.doi.org/10.3233/978-1-61499-401-
5-13.

[12] L. Ricciardi, F. Mostashari, J. Murphy, J.G. Daniel, E.P. Siminerio, A national
action plan to support consumer engagement via e-health, Health Aff. (Project
Hope) 32 (2013) 376–384, http://dx.doi.org/10.1377/hlthaff.2012.1216.

[13] P. Sutcliffe, S. Martin, J. Sturt, J. Powell, F. Griffiths, A. Adams, J. Dale,
Systematic review of communication technologies to promote access and
engagement of young people with diabetes into healthcare, BMC Endocr.
Disorders 11 (1) (2011) 1, http://dx.doi.org/10.1186/1472-6823-11-1.

[14] J. Gruman, M.H. Rovner, M.E. French, D. Jeffress, S. Sofaer, D. Shaller, D.J. Prager,
From patient education to patient engagement: implications for the field of
patient education, Patient Educ. Couns. 78 (2010) 350–356, http://dx.doi.org/
10.1016/j.pec.2010.02.002.

[15] J.H. Hibbard, E. Mahoney, Toward a theory of patient and consumer activation,
Patient Educ. Couns. 78 (2010) 377–381, http://dx.doi.org/10.1016/j.
pec.2009.12.015.

[16] J. Menichetti, C. Libreri, E. Lozza, G. Graffigna, Giving patients a starring role in
their own care: a bibliometric analysis of the on-going literature debate,
Health Expect 19 (3) (2016) 516–526.

[17] D.L. Frosch, G. Elwyn, I believe, therefore I do, J. Gen. Intern. Med. 26 (1) (2011)
2–4, http://dx.doi.org/10.1007/s11606-010-1560-1.

[18] J. Greene, J.H. Hibbard, Why does patient activation matter? An examination of
the relationships between patient activation and health-related outcomes, J.
Gen. Intern. Med. 27 (2012) 520–526, http://dx.doi.org/10.1007/s11606-011-
1931-2.

[19] J.H. Hibbard, J. Greene, V. Overton, Patients with lower activation associated
with higher costs; delivery systems should know their patients’ ‘‘Scores”,
Health Aff. 32 (2013) 216–222, http://dx.doi.org/10.1377/hlthaff.2012.1133.

[20] J. Greene, J.H. Hibbard, R. Sacks, V. Overton, C.D. Parrotta, When patient
activation levels change, health outcomes and costs change, too, Health Aff. 34
(3) (2015) 431–437, http://dx.doi.org/10.1377/hlthaff.2014.0452.

[21] C. Remmers, J. Hibbard, D.M. Mosen, M. Wagenfield, R.E. Hoye, C. Jones, Is
patient activation associated with future health outcomes and healthcare
utilization among patients with diabetes?, J Ambulatory Care Manage. 32 (4)
(2009) 320–327, http://dx.doi.org/10.1097/JAC.0b013e3181ba6e77.

[22] D.L.B. Schwappach, Review: engaging patients as vigilant partners in safety: a
systematic review, Med. Care Res. Rev.: MCRR 67 (2010) 119–148, http://dx.
doi.org/10.1177/1077558709342254.

[23] S. Barello, S. Triberti, G. Graffigna, C. Libreri, S. Serino, J.H. Hibbard, G. Riva,
EHealth for patient engagement: a systematic review, Front. Psychol. 6 (2016)
2013, http://dx.doi.org/10.3389/fpsyg.2015.02013.

[24] F. Birnbaum, D. Lewis, R.K. Rosen, M.L. Ranney, Patient engagement and the
design of digital health, Acad. Emerg. Med. 22 (6) (2015) 754–756, http://dx.
doi.org/10.1111/acem.12692.

[25] G. Riva, G. Graffigna, S. Barello, S. Triberti, Searching for the Holy Grail: patient
engagement in computerized therapy, BMJ: Br. Med. J. 351 (h5627) (2015).

[26] H. Baumeister, L. Nowoczin, J. Lin, H. Seifferth, J. Seufert, K. Laubner, D.D. Ebert,
Impact of an acceptance facilitating intervention on diabetes patients’
acceptance of Internet-based interventions for depression: a randomized
controlled trial, Diabetes Res. Clin. Pract. 105 (1) (2014) 30–39, http://dx.doi.
org/10.1016/j.diabres.2014.04.031.

[27] M. Currie, L.J. Philip, A. Roberts, Attitudes towards the use and acceptance of
eHealth technologies: a case study of older adults living with chronic pain and
implications for rural healthcare, BMC Health Serv. Res. 15 (1) (2015) 162,
http://dx.doi.org/10.1186/s12913-015-0825-0.

[28] S. Gaul, M. Ziefle, Smart home technologies: insights into generation-specific
acceptance motives, Lect. Notes Comput. Sci. 5889 (2009) 312–332, http://dx.
doi.org/10.1007/978-3-642-10308-7.

[29] N. Barazzone, K. Cavanagh, D.A. Richards, Computerized cognitive behavioural
therapy and the therapeutic alliance: a qualitative enquiry, Br. J. Clin. Psychol.
51 (4) (2012) 396–417, http://dx.doi.org/10.1111/j.2044-8260.2012.02035.x.

[30] G. Acampora, D.J. Cook, P. Rashidi, A.V. Vasilakos, A survey on ambient
intelligence in health care, Proceedings of the IEEE, vol. 101(12), Institute of
Electrical and Electronics Engineers, 2013, pp. 2470–2494, http://dx.doi.org/
10.1109/JPROC.2013.2262913.

[31] D.J. Cook, J.C. Augusto, V.R. Jakkula, Ambient intelligence: technologies,
applications, and opportunities, Pervasive Mobile Comput. 5 (4) (2009) 277–
298, http://dx.doi.org/10.1016/j.pmcj.2009.04.001.

[32] C. Ramos, J.C. Augusto, D. Shapiro, Ambient Intelligence—the Next Step for
Artificial Intelligence, IEEE Intell. Syst. 23 (2) (2008) 15–18, http://dx.doi.org/
10.1109/MIS.2008.19.

[33] M.A. Zamora-Izquierdo, J. Santa, A.F. Gomez-Skarmeta, An integral and
networked home automation solution for indoor ambient intelligence, IEEE
Pervasive Comput. 9 (4) (2010) 66–77, http://dx.doi.org/10.1109/
MPRV.2010.20.

[34] G. Riva, Ambient intelligence in health care, CyberPsychol. Behav. 6 (3) (2003)
295–300, http://dx.doi.org/10.1089/109493103322011597.

[35] F. Sadri, Ambient intelligence, ACM Comput. Surv. 43 (4) (2011) 1–66, http://
dx.doi.org/10.1145/1978802.1978815.

[36] P.L. Emiliani, C. Stephanidis, Universal access to ambient intelligence
environments: opportunities and challenges for people with disabilities, IBM
Syst. J. 44 (3) (2005) 605–619, http://dx.doi.org/10.1147/sj.443.0605.

[37] D.I. Tapia, A. Abraham, J.M. Corchado, R.S. Alonso, Agents and ambient
intelligence: case studies, J. Ambient Intell. Hum. Comput. 1 (2) (2009) 85–93,
http://dx.doi.org/10.1007/s12652-009-0006-2.

[38] F. Gouaux, L. Simon-Chautemps, J. Fayn, S. Adami, M. Arzi, D. Assanelli, M.C.
Forlini, C. Malossi, A. Martinez, J. Placide, G.L. Ziliani, P. Rubel, Ambient
intelligence and pervasive systems for the monitoring of citizens at cardiac
risk: new solutions from the EPI-MEDICS project, in: Computers in Cardiology,
IEEE, 2002, pp. 289–292, http://dx.doi.org/10.1109/CIC.2002.1166765.

[39] P. Rubel, J. Fayn, L. Simon-Chautemps, H. Atoui, M. Ohlsson, D. Telisson, S.
Adami, S. Arod, M.C. Forlini, C. Malossi, J. Placide, G.L. Ziliani, D. Assanelli, P.
Chevalier, Paradigms in Telemedicine: Ambient Intelligence, Wearable,
Pervasive and Personalized. Wearable eHealth Systems for Personalised
Health Management: State of the Art and Future Challenges, vol. 108, IOS
Press, 2004. Retrieved from <https://lup.lub.lu.se/search/publication/796399>.

[40] J.C. Augusto, P. Mccullagh, Ambient intelligence: concepts and applications,
Comput. Sci. Inf. Syst. 4 (1) (2007) 1–27. Retrieved from <http://www.doiserbia.
nb.rs/Article.aspx?ID=1820-02140701001A&AspxAutoDetectCookieSupport=1#.
Vs25Q_nhDIU>.

[41] G. Graffigna, S. Barello, A. Bonanomi, E. Lozza, Measuring patient engagement:
development and psychometric properties of the Patient Health Engagement
(PHE) Scale, Front. Psychol. 6 (2015) 274, http://dx.doi.org/10.3389/
fpsyg.2015.00274.

[42] G. Graffigna, S. Barello, G. Riva, How to make health information technology
effective: the challenge of patient engagement, Arch. Phys. Med. Rehabil. 94
(10) (2013) 2034–2035, http://dx.doi.org/10.1016/j.apmr.2013.04.024.

[43] J.H. Hibbard, J. Greene, R. Sacks, V. Overton, C.D. Parrotta, Adding a measure of
patient self-management capability to risk assessment can improve prediction
of high costs, Health Aff. 35 (3) (2016) 489–494, http://dx.doi.org/10.1377/
hlthaff.2015.1031.

[44] J.H. Hibbard, J. Stockard, E.R. Mahoney, M. Tusler, Development of the Patient
Activation Measure (PAM): conceptualizing and measuring activation in
patients and consumers, Health Serv. Res. 39 (2004) 1005–1026, http://dx.
doi.org/10.1111/j.1475-6773.2004.00269.x.

[45] C.C. Duke, W.D. Lynch, B. Smith, J. Winstanley, Validity of a new patient
engagement measure: the Altarum Consumer Engagement (ACE) measureTM,
Patient: Patient-Centered Out. Res. 8 (6) (2015) 559–568.

[46] J.G. Howie, D.J. Heaney, M. Maxwell, J.J. Walker, A comparison of a Patient
Enablement Instrument (PEI) against two established satisfaction scales as an
outcome measure of primary care consultations, Fam. Pract. 15 (2) (1998)
165–171.

[47] M. Friedewald, E. Vildjiounaite, Y. Punie, D. Wright, Privacy, identity and
security in ambient intelligence: a scenario analysis, Telematics Inf. 24 (1)
(2007) 15–29, http://dx.doi.org/10.1016/j.tele.2005.12.005.

[48] J. Schiff, M. Meingast, D. Mulligan, S. Sastry, K. Goldberg, Respectful cameras:
detecting visual markers in real-time to address privacy concerns, in: A. Senior
(Ed.), Protecting Privacy in Video Surveillance, Springer, London, 2009, http://
dx.doi.org/10.1007/978-1-84882-301-3.

[49] J. Bohn, V. Coroama, M. Langheinrich, F. Mattern, M. Rohs, Living in a world of
smart everyday objects – social, economic, and ethical implications, J. Hum.
Ecol. Risk Assess. 10 (5) (2004) 763–786.

[50] W. Hong, J.Y.L. Thong, Internet privacy concerns: an integrated
conceptualization and four empirical studies, MIS Quart. 37 (1) (2013) 275–
298. Retrieved from <http://dl.acm.org/citation.cfm?id=2481690.2481703>.

[51] S.A. Dwight, M.E. Feigelson, A quantitative review of the effect of computerized
testing on the measurement of social desirability, Educ. Psychol. Measur. 60
(3) (2000) 340–360, http://dx.doi.org/10.1177/00131640021970583.

http://dx.doi.org/10.1111/obr.12218
http://dx.doi.org/10.1111/obr.12218
http://dx.doi.org/10.1371/journal.pmed.1001362
http://dx.doi.org/10.1371/journal.pmed.1001362
http://dx.doi.org/10.2196/jmir.3318
http://dx.doi.org/10.2196/jmir.3318
http://dx.doi.org/10.2196/jmir.2790
http://dx.doi.org/10.1155/2013/461829
http://dx.doi.org/10.1155/2013/461829
http://dx.doi.org/10.2196/medinform.3699
http://dx.doi.org/10.2196/jmir.3.2.e20
http://dx.doi.org/10.2196/jmir.3.2.e20
http://dx.doi.org/10.1007/978-0-387-72815-5_9
http://dx.doi.org/10.1007/978-0-387-72815-5_9
http://dx.doi.org/10.3233/978-1-61499-401-5-13
http://dx.doi.org/10.3233/978-1-61499-401-5-13
http://dx.doi.org/10.1377/hlthaff.2012.1216
http://dx.doi.org/10.1186/1472-6823-11-1
http://dx.doi.org/10.1016/j.pec.2010.02.002
http://dx.doi.org/10.1016/j.pec.2010.02.002
http://dx.doi.org/10.1016/j.pec.2009.12.015
http://dx.doi.org/10.1016/j.pec.2009.12.015
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0080
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0080
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0080
http://dx.doi.org/10.1007/s11606-010-1560-1
http://dx.doi.org/10.1007/s11606-011-1931-2
http://dx.doi.org/10.1007/s11606-011-1931-2
http://dx.doi.org/10.1377/hlthaff.2012.1133
http://dx.doi.org/10.1377/hlthaff.2014.0452
http://dx.doi.org/10.1097/JAC.0b013e3181ba6e77
http://dx.doi.org/10.1177/1077558709342254
http://dx.doi.org/10.1177/1077558709342254
http://dx.doi.org/10.3389/fpsyg.2015.02013
http://dx.doi.org/10.1111/acem.12692
http://dx.doi.org/10.1111/acem.12692
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0125
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0125
http://dx.doi.org/10.1016/j.diabres.2014.04.031
http://dx.doi.org/10.1016/j.diabres.2014.04.031
http://dx.doi.org/10.1186/s12913-015-0825-0
http://dx.doi.org/10.1007/978-3-642-10308-7
http://dx.doi.org/10.1007/978-3-642-10308-7
http://dx.doi.org/10.1111/j.2044-8260.2012.02035.x
http://dx.doi.org/10.1109/JPROC.2013.2262913
http://dx.doi.org/10.1109/JPROC.2013.2262913
http://dx.doi.org/10.1016/j.pmcj.2009.04.001
http://dx.doi.org/10.1109/MIS.2008.19
http://dx.doi.org/10.1109/MIS.2008.19
http://dx.doi.org/10.1109/MPRV.2010.20
http://dx.doi.org/10.1109/MPRV.2010.20
http://dx.doi.org/10.1089/109493103322011597
http://dx.doi.org/10.1145/1978802.1978815
http://dx.doi.org/10.1145/1978802.1978815
http://dx.doi.org/10.1147/sj.443.0605
http://dx.doi.org/10.1007/s12652-009-0006-2
http://dx.doi.org/10.1109/CIC.2002.1166765
https://lup.lub.lu.se/search/publication/796399
http://www.doiserbia.nb.rs/Article.aspx?ID=1820-02140701001A%26AspxAutoDetectCookieSupport=1#.Vs25Q_nhDIU
http://www.doiserbia.nb.rs/Article.aspx?ID=1820-02140701001A%26AspxAutoDetectCookieSupport=1#.Vs25Q_nhDIU
http://www.doiserbia.nb.rs/Article.aspx?ID=1820-02140701001A%26AspxAutoDetectCookieSupport=1#.Vs25Q_nhDIU
http://dx.doi.org/10.3389/fpsyg.2015.00274
http://dx.doi.org/10.3389/fpsyg.2015.00274
http://dx.doi.org/10.1016/j.apmr.2013.04.024
http://dx.doi.org/10.1377/hlthaff.2015.1031
http://dx.doi.org/10.1377/hlthaff.2015.1031
http://dx.doi.org/10.1111/j.1475-6773.2004.00269.x
http://dx.doi.org/10.1111/j.1475-6773.2004.00269.x
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0225
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0225
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0225
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0225
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0225
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0230
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0230
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0230
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0230
http://dx.doi.org/10.1016/j.tele.2005.12.005
http://dx.doi.org/10.1007/978-1-84882-301-3
http://dx.doi.org/10.1007/978-1-84882-301-3
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0245
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0245
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0245
http://dl.acm.org/citation.cfm?id=2481690.2481703
http://dx.doi.org/10.1177/00131640021970583


156 S. Triberti, S. Barello / Journal of Biomedical Informatics 63 (2016) 150–156
[52] A. Gaggioli, Optimal experience in ambient intelligence, in: G. Riva, F. Vatalaro,
F. Davide, M. Alcaniz (Eds.), Ambient Intelligence, IOS Press, Amsterdam, 2005.

[53] G. Riva, The psychology of ambient intelligence: activity, situation and
presence, in: G. Riva, F. Vatalaro, F. Davide, M. Alcaniz (Eds.), Ambient
Intelligence, IOS Press, Amsterdam, 2005.

[54] S. Barello, G. Graffigna, Engaging patients to recover life projectuality: an
Italian cross-disease framework, Qual. Life Res. 24 (5) (2014) 1087–1096,
http://dx.doi.org/10.1007/s11136-014-0846-x.

[55] J.J. Garrett, The Elements of User Experience: User-Centered Design for the
Web and Beyond, New York, Pearson Education, New York, 2010.

[56] T. Lowdermilk, User-centered Design, O’Reilly Media, 2013.
[57] C. Abras, D. Maloney-krichmar, J. Preece, User-centered design, in:

Encyclopedia of Human-Computer Interaction, Sage Publications, 2004.
[58] J. Greenbaum, M. Kyng, Design at Work: Cooperative Design of Computer

Systems, Taylor & Francis, 1991. Retrieved from
<https://books.google.com/books?id=GZ9rJzSq50cC&pgis=1>.

[59] H. Sharp, A. Finkelstein, G. Galal, Stakeholder identification in the
requirements engineering process, in: Tenth International Workshop on
Database and Expert Systems Applications. DEXA 99, IEEE, 1999, pp. 387–
391, http://dx.doi.org/10.1109/DEXA.1999.795198.

[60] S. Triberti, E.G. Liberati, Patient centered virtual reality: an opportunity to
improve the quality of patient’s experience, in: P. Cipresso, S. Serino (Eds.),
Virtual Reality: Technologies, Medical Applications and Challenges, Nova
Science, 2014.
[61] S. Triberti, G. Riva, Engaging users to design positive technologies for patient
engagement: the perfect interaction model, in: G. Graffigna, S. Barello, S.
Triberti (Eds.), Patient Engagement: A Consumer Centered Model to Innovate
Healthcare, De Gruyter Open, Berlin, 2015.

[62] J. Fontecha, R. Hervás, T. Mondéjar, I. González, J. Bravo, Towards context-
aware and user-centered analysis in assistive environments: a methodology
and a software tool, J. Med. Syst. 39 (10) (2015) 291, http://dx.doi.org/10.1007/
s10916-015-0291-6.

[63] T. Kleinberger, M. Becker, E. Ras, A. Holzinger, P. Müller, Ambient intelligence
in assisted living: enable elderly people to handle future interfaces, Lect. Notes
Comput. Sci. 4555 (2007) 103–112. Retrieved from <http://dl.acm.org/citation.
cfm?id=1763296.1763308>.

[64] J. Pruitt, T. Adlin, The Persona Lifecycle: Keeping People in Mind throughout
Product Design, Morgan Kaufmann, Indianapolis, 2010. Retrieved from
<https://books.google.com/books?hl=it&lr=&id=Ct7kU5kO_T8C&pgis=1>.

[65] A. Cooper, The Inmates Are Running the Asylum, Morgan Kaufmann,
Indianapolis, 1999, http://dx.doi.org/10.1007/978-3-322-99786-9_1.

[66] T. Miaskiewicz, K.A. Kozar, Personas and user-centered design: how can
personas benefit product design processes?, Des Stud. 32 (5) (2011) 417–430,
http://dx.doi.org/10.1016/j.destud.2011.03.003.

[67] L.E. Wood, Semi-structured interviewing for user-centered design, Interactions
(1997), http://dx.doi.org/10.1145/245129.245134.

[68] J. Viitanen, Contextual inquiry method for user-centred clinical IT system
design, Stud. Health Technol. Inf., vol. 169, 2011, pp. 965–969, http://dx.doi.
org/10.3233/978-1-60750-806-9-965.

http://refhub.elsevier.com/S1532-0464(16)30087-9/h0260
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0260
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0260
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0260
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0260
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0260
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0265
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0265
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0265
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0265
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0265
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0265
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0265
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0265
http://dx.doi.org/10.1007/s11136-014-0846-x
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0275
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0275
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0275
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0280
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0280
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0285
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0285
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0285
https://books.google.com/books?id=GZ9rJzSq50cC%26pgis=1
http://dx.doi.org/10.1109/DEXA.1999.795198
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0300
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0300
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0300
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0300
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0300
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0300
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0300
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0305
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0305
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0305
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0305
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0305
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0305
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0305
http://refhub.elsevier.com/S1532-0464(16)30087-9/h0305
http://dx.doi.org/10.1007/s10916-015-0291-6
http://dx.doi.org/10.1007/s10916-015-0291-6
http://dl.acm.org/citation.cfm?id=1763296.1763308
http://dl.acm.org/citation.cfm?id=1763296.1763308
https://books.google.com/books?hl=it%26lr=%26id=Ct7kU5kO_T8C%26pgis=1
http://dx.doi.org/10.1007/978-3-322-99786-9_1
http://dx.doi.org/10.1016/j.destud.2011.03.003
http://dx.doi.org/10.1145/245129.245134
http://dx.doi.org/10.3233/978-1-60750-806-9-965
http://dx.doi.org/10.3233/978-1-60750-806-9-965

	The quest for engaging AmI: Patient engagement and experience design tools to promote effective assisted living
	1 Introduction
	2 The case for Ambient Intelligence
	3 Patient engagement: what is and how to measure it
	4 Experiential issues in AmI implementation: solutions from User Centered Design
	5 Conclusion and future research challenges
	Statement of conflict of interest
	References


