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Introduction

During my Ph.D. I focused my attention on the study of properties of the
halogen bonding from a computational point of view. Due to the grow-
ing attention towards this kind of interaction, it is important to have some
computational and theoretical models able to explain and reproduce its fea-
tures. Halogen bonding, indeed, has been demonstrated to be a powerful
tool due to the large number of applications in di�erent �elds, ranging from
biological macromolecules [1�4] to supramolecular chemistry (such as assem-
blies with nonlinear optical properties [5�8]), from nanomaterials and crystal
engineering (like the self-assembly control of host-guest solids, with applica-
tions in liquid-crystalline [9�12], porous [13, 14], magnetic [15] and organic
phosphorescent materials [16]) to materials science (such as the development
of solid-state materials with peculiar electronic properties [17]). Though a
plethora of theoretical studies have been carried out on this interaction, there
are still some open questions to be solved.

I have investigated halogen bonding by using mainly two computational
approaches, that is the Density Functional Theory (DFT) and the Valence
Bond Spin-Couped Theory. The �rst one is implemented in a number of
widely used computational chemistry software programs, while the second
one has been implemented by a restricted number of research groups, ac-
cording to di�erent strategies. In this thesis, after an introduction on the
main properties of halogen bonding, I will brie�y describe the Spin-Coupled
Theory formulated on the Slater determinants [18], adopted for the present
studies. The related software, developed by my supervisor Prof. M. Sironi,
was able to treat up to 11 valence electrons. During my Ph.D. thesis, I worked
in order to overcome this limitation: the software now runs on systems with
up to 14 valence electrons. Finally, I will show the issues tackled and discuss
the results obtained.
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Chapter 1

The halogen bonding

Halogen bond is a non-covalent interaction [19] that occurs between an elec-
trophilic region, associated with a halogen atom in a molecule, and a nu-
cleophilic region in another, or the same, molecule: R−X· · ·B. The main
features of halogen bonding can be understood making a comparison with
hydrogen bonding:

R−H· · ·B hydrogen bonding
R−X· · ·B halogen bonding

H is the hydrogen atom involved in hydrogen bonding, and X is the
halogen atom involved in halogen bonding. In both cases, B acts as Lewis
base (hydrogen/halogen bond acceptor) towards the electron poor species
R−H or R−X (acting as Lewis acid, the hydrogen/halogen bond donor). So
the halogen bond donor accepts electrons while the halogen bond acceptor
donates electrons. A simple model, formulated by Politzer, can explain the
origin of such kind of interaction [20]: the R−X electronic structure can be
described as s2p2xp

2
yp

1
z assuming z in the bond direction (see Fig. 1.1).

Compared to the spherical distribution of electron density around the
isolated halogen atom, a reduction in the electron density distribution is ob-
served outwards the covalent R−X region, so this region can interact with the
halogen bond acceptor along the R−X direction. The electrostatic potential
(ESP) plotted on an isosurface of electron density shows a positive spot along
the extension of the R−X bond (the so-called σ hole) and a negative belt
around the halogen, perpendicular to the R−X bond. Such anisotropy of the
ESP explains the strong dependence of halogen bond on the R−X· · ·B angle.

4



Figure 1.1: The Politzer model to explain the origin of the halogen bond.

A minimum in the potential energy (maximum interaction energy) appears
at 180◦, thus imposing a linear geometry for the interaction [21] (Fig. 1.2).

Figure 1.2: Geometrical disposition of atoms in a halogen bonding.

Halogens participating in halogen bonding include iodine, bromine, chlo-
rine, and in rare cases (when R is a strongly electron acceptor group) �uorine.
The strength of the interaction decreases with decreasing the polarizability
and increasing the electronegativity of the halogen, according to the following
order: I > Br > Cl� F.

Due to the anisotropic distribution of electron density, a halogen atom
could act as both Lewis acid and base. Therefore, two or more halogen
centers could form a halogen· · · halogen (X· · ·X) bond [22]. Analysis of the
Cambridge Structural Database (CSD) [23] reveals two main approach ge-
ometries for such interaction, named type I (θ1 ≈ θ2) and type II (θ1 = 180◦,
θ2 = 90◦), where θ1 and θ2 are the two R−X· · ·B angles (see Fig. 1.3) [24].
It is however to be noted that only type II geometries are indicative of a true
halogen bond, that is an electrostatic interaction between a halogen atom
acting as donor (that on the left in Fig. 1.3) and a halogen atom acting as
acceptor (that on the right). The σ hole of the former points toward the
negative belt of the latter. Type I interactions are instead dispersive inter-
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actions, more frequently observed in the case of the lighter halogens (F and
Cl) [25].

Figure 1.3: The stable geometries for the X· · ·X interactions: type I and type II.

Single-crystal X-ray played a key role in the identi�cation of atoms in-
volved in halogen bonds. The R−X bond distance a�orded by X-ray analyses,
indeed, is an informative indication of the halogen bonding presence. This
distance is typically longer in the halogen-bonded adduct than in the pure
halogen bond donor [26]. Other features a�orded by X-ray analyses used
as structural information to assess the halogen bonding presence are the
donor· · · acceptor separation and the angle between the covalent and non-
covalent bonds around the halogen atom [27,28]. Other information a�orded
by X-ray analyses on the halogen bond acceptor shows that the σ hole on
the electrophilic halogen atom enters preferentially along the local symmetry
axis of a π-orbital when double or triple bonds or aromatic systems are the
electron density donors [29,30]. These analyses allow the ranking of halogen
bond donor sites mentioned (I > Br > Cl � F). In order to have an indi-
cator of the interaction strength, the normalized contact Nc is de�ned. This
quantity is the ratio DXB

rX+rB
, where DXB is the experimental distance between

the halogen bond donor atom X and the halogen bond acceptor atom B and
rX and rB are the corresponding vdW radius for the halogen bond donor and
vdW radius for the halogen bond acceptor, respectively. Nc allows distances
between di�erent interacting sites to be compared, thus being more useful
than the halogen bond distance itself. The Nc values of some halogen-bonded
crystal structures involving dihalogens and interhalogens [31�36] appear in
Table 1.1.

I2 0.80 BrI 0.68
Br2 0.75 0.97 ClI 0.66
Cl2 0.82 0.94 ClF 0.88

Table 1.1: The typical Nc values of some halogen-bonded crystal structures involv-
ing dihalogens I2, Br2, Cl2 and interhalogens BrI, ClI, ClF.
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Chapter 2

Valence Bond Spin-Coupled

Theory

2.1 Introduction

The energy levels of a molecular system of N electrons are predicted solving
the Schrödinger equation

ĤΨ = EΨ (2.1)

where, within the Born-Oppenheimer approximation, Ĥ is the Hamilto-
nian operator of the electronic system, Ψ is the wavefunction and E repre-
sents the corresponding energy. We assume that the electronic hamiltonian
Ĥ does not contain spin terms, that is, it has the following structure:

Ĥ = −
N∑
i=1

[
h̄2

2mi

∇2
i +

A∑
α=1

Zαe
2

riα

]
+

1

2

N i6=j∑
ij=1

e2

rij
(2.2)

where mi is the mass of the electron i and e its charge, A represents
the number of nuclei of the molecule, ∇i the Laplace operator acting on the
coordinates of the electron i, Zα the charge of the nucleus α, riα the distance
between the electron i and the nucleus α and rij the distance between the
electrons i and j.

Let us focus our attention on the wavefunction Ψ. We require that Ψ is
antisymmetric under exchange of two particles. Furthermore Ĥ has no spin
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terms, so it commutes with the total spin angular momentum operator Ŝ2

and its projection along z direction Ŝz:[
Ĥ, Ŝ2

]
=
[
Ĥ, Ŝz

]
=
[
Ŝ2, Ŝz

]
= 0 (2.3)

The eigenvalue equations for Ŝ2 and Ŝz are{
Ŝ2ΘN

S,M = S(S + 1)h̄2ΘN
S,M

ŜzΘ
N
S,M = Mh̄ΘN

S,M

(2.4)

where ΘN
S,M represents the spin-eingenfunctions, S(S + 1)h̄2 and Mh̄ are

the corresponding eigenvalues.
The equation (2.3) means that Ψ is a common eingenfunction of Ĥ, Ŝ2

and Ŝz, that is, the wavefunction obeys to the same equations for the spin
operators (2.4): 

Ŝ2ΨS,M = S(S + 1)h̄2ΨS,M

ŜzΨS,M = Mh̄ΨS,M

ĤΨS,M = EΨS,M

(2.5)

where the indices S and M were added to remember that ΨS,M is eigen-
function of the spin operators. We have to build the general structure of the
wavefunction ΨS,M in order to satisfy the equations 2.5 and the antisymmetry
condition.

2.2 The Spin-Coupled wavefunction

The spin-coupled wavefunction for a system of N electrons in the S spin state
has the following form [37]:

ΨS,M =

fNS∑
k=1

cS,kA
[
φ1φ2 · · ·φNΘN

S,M,k

]
(2.6)

where fNS describes the di�erent possible modes of coupling the individual
spins, A is an antisymmetry operator, φi are a set of non-orthogonal mono-
electronic orbitals (the spin-coupled orbitals) and cS,k are the spin-coupling
coe�cients: they determine the weight that the structure described by the
eigenfunction ΘN

S,M,k has in the molecular electronic structure.
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Each spin-coupled orbital is expanded on a basis set of dimension M :
φi =

∑M
µ=1 bµ,iχµ. Normally atomic or molecular orbitals are adopted as

basis set, but in principle any type of function can be used.
The cS,k and bµ,i coe�cients are determined by variational analysis, min-

imizing the expression of the molecular energy corresponding to 2.6.
We want to stress that if we choose the spin-coupled orbitals in singlet

state 
φ1 = φ2 = φ̃1

φ3 = φ4 = φ̃2

...
φN−1 = φN = φ̃N

2

(2.7)

and if we choose only the �rst spin-coupling coe�cient di�erent from zero{
cS,k = 1

cS,k = 0, k = 2, . . . , fNS
(2.8)

the spin-coupled wavefunction coincides with the Hartree-Fock wavefunc-
tion: ΨS,M = ΨHF .

Among the various possibilities for ΘN
S,M,k, the Rumer eigenfunctions are

generally adopted due to their easy chemical interpretability.
For example, let us consider the case of benzene in singlet state:

N = 6, S = M = 0

the spin-coupling factor fNS is equal to �ve, so we have �ve structures,
that means �ve Rumer eigenfunctions. We can represent each of them, like
is shown in Figure 2.1.

The choice of the Rumer eigenfunctions as basis set for the spin space
is convenient in order to represent the spin-coupled wavefunction in terms
of Slater determinants: we can write ΘN

S,M,k as a linear combination of Nd

primitive spin functions θi

ΘN
S,M,k =

Nd∑
i=1

dSi,kθi, k = 1, . . . , fSN . (2.9)

Indeed, for a system of N spins of which Nα are α and Nβ are β, Nd

represents the ways to arrange Nα spins α in a product of N functions:
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Figure 2.1: The Rumer eigenfunctions for the benzene and the corresponding struc-
tures.

(
N

N −Nα

)
=

(
N

Nβ

)
= Nd. (2.10)

This means thatNd is the number of independent primitive spin functions.
The latter ones can be written as θi =

∏N
j=1 ω

i
j, where ω

i
j = α, β. In

the Rumer basis set we can only have dSi,k = 0,±1, so the space-orbitals
product φ1φ2 · · ·φN in 2.6 becomes a spin-orbitals product ϕi1ϕ

i
2 · · ·ϕiN , with

ϕij = φjω
i
j. But the antisymmetry operator A acting on a spin-orbitals

product generates a Slater determinant; this means that the 2.6 takes the
following form:

ΨS,M =

Nd∑
i=1

bS,iUi (2.11)

where we de�ned the coe�cients bS,i =
∑fNS

k=1 cS,kd
S
i,k and Ui is the expres-

sion of the i-th Slater determinant of the spin-orbitals ϕij: Ui = |ϕi1ϕi2 · · ·ϕiN |i
[18].

2.3 The expression of the energy functional

In this section we are going to show the expression of the energy correspond-
ing to 2.6. For sake of simplicity, we use the atomic units: e = m = h̄ = 1.
The hamiltonian 2.2 becomes simply
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Ĥ = −
N∑
i=1

[
1

2
∇2
i +

A∑
α=1

Zα
riα

]
+

1

2

N i6=j∑
ij=1

1

rij
= h+

1

r1,2
. (2.12)

The energy is given by

E =
〈ΨS,M |Ĥ|ΨS,M〉
〈ΨS,M |ΨS,M〉

. (2.13)

Using 2.12 and the expression of the wavefunction in terms of Slater
determinants 2.11, the energy becomes

E =
1

D

[
N∑
ij=1

〈φi|h|φj〉D(i|j) +
1

2

N∑
ijml=1

〈φiφj|φmφl〉D(ij|lm)

]
(2.14)

where 〈φi|h|φj〉, 〈φiφj|φmφl〉 are the one- and two-electron integrals, D is
the normalization integral andD(i|j) andD(ij|lm) are called super-cofactors :
they are elements of the one- and two-electron density matrices in the spin-
coupled orbitals basis set; D can be de�ned as a super-cofactor too:

• D =

Nd∑
pq=1

bS,pbS,qDpq zero-order super-cofactor;

• D(i|j) =

Nd∑
pq=1

bS,pbS,qI
pq
ij Dpq(i|j) �rst-order super-cofactor;

• D(ij|ml) =

Nd∑
pq=1

bS,pbS,qI
pq
imI

pq
jl Dpq(ij|ml) second-order super-cofactor;

where Ipqij represents the spin integral: its value is +1 if the spin of the
spin-orbital ϕi in the p-th Slater determinant is equal to the spin of the
spin-orbital ϕj in the q-th Slater determinant, 0 otherwise; Furthermore

Dpq = detSpq = 〈Up|Uq〉 (2.15)

Dpq(i|j) = detSpq(i|j) (2.16)
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Dpq(ij|lm) =

{
+detSpq(ij|lm) if i < j and m < l or i > j and m > l

−detSpq(ij|lm) if i < j and m > l or i > j and m < l

(2.17)
Spq is the matrix of the overlap integrals between the spin-orbitals of the

Slater determinants p and q. Spq(i|j) is the N − 1×N − 1 matrix obtained
deleting the i-th row and the j-th column of Spq; similarly Spq(ij|lm) is the
N − 2 × N − 2 matrix obtained deleting the rows i, j and the columns l,m
of Spq.

In order to obtain the spin-coupling coe�cients cS,k in 2.6 we have to
minimize the energy 2.13, that is, we have to calculate the energy derivatives
with respect to the orbitals and spin variables. But the energy functional is
now expressed in terms of one- and two-electron integrals and super-cofactors,
so the computation of the latter ones with respect φk and cS,k is required.

In order to make it possible, we de�ne the following quantities:

• D(µ1 . . . µr|ν1 . . . νr) =

Nd∑
pq=1

bS,pbS,qI
pq
µ1ν1
· · · IpqµrνrDpq(µ1 . . . µr|ν1 . . . νr)

r-order super-cofactor;

• Dk(µ1 . . . µr|ν1 . . . νr) =

Nd∑
pq=1

bS,pd
S
q,kI

pq
µ1ν1
· · · IpqµrνrDpq(µ1 . . . µr|ν1 . . . νr)

r-order indexed super-cofactor;

• D′′k(µ1 . . . µr|ν1 . . . νr) = Dk(µ1 . . . µr|ν1 . . . νr) + Dk(ν1 . . . νr|µ1 . . . µr)
r-order indexed symmetrized super-cofactor

where dSq,k is the weight of the q-th Slater determinant to the k-th spin
eigenfunction.

A very useful recurrence relation allows to obtain all the r-order super-
cofactors we need from (r + 1)-order ones:

D(µ1 . . . µr|ν1 . . . νr) =
N∑
t=1

〈φt|φv〉D(µ1 . . . µrt|ν1 . . . νrv). (2.18)

We want to stress that the 2.18 contains only one sum from 1 to N (with
t 6= µi, v 6= νj) and not a double sum as in the de�nition of super-cofactor.
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Using the recurrence relation 2.18, it can be demonstrated that the deriva-
tives of the r-th order super-cofactor with respect to the spin-coupled orbitals
and the spin-coupling coe�cients are given by

∂

∂ 〈φk|
D(µ1 . . . µr |ν1 . . . νr〉 =

∑
s

|φs〉D(µ1 . . . µrk |ν1 . . . νrs〉 (2.19)

∂

∂cS,k
D(µ1 . . . µr|ν1 . . . νr) = D′′k(µ1 . . . µr|ν1 . . . νr) (2.20)

Equation 2.19 tells us that the derivative of r-order super-cofactors with
respect to the spin-coupled orbitals involves (r + 1)-order super-cofactors;
equation 2.20 instead reveals us that the derivative with respect to the spin-
coupling coe�cients of a r-order super-cofactor involves indexed symmetrized
super-cofactor of the same order.

In the spin-coupled method is necessary to calculate the second-order
derivatives of the energy, in order to minimize it. Looking at the equations
2.19 and 2.20, this means that we need to compute the super-cofactors up
to the fourth-order. More in detail, denoting with D(r) the r-order super-
cofactor, the derivatives involved and the corresponding super-cofactors are

• ∂
∂φk

E → D(3);

• ∂
∂cS,k

E → D(2), D(2)
k

for the �rst-order derivatives;

• ∂2

∂φk∂φh
E → D(4);

• ∂2

∂cS,k∂φh
E = ∂2

∂φh∂cS,k
E → D(3), D(3)

k ;

• ∂2

∂cS,k∂cS,h
E → D(2)

kh

for the second-order derivatives.
But the calculation of the two-indexes super-cofactors D(2)

kh is computa-
tionally very expensive, so the spin-spin derivatives are calculated evaluating
2.13 on the basis set of the structures Ωk = A

[
φ1 . . . φNΘN

S,M,k

]
. In this

way the computation of the derivatives can be done without involving the
two-indexes super-cofactors.
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2.4 The steps of the Spin-Coupled software

After the description of the mathematical tools on which the Spin-Coupled
Theory is based, in this section we are going to brie�y explain, without
entering in the programming details, the steps followed by the Spin-Coupled
software, that are:

• choice of a guess for the spin-coupled orbitals and the spin-coupling
coe�cients in order to have a starting spin-coupled wavefunction;

• transformation of the one- and two-electron integrals from the starting
basis set {χµ}Mµ=1 to the spin-coupled basis set {φi}Ni=1;

• computation of the energy with respect to the variational parameters;

• calculation of the super-cofactors;

• construction of the �rst- and second-order derivatives;

• correction of the coe�cients.

Being an iterative method, the software will repeat the steps mentioned
until convergence is reached.
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Chapter 3

The extremely localized molecular

orbitals

As it is well known, the molecular orbitals (MOs) theory to solve the
Schrödinger equation is a very helpful approach to investigate molecular
systems. However, such method su�ers from the delocalized nature of the
MOs, which are not centered on one or few nuclei but spread out on the full
molecule. This feature prevents their transfer between molecules and it does
not provide an intuitive interpretation of chemical bonds and other molecular
properties.

Many e�orts have been made to recover the concept of locality leading to
the development of methods based on localized molecular orbitals (LMOs).
The main drawback of the latter ones is that they show orthogonalization
`tails' beyond the localization region (Fig. 3.1a); even if the coe�cients
associated to these tails are small, their e�ect on the energy is not negli-
gible. Furthermore the presence of tails makes their transfer di�cult. The
approach based on the extremely localized molecular orbitals (ELMOs) over-
comes these limitations.

ELMOs are a set of molecular orbitals strictly localized only on a few
atoms of a molecule, i.e. they do not show any tail (Fig. 3.1b); this charac-
teristic makes them perfect candidates for transfer [38].

There is not a unique way to select fragments that de�ne ELMOs, i.e.
there can be di�erent localization schemes. Generally a fragment is de�ned
for each bond employing atomic orbitals (AOs) centered only on the atoms
involved in that bond, while the ELMOs corresponding to lone pairs or core
electrons belonging to a given atom use only the basis functions located
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Figure 3.1: Localization of a C−H bond orbital of N-ethanalmethanamide using
(a) LMOs, the orthogonalization `tail' is highlighted in the circle; (b) ELMOs,
there is no `tail'.

on it [39]. We want to stress that di�erent fragments can share the same
AOs; for example, in order to describe bonds and lone pairs, it is possible to
`delocalize' ELMOs allowing them to use AOs centered on the neighbours,
as it is shown in Figure 3.2.

Figure 3.2: A possible localization scheme for ammonia, that is, an example of how
the three H−N fragments share the same AOs of nitrogen atom.

ELMOs are de�ned partitioning a given basis set into subsets {ξfi }
nf

i=1

built-up with nf functions of the total basis set, being f the number of
fragments. Each subset corresponds to a `partial' basis set for a localization
center or fragment (bond, lone pair, atom). Since each ELMO is expanded
on the corresponding subset, the tails are excluded. The expression for the
m-th ELMO is [40]

ϕfm =

nf∑
j=1

cfm,jξ
f
j (3.1)

where the coe�cients cfm,j are obtained through the minimization of the
energy: ELMOs are determined using the variational principle. Due to the
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way they are de�ned, it follows that ELMOs of the same fragment are or-
thogonal to each other but this is no more true when ELMOs come from
di�erent fragments.

17



Chapter 4

Halogen bonding at work:

investigated systems and results

4.1 DFT study of the anisotropy of halogen

bonding

While most theoretical studies on halogen bonding are focused on the evalua-
tion of energetic and geometric properties of the interaction at the minimum
of the potential energy surface (PES), that is the R−X· · ·B linear approach,
X-ray crystal structures often reveal a variable deviation from this geometry,
as a consequence of the concomitant e�ect of packing forces and other spe-
ci�c interactions (for example, hydrogen bonds). It is therefore of interest
to investigate the reliability of DFT methods in describing the regions out-
side the energy minimum and in particular the angular dependence of the
interaction energy of halogen bonding.

To this aim, we have chosen a set of simple systems composed by two
molecules interacting through halogen bonding and we have evaluated at
DFT level the binding energy Eb and anisotropy of halogen bonding under
distortion of the geometry. To assess the reliability of the DFT approaches we
need some reference calculations, i.e., calculations performed at higher level
of theory. The ideal choice would be represented by Coupled Cluster calcula-
tions, but we observed that the Møller-Plesset (MP) perturbation theory can
provide results of the same quality as those provided by the Coupled Clus-
ter method at cheaper computational cost. In particular, we have adopted
the MP2.X approach as reference. In the latter one, the binding energy is

18



computed combining the results obtained by second- and third-order MP
perturbation theory (MP2 and MP3 level, respectively) with two di�erent
basis sets according to the following formula:

Eb(MP2.X) = Eb(MP2|hl) + c [Eb(MP3|ll)− Eb(MP2|ll)] (4.1)

where hl designates the high level calculation (i.e. performed with the largest
basis set), ll indicates the low level calculation (i.e. performed with the
smallest basis set) and c is a scaling parameter which was optimized for each
basis set to minimize the root-mean-square (RMS) errors in a dataset of
non-covalent interactions [41].

We selected eight halogenated systems to study, which can be grouped as
follows:

1. FBr· · ·NH3, FI· · ·NH3

2. HCCBr· · ·NH3, HCCI· · ·NH3

3. FBr· · ·HCCH, FI· · ·HCCH

4. FBr· · ·C6H6, FI· · ·C6H6

where the halogen bond occurs between I or Br and either the lone pair of
ammonia nitrogen or (only for I and Br) the π-electron system of acetylene
or benzene, the latter in T-shape con�guration. We studied the variation
of the binding energy with the R−X· · ·B angle (θ) (Fig. 4.1, 4.3) where
B is either the N atom of ammonia or the center of mass of acetylene or
benzene. Moreover, for the last two groups, also the translation of RX along
the symmetry axis of acetylene (Fig. 4.2) or, for benzene, along the axis
through the center of benzene and one of the carbon atoms of the ring (Fig.
4.4) has been investigated.

4.1.1 Computational details

All the quantum mechanical (QM) calculations were performed using the
Gaussian16 quantum chemistry software [42] in vacuo. All the geometries
were optimized using second-order Møller-Plesset (MP2) perturbation theory
with aug-cc-pVTZ basis set. The binding energies have been computed using:

• restricted Hartree-Fock (RHF), MP2, MP3 methods with aug-cc-pVxZ
basis set (x = D, T, Q) for groups 1-4;
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Figure 4.1: Deformation of the halogen bond geometry by variation of bond angle
θ.

Figure 4.2: Deformation of the halogen bond geometry by translation of FBr along
the HCCH molecular axis.

• Coupled Cluster (CCSD(T)) with aug-cc-pVTZ basis set for groups
1-3;

• DFT with aug-cc-pVDZ basis set for groups 1-4.

In particular, the MP2 and MP3 levels were used to obtain the binding
energies at MP2.X level [41], set as reference. The CCSD(T) method was
used as check of the MP2.X results. The iodine atom was described by
means a pseudopotential based aug-cc-pVxZ-PP basis set. To correct the
inherent basis set superposition error (BSSE), the BSSE-corrected geometry
optimizations and the BSSE-corrected binding energies were obtained with
the counterpoise (CP) procedure proposed by Boys and Bernardi [43].

A total of 42 DFT functionals have been chosen, that is:
BHandHLYP, HCTH407, B3P86, PBEPBE, BLYP, THCTH, THCTHHYB,
BMK, PW91PW91, MPW1PW91, TPSSTPSS, TPSSH, TPSSVWN, M06HF,
B97D, B97D3, B3LYP, B3PW91, PBE1PBE, APF, APFD, WB97X,
WB97XD, M052X, M05, M06, M062X, M11, B2PLYP, MPW2PLYP,
B2PLYPD, B2PLYPD3, MPW2PLYPD, CAM-B3LYP, M06L, LC-BLYP,
M08HX, MN15, MN15L, DSDPBEP86, PBE0DH, PBEQIDH.

The binding energy of the investigated systems was obtained by means of
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Figure 4.3: Deformation of the halogen bond geometry by variation of bond angle
θ.

Figure 4.4: Deformation of the halogen bond geometry by RX translation along
the axis through the center of benzene and one of the carbon atoms of the ring.

`rigid' energy scans, i.e. performing single point energy calculations, starting
from the optimized equilibrium geometry and varying the bonding angle θ
from 180◦ to 90◦ in step of 3◦. For groups 3 and 4, the translation of RX
along the molecular axis of acetylene or benzene was also analyzed, starting
from the optimized equilibrium geometry, in 10 steps of δ = 0.060 Å for the
complexes with acetylene and δ = 0.139 Å for the complexes with benzene.
Using such step sizes, the �nal geometries correspond to have RX vertically
placed on a carbon atom of acetylene or benzene, respectively.

The CCSD(T) values reported in Table 4.2, obtained by using the aug-
cc-pVQZ and aug-cc-pV5Z basis sets and in the limit of the complete basis
set (CBS), result from the following extrapolation formulas:

Eb(CCSD(T)/hl) = Eb(MP2/hl) + [Eb(CCSD(T)/ll)− Eb(MP2/ll)] (4.2)

where hl designates the high level calculation, while ll indicates the low level
calculation [41];

Eb(CCSD(T)/CBS) = Eb(CCSD(T)(med))+F (med)(εMP2/CBS
corr −εMP2/med

corr )
(4.3)

in which

• Eb(CCSD(T)(med)) denotes the energy di�erence between the CCSD(T)
and MP2 methods evaluated with a medium basis set;

21



• F (med) = (ε
CCSD(T )/med
corr /ε

MP2/med
corr )− 1;

• F (med) = ε
CCSD(T )/med
corr

ε
MP2/med
corr

− 1

where εCCSD(T )/med
corr and εMP2/med

corr are the correlation energies evaluated
at the CCSD(T) and MP2 level, respectively, with the medium basis
set, instead εMP2/CBS

corr is the correlation energy of the MP2 evaluated at
CBS limit, obtained as the di�erence between the MP2/CBS value and
the RHF value computed with the aug-cc-pVQZ basis set, assumed as
the value of the RHF method at the CBS limit [44].

4.1.2 Results

The molecular complexes investigated

1. FBr· · ·NH3, FI· · ·NH3

2. HCCBr· · ·NH3, HCCI· · ·NH3

3. FBr· · ·HCCH, FI· · ·HCCH

4. FBr· · ·C6H6, FI· · ·C6H6

were fully optimized and CP corrected without constraints. The intramolec-
ular and intermolecular equilibrium distances for each system are presented
in Table 4.1.

CP optimized parameters for Br-systems CP optimized parameters for I-systems
R−Br· · ·B d(R−Br) d(Br· · ·B) R−I· · ·B d(R−I) d(I· · ·B)
FBr· · ·NH3 1.82432 2.32851 FI· · ·NH3 1.98166 2.50124

HCCBr· · ·NH3 1.78972 3.02303 HCCI· · ·NH3 2.00023 3.01437
FBr· · ·HCCH 1.78348 2.72279 FI· · ·HCCH 1.95225 2.84086
FBr· · ·C6H6 1.76646 3.26692 FI· · ·C6H6 1.93724 3.40590

Table 4.1: The intramolecular and intermolecular equilibrium distances (Å) of the
systems studied.

In order to prove the goodness of MP2.X as reference, we calculated
the binding energy of the FBr· · ·NH3 system at equilibrium geometry at
MP2.X and CCSD(T) level. When used with large basis sets, the last one
is considered the "golden standard" of quantum chemistry calculations. The
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comparison between the results provided by the two methods can be seen
in Table 4.2. As shown, the value (in red) of the binding energy provided
by the MP2.X method using the aug-cc-pVTZ and aug-cc-pVQZ basis sets
reproduces very well the value obtained through CCSD(T) calculations in the
limit of CBS (in red too) without involving calculations over the third-order
of MP, so at cheaper computational cost.

aug-cc-pVDZ aug-cc-pVTZ aug-cc-pVQZ aug-cc-pV5Z
RHF (raw) -10.60 -10.20 -9.98 -9.94
RHF (CP) -9.86 -9.84 -9.93 -9.925
MP2 (raw) -16.90 -18.04 -18.47 -18.35
MP2 (CP) -14.30 -16.11 -16.96 -17.15
MP3 (raw) -14.05 -15.06 -15.51 -15.44
MP3 (CP) -11.43 -13.27 -14.22 -14.45

CCSD(T) (raw) -15.09 -16.06 -16.6 -16.57
CCSD(T) (CP) -12.25 -14.19 -15.26 -15.52

CCSD(T)/QZ -14.90
CCSD(T)/5Z -15.23
CCSD(T)/CBS -15.57

MP2.X (QZ and DZ) -15.46
MP2.X (QZ and TZ) -15.54

Table 4.2: Binding energy (kcal/mol) for FBr· · ·NH3 at the equilibrium geometry
calculated at di�erent levels of theory.

An example of the angular dependence of the binding energy as described
by the reference MP2.X method and some DFT functionals is presented in
Figure 4.5 for the FBr· · ·NH3 system.

Due to the large number of functionals investigated and, for each func-
tional, the large number of binding energy evaluations, a statistical approach
is required to quantify the performance of the di�erent functionals in describ-
ing the anisotropy of halogen bonding. To this aim, for each of the complexes
studied and for each of the 42 functionals examined, we calculated the global
relative mean error (GRME), de�ned as:

∆ =
1

N

N∑
i=1

∣∣∣∣xi − yiy

∣∣∣∣ · 100 (4.4)

where xi denotes the MP2.X binding energies, yi indicates the values of
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Figure 4.5: Binding energy as function of the bond angle θ for the FBr· · ·NH3

system as determined at MP2.X and DFT levels, using the PBEPBE, BLYP,
PW91PW91 and MN15L functionals.

binding energy provided by each DFT functional and y is the arithmetic

average value of DFT binding energies: y =
N∑
i=1

yi. A threshold equal to 10%

was chosen to establish the goodness of a functional. Namely, if a functional
shows a discrepancy with respect to the reference greater than 10%, it is to be
considered not good enough to describe the correct behavior of the binding
energy for that complex. In Table 4.3 we have reported, for each of the
systems studied, the functionals with a GRME < 10% and the functionals
that provide the worst description of the binding energy for that complex
(thus, with the largest GRME): among the �rst ones, those red colored are
the functionals that show the smallest GRME.

As it can be seen from the table, for HCCBr· · ·NH3 and HCCI· · ·NH3 sys-
tems there is not any functional able to reproduce the reference MP2.X within
a GRME equal or smaller than 10%, while for FI· · ·NH3 and FBr· · ·HCCH
systems, considering the angular dependence, there is only a functional with
a GRME under the threshold. Instead, by analyzing the dependence from
the lateral translation in the FBr· · ·HCCH complex, a higher number of
functionals (19) are considered able to reproduce the reference. The reason
of this result could be found in the cylindrical symmetry of the HCCH elec-
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The functionals with GRME < 10% The worst functional
FBr· · ·NH3 HCTH407, BLYP, MPW1PW91,

B3PW91, APF, M06
PW91PW91

FI· · ·NH3 B3PW91 PW91PW91
HCCBr· · ·NH3 none B97D3
HCCI· · ·NH3 none PW91PW91
FBr· · ·HCCH: θ M08HX TPSSVWN
FI· · ·HCCH: θ B3P86, THCTH, B97D, PBE1PBE,

APF, APFD, WB97X, WB97XD,
M052X, M062X, B2PLYPD3,
DSDPBEP86, PBE0DH, PBEQIDH

B97D3

FBr· · ·HCCH:
translation MPW1PW91, M06HF, B97D,

B3PW91, APF, WB97X, WB97XD,
M052X, M05, M062X, B2PLYPD3,
MPW2PLYPD, LC-BLYP, M08HX,
MN15, MN15L, DSDPBEP86,
PBE0DH, PBEQIDH

TPSSVWN

FI· · ·HCCH:
translation BMK, MPW1PW91, B97D, B3PW91,

APF, WB97XD, M05, M062X,
M11, B2PLYPD, B2PLYPD3,
MPW2PLYPD, LC-BLYP,
DSDPBEP86, PBEQIDH

TPSSVWN

FBr· · ·C6H6:
translation M06HF, WB97X, WB97XD, M052X,

M06, M11, B2PLYPD, B2PLYPD3,
MPW2PLYPD, M06L, DSDPBEP86

TPSSVWN

FI· · ·C6H6:
translation WB97X, WB97XD, M052X,

M11, B2PLYPD, B2PLYPD3,
MPW2PLYPD, M06L, DSDPBEP86,
PBEQIDH

TPSSVWN

FBr· · ·C6H6: θ B97D, WB97X, M06, M11, M06L,
DSDPBEP86

BHandHLYP

FI· · ·C6H6: θ WB97X, WB97XD, M052X, M06,
M11, B2PLYPD, B2PLYPD3,
MPW2PYLPD, M06L, DSDPBEP86

BHandHLYP

Table 4.3: The functionals with a GRME < 10% (on the left) and the functionals
with the largest GRME (on the right) for each of the complexes investigated; the
functionals that exhibit the smallest GRME are red colored.
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tronic cloud and in the strength shown by the bromine halogen bonds, that is
lower than that of iodine halogen bonds. Looking at the plot of the binding
energy described by MP2.X and the DFT functionals (Fig. 4.6), it can be
seen a smooth decrease of the energy from the con�guration in which FBr
lies in the middle of the C≡C bond towards the con�guration in which the
FBr is aligned with a C atom, due to the reduction of the overlap between
the electronic clouds of the monomers. Thanks to this feature, the interac-
tion can be easily reproduced by a large number of functionals. A similar
result does not occur for the same system when changing the θ bond angle.
This can be understood remembering that the halogen bond is a strongly
directional interaction. To �nd a DFT functional able to correctly reproduce
the trend of the binding energy along the whole rotation (Fig. 4.7), from
the equilibrium con�guration (θ = 180◦) to the repulsive one (θ = 90◦), is
more di�cult and not all the DFT functionals, among those selected, are able
to correctly describe the energy trend, as evidenced for the HCCBr· · ·NH3,
HCCI· · ·NH3 and FBr· · ·HCCH systems. Another behavior is exhibited by
the π-systems FBr· · ·C6H6 and FI· · ·C6H6, for which there are about a dozen
functionals under the threshold value and, in particular, most of them are
able to describe the binding energy behavior both under translation and un-
der variation of the bond angle θ. The reason could be the symmetry of the
benzene electronic distribution: the translation of RX (FBr or FI) from the
center of the ring towards a carbon atom leads to an increase of the over-
lap between the electronic clouds of the monomers and, consequently, to a
smooth increase of the binding energy while the bond angle variation involves
a situation in which the �uorine atom approach to benzene and this leads to
a repulsive interaction (positive value of the binding energy).

The GRME is, as the name says, a global quantity: it allows us to discrim-
inate among the functionals for a �xed threshold and an average behavior,
but it does not take into account the local behavior of a DFT functional.
For example, a given functional could presents a large GRME but, in some
crucial points of the binding energy curve, could reproduce very well the
behavior of the reference. It follows that a description based only on the
GRME is not exhaustive: the choice of which functional to use to have the
best reproduction of the halogen bond in a molecular system must be made
taking carefully into account not only the minimum energy geometry but
also the regions somewhat outside the minimum, which could be more likely
observed in the real systems.
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4.2 Interdependence of halogen and hydrogen

bonds

According to Voth and coworkers [45], halogen and hydrogen bonds in protein-
ligand complexes can be considered as geometrically perpendicular and en-
ergetically independent on each other: they proposed that orthogonal halo-
gen and hydrogen bonds are analogous to the orthogonal protecting groups
in chemical synthesis, which can be added or removed `independently' of
each other. We wanted to check if this result could be observed also for
halogen/hydrogen bonding acceptors when the electronic charge of the halo-
gen/hydrogen bonding donor comes from the π-electron system of benzene.
To this aim, we have �rst considered the following dimers (Fig. 4.8):

1. NCBr·C6H6;

2. H2O·C6H6.

Figure 4.8: The system (a) (1), (b) (2).

Both dimers are at T-shape geometry: NCBr and (H)OH are on an axis
perpendicular to the plane of benzene, pointing towards the center of the
ring with Br or H at distance r from it (Fig. 4.9).

We determined the variation of the binding energy with r for both systems
using some appropriated DFT functionals. Then, in order to investigate the
interdependence between halogen and hydrogen bonding, we built-up systems
(1') and (2') by adding a water molecule to (1) and a NCBr molecule to (2)
on the opposite site of the benzene ring with respect to the NCBr or water
molecule, respectively, keeping the T-shape geometry (see Figure 4.10). We
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Figure 4.9: The T-shape geometry adopted.

also included the systems (1�) and (2�), obtained respectively by adding a
NCBr molecule to (1) and a water molecule to (2) (Fig. 4.11). The following
trimers have been therefore investigated:

1'. (NCBr·C6H6)·H2O;

2'. (H2O·C6H6)·NCBr;

1�. (NCBr·C6H6)·NCBr;

2�. (H2O·C6H6)·H2O.

Figure 4.10: The system (a) (1'), (b) (2').

4.2.1 Computational details

The Gaussian16 software [42] was used to perform all the QM calculations
in vacuo. We chose the M06-2X, wB97X and M11 functionals for DFT
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Figure 4.11: The system (a) (1�), (b) (2�).

calculations, owing to their good performance in describing halogen bonding
with benzene, using the aug-cc-pVTZ basis set.

The geometries of the monomers (NCBr, H2O, C6H6) were optimized at
each level of theory mentioned. The binding energies (of dimers and trimers)
were CP corrected using the procedure of Boys and Bernardi [43]. The dimers
binding energy curves were obtained by varying r over the range from 1.8
Å to 6.0 Åwith a step size δ = 0.1 Å. For each step we performed a single
point energy calculation (i.e., a rigid scan of energy). Only for the dimers,
the step size was reduced to δ = 0.02 Åaround the minimum energy, in order
to better localize the equilibrium value req (Table 4.5). The same procedure
has been followed for the binding energies of the trimers: the range and the
step size are the same as the dimers, but the evaluations were done adding a
H2O molecule to (1) and a NCBr molecule to (2) on the opposite side of the
benzene with respect to the NCBr or H2O molecule, respectively; we �xed
both molecules added at the equilibrium distance as determined from the
previous calculations on the dimers. The same was done for the systems (1�)
and (2�) (Fig. 4.12).

The approximation to use a rigid PES scan instead of a relaxed one, where
monomers are optimized for each intermolecular distance, was checked by
computing a curve of binding energy with both methods, using the wB97X
functional. At the equilibrium distance both methods provide the same re-
sult, as shown in Table 4.4 and Figure 4.13. The di�erences are, indeed,
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Figure 4.12: The con�guration adopted for the trimers.

well below 1 kcal/mol, therefore negligible. The same is true for the region
around the minimum and on the tail but, of course, not in the repulsive re-
gion where monomers are expected to undergo a substantial rearrangement
in their geometry (Fig. 4.13).

wB97X Eb(req) Eb(rsr) Eb(rlr)
Rigid PES scan -3.670 -1.811 -1.436

Relaxed PES scan -3.678 -1.830 -1.439

Table 4.4: Comparison between the binding energy (kcal/mol) provided at
wB97X/aug-cc-pVTZ level by the rigid PES scan and the relaxed one at the equi-
librium distance, req = 3.40 Å, in the short-range region (rsr = 3.0 Å) and in the
long-range region (rlr = 4.5 Å) of (1).

In the pictures reported in the section 4.2.2, for (1), (1') and (1�) the
range shown is reduced to [2.7, 6.0] Å, due to the huge repulsive behavior
of these systems in the range [1.8, 2.7[ Åthat masks the attractive region
around the equilibrium distance.

The ESP maps were plotted on a 0.001 a.u. isosurface of electron density
and in the [+6,−6] a.u. range, in order to emphasize the di�erences among
them.

4.2.2 Results

First, we calculated the binding energies Eb of the dimers (1) and (2) with
all the functionals chosen varying the distance r between NCBr or H2O and
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Figure 4.13: Comparison between the binding energy curves provided at
wB97X/aug-cc-pVTZ level by the rigid PES scan and the relaxed one for (1).
The curves are almost overlapped.

the center of benzene ring in the range mentioned (see 4.2.1 section) and
determining the equilibrium distance req and the corresponding energy for
both the systems (see Table 4.5).

NCBr·C6H6 H2O·C6H6

req Eb(req) req Eb(req)
wB97X 3.40 -3.67 2.42 -3.14
M06-2X 3.24 -3.83 2.32 -3.44
M11 3.32 -3.48 2.34 -3.01

Table 4.5: The equilibrium distances (Å) and the corresponding energies (kcal/mol)
for the dimers (1) and (2) for each examined functional, using the aug-cc-pVTZ
basis set.

Once the minima were known, adding a H2O molecule to (1) or a NCBr
one to (2) at their req, we determined the binding energies of the trimers (1')
and (2'). By comparing the energy behavior of systems (1) and (2) with that
of (1') and (2'), respectively, we can get insight on the relative interdepen-
dence between halogen and hydrogen bonding. A perfect orthogonality of
the two interactions, in fact, should lead to perfectly overlapped Eb curves
for (1) and (1') and, similarly, for (2) and (2').

First we will focus our attention on the results obtained with the wB97X
functional. The other two functionals provide similar results and they will
presented further on.

33



Figure 4.14: Comparison between the binding energy curves obtained at
wB97X/aug-cc-pVTZ level for (1), (1'), (2) and (2').

As shown in Figure 4.14, the presence of the additional molecule increases
Eb in the full range of r. Evaluating the di�erence in the minimum req,
the increase is 0.5 kcal/mol for (1'); for (2') the evaluation was done at
rc = 2.40 Å, that is the closest point to the minimum, and it leads to the
same results obtained for (1'), i.e. 0.5 kcal/mol. Such values represent 16%
and 19%, respectively, of the binding energy for the two systems, indicating
that the interactions cannot be considered orthogonal. On the other side, it
should be noted that the value of req is not a�ected by the presence of the
other molecule. In other words, from a geometric point of view, halogen and
hydrogen bonds can be considered orthogonal.

In order to complete the analysis, we determined the binding energies
of the trimers (1�) and (2�) obtained adding a NCBr molecule to (1) and a
H2O molecule to (2) at their equilibrium distances (Fig. 4.11). We found an
analogous behavior to that of the trimers (1') and (2'), that is, the presence
of the added molecule increases the binding energy, as shown in Figure 4.15.
At the energy minimum the increase amounts to 0.75 kcal/mol for (1�) and
0.39 kcal/mol for (2�) compared to (1) and (2), respectively.

By comparing the behavior of the systems (1') and (1�) we observe that
(1�) is more destabilized compared to (1') (Fig. 4.16). Comparison between
(2') and (2�), instead, reveals that (2') exhibits a larger energy increase with
respect to (2�) (Fig. 4.17).

By considering the results provided by the other two functionals, that is
M06-2X and M11, the closest points rc to the minima in which to evaluate
the energy di�erences between dimers and trimers are
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Figure 4.15: Comparison between the binding energy curves obtained at
wB97X/aug-cc-pVTZ level for (1), (1�), (2) and (2�).

Figure 4.16: Comparison between the binding energy curves obtained at
wB97X/aug-cc-pVTZ level for (1), (1') and (1�).

• M06-2X, M11: 3.30 Å for (1);

• M06-2X, M11: 2.30 Å for (2).

The corresponding energies are shown in Table 4.6.
The comparison among the binding energy trends of the dimers and all the

trimers analyzed reveals that (1�) and (2') are more destabilized compared
to (1') and (2�), respectively (Fig. 4.18, 4.20, 4.19 and 4.21).

The adoption of M06-2X and M11 functionals then con�rms the results
determined by using the wB97X functional.

Further details can be discussed analyzing the behavior of the three DFT
functionals for the same dimer. Let us consider (1) �rst. As shown in Figure
4.22, the wB97X curve of binding energy is less attractive than the other two
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Figure 4.17: Comparison between the binding energy curves obtained at
wB97X/aug-cc-pVTZ level for (2), (2') and (2�).

NCBr·C6H6 H2O·C6H6

rc Eb(rc) rc Eb(rc)
M06-2X 3.30 -3.80 2.30 -3.43
M11 3.30 -3.48 2.30 -3.01

Table 4.6: The distances rc (Å) at which the evaluations of the energy di�erences
between dimers and trimers were done for the functionals M06-2X and M11 and
the corresponding energies (kcal/mol).

Figure 4.18: Comparison between the binding energy curves obtained at M06-
2X/aug-cc-pVTZ level for (1), (1') and (1�).
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Figure 4.19: Comparison between the binding energy curves obtained at M06-
2X/aug-cc-pVTZ level for (2), (2') and (2�).

Figure 4.20: Comparison between the binding energy curves obtained at M11/aug-
cc-pVTZ level for (1), (1') and (1�).

Figure 4.21: Comparison between the binding energy curves obtained at M11/aug-
cc-pVTZ level for (2), (2') and (2�).
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Figure 4.22: Comparison between the binding energy curves obtained for (1) by
the wB97X, M06-2X and M11 DFT functionals with the aug-cc-pVTZ basis set.

Figure 4.23: Comparison between the binding energy curves obtained for (2) by
the wB97X, M06-2X and M11 DFT functionals with the aug-cc-pVTZ basis set.

in the repulsive region and on the tail, while in the minimum the wB97X
binding energy is intermediate between the M06-2X and the M11 values.
Moreover, there is a small shift among the equilibrium distances (Table 4.5).
The same description can be found comparing the behavior of the three
functionals for (2) (Fig. 4.23).

Finally we determined the ESP maps of benzene and dimers on the 0.001
a.u. isosurfaces of electron density. The pictures obtained (Fig. 4.24) are in-
distinguishable for the three functionals. In particular, comparing the values
of ESP at the center of the ring, the di�erences between the functionals are
of the order of 10−3 a.u. (Table 4.7).

The results provided by the DFT functionals can be summarized as follow:

• the interaction between the monomers of the systems (1) and (2) be-
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Figure 4.24: The ESP maps of (a) benzene, (b) NCBr·C6H6, (c) H2O·C6H6.

NCBr NCBr·C6H6 H2O·C6H6

wB97X -0.023 -0.008 -0.014
M06-2X -0.021 -0.007 -0.012
M11 -0.025 -0.011 -0.016

Table 4.7: The ESP values (a.u.) at the center of the ring for benzene, NCBr·C6H6

and H2O·C6H6.

comes less favored when another water or NCBr molecule is present on
the other side of the benzene ring (see Tables 4.8 and 4.9);

• the energy destabilization is greater when a NCBr molecule, rather
than a water molecule, is added to the C6H6·BrCN dimer;

• in the same way, the energy destabilization is greater when a NCBr
molecule, rather than a water molecule, is added to the C6H6·H2O
dimer.

rc Eb(1')−Eb(1) Eb(1�)−Eb(1)
wB97X 3.40 0.50 0.75
M06-2X 3.30 0.55 0.82
M11 3.30 0.59 0.87

Table 4.8: The distances rc (Å) and the corresponding energy di�erences (kcal/mol)
for the trimers (1') and (1�) with respect to (1); for wB97X it is rc = req.

We have therefore demonstrated that, for the investigated systems, halo-
gen and hydrogen bonding can not be considered independent interactions.
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rc Eb(2')−Eb(2) Eb(2�)−Eb(2)
wB97X 2.40 0.50 0.39
M06-2X 2.30 0.56 0.42
M11 2.30 0.59 0.45

Table 4.9: The distances rc (Å) and the corresponding energy di�erences (kcal/mol)
for the trimers (2') and (2�) with respect to (2).

4.3 Use of extremely localized molecular or-

bitals in the Spin-Coupled method

The ELMOs have been here used for the description of some simple molecules
at Spin-Coupled (SC) level. This study is aimed at evaluating the perfor-
mance of this approach in view of its application for some systems for which
the convergence at SC level, using the standard MO approach, cannot be
reached. The molecules studied at Spin-Coupled Restricted Hartree-Fock
(SC RHF) and SC ELMO levels are (Fig. 4.25):

1. Salicylic acid

2. Pyrazinamide

3. Naphthalene

Figure 4.25: The molecules analyzed (a) salicylic acid; (b) pyrazinamide; (c) naph-
thalene.
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Number of atoms Number of basis functions
6-31G 6-311G 6-31G* 6-31G(d,p) 6-311G*

Salicylic acid 16 102 148 162 180 208
Pyrazinamide 14 91 132 145 160 186
Naphthalene 18 106 154 166 190 214

Table 4.10: The basis sets used and the corresponding number of basis functions
for each molecule studied.

4.3.1 Computational details

The geometry optimizations and the SCF calculations were performed using
Gaussian09 software [46] in vacuo with the use of explicit basis sets [47]. The
SC calculations were computed with the Spin-Coupling software employing
both the orbitals provided by the RHF calculation and those obtained with
the ELMO method. The latter orbitals have been obtained by a code devel-
oped by Dr. A. Genoni [39, 48]. MP2 calculations have been also performed
as reference. The 6-31G, 6-311G, 6-31G*, 6-31G(d,p) and 6-311G* basis
sets have been used. The electronic energy has been evaluated at each level
of theory mentioned for every molecule included in the investigation. The
number of the basis functions is shown in Table 4.10.

The electrons chosen to represent the valence electrons were selected from
the rings of the molecular systems analyzed: we selected 6 valence electrons
for salicylic acid and pyrazinamide and 10 valance electrons for naphthalene.

4.3.2 Results

The SC RHF calculations failed to reach convergence only for the pyrazi-
namide. The SC ELMO approach for the same molecule, instead, converged
correctly. Plotting the electronic energies E as a function of the basis set,
we obtain the energy trends shown in Figures 4.26, 4.27 and 4.28 (data are
in hartrees).

By increasing the number of basis functions, the energy values are obvi-
ously gradually lower. Moroever, for a given basis set the trend in energy is
the following:

E(MP2) < E(SC RHF) < E(RHF) < E(SC ELMO) < E(ELMO). (4.5)

Due to the way the ELMOs are de�ned, the corresponding energy is higher
than that obtained by using the MOs. The MP2 provides the lowest energy
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Figure 4.26: The energy trends for salicylic acid.

Figure 4.27: The energy trends for pyrazinamide. There is no curve for SC RHF
because the convergence failed at that level.
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Figure 4.28: The energy trends for naphthalene.

because it takes into account the correlation energy through the perturbative
theory. The SC method includes the static correlation, that is not computed
at Hartree-Fock level, so that E(SC RHF) < E(RHF) and
E(SC ELMO) < E(ELMO).

Thus, calculating the di�erences E(RHF)− E(SC RHF) and
E(ELMO) − E(SC ELMO), we can determine the correlation contribution
introduced at SC level with respect to the Hartree-Fock method. As done
with the electronic energies, we can evaluate the di�erences ∆E mentioned
as a function of the basis set (Fig. 4.29).

The two kind of ∆E are almost constant for the salicylic acid, but not for
the other two molecules. There is no evaluation of E(RHF) − E(SC RHF)
for the pyrazinamide because the convergence failed at SC RHF level.

As described in the chapter 3, ELMOs are obtained by applying the vari-
ational principle limiting the combinations to subsets of the total basis set
corresponding to given fragments of the analyzed molecule. Through this
procedure, the orthogonalization `tails' are explicitly excluded. Knowing
therefore that the use of ELMOs has a not negligible impact on energy, we
de�ne the quantity E(SCELMO)−E(ELMO)

E(RHF)−E(ELMO)
in order to determine the `correction'

to the ELMO energy made at SC ELMO level with respect to the error im-
plied by using ELMOs instead of MOs in the RHF calculation. By expressing
the fraction mentioned as a percentage value, we de�ne the recovery rate as
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Figure 4.29: The behavior of the correlation energy at level (a) SC RHF, (b) SC
ELMO.
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Figure 4.30: The behavior of the recovery rate as a function of the basis set for the
molecules investigated.

rr =
E(SC ELMO)− E(ELMO)

E(RHF)− E(ELMO)
· 100. (4.6)

By plotting the behavior of the recovery rate as a function of the basis
set (see Figure 4.30) it results that, while rr is about constant for salicylic
acid and pyrazinamide, it changes a lot for the naphthalene and, for the
6-31G(d,p) basis set, it is rr ≈ 100%, that is, E(SC ELMO) ≈ E(RHF). In
other words, the SC ELMO method allows to fully recover the RHF energy
while using ELMOs instead of MOs.

In conclusion, we showed that the adoption of the ELMOs can lead to
useful improvements helping to reach the convergence when it cannot be
reached using the standard spin-coupled orbitals (i.e. developed on the basis
of traditional MOs). Moreover, unlike the latter ones, the convergence is
much faster using ELMOs. The price to pay is a little overestimation of the
energy due to the way these orbitals are obtained. This detail has to be taken
into account depending on the system to analyze and the required accuracy.
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Chapter 5

Conclusions

The work reported clearly describes how the halogen bond is not a topic
that can be studied through the adoption of a single computational protocol.
The choice to use one method rather than another must be made taking into
account features and properties of the molecular system to investigate. It
can be necessary to use di�erent methods in order to understand which one
provides the best description of the system. Within each individual method,
a computational hierarchy can be created. The aim is to re�ne the model
obtained when the method with which the analysis was started is not able
to provide results of the required accuracy. Furthermore, for a description as
complete and coherent as possible, it can be successful to combine di�erent
methods when necessary. The work presented tried to provide a satisfactory
picture of the molecular systems studied with the tools available. But the
picture does not claim to be exhaustive and the way is obviously open to
new goals.
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