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#### Abstract

We study some overdetermined problems for possibly anisotropic degenerate elliptic PDEs, including the well-known Serrin's overdetermined problem, and we prove the corresponding Wulff shape characterizations by using some integral identities and just one pointwise inequality. Our techniques provide a somehow unified approach to this variety of problems.
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## 1. Introduction

The aim of this paper is to characterize the shape of a domain in terms of solutions to overdetermined elliptic problems. In this kind of problems "too many" conditions are prescribed at the boundary of the domain and hence, typically, they are not well-posed and the existence of a solution imposes strong restrictions on the shape of the domain where the problem is defined.

The equations that we consider in this paper arise from the study of some variational problem in a possibly anisotropic medium and they are of elliptic type, where the ellipticity may be singular or degenerate. Apart from its mathematical interest, variational problems in anisotropic media naturally arise in the study of crystals and whenever the microscopic environment of the interface of a medium is different from the one in the bulk of the substance so that anisotropic surface energies have to be considered, as well as in noise-removal procedures in digital image processing, crystalline mean curvature flows and crystalline fracture theory (see $[6,7,11,15,16,41,42,52,53,57]$ and references therein).

The study of overdetermined problems started with the seminal paper of Serrin [49], where it is proved that if there exists a solution to

$$
\begin{cases}\Delta u=-1 & \text { in } \Omega  \tag{1.1}\\ u=0 & \text { on } \partial \Omega \\ u_{\nu}=c & \text { on } \partial \Omega\end{cases}
$$

for some constant $c$ and some bounded domain $\Omega \subset \mathbb{R}^{N}$, then $\Omega$ must be a ball and $u$ is radially symmetric. Here, $u_{\nu}$ denotes the inward normal derivative to $\partial \Omega$. Immediately after [49], Weinberger [56] provided a simplified proof of Serrin's result by using some integral identities. These two papers originated two different branches of investigations for symmetry results in overdetermined problems.

Indeed, in [49] Serrin introduced the PDE's community to the method of moving planes, which was firstly used by Alexandrov in [3] to prove the well-known Alexandrov's soap bubble theorem. The method of moving planes is very flexible and can be used to prove symmetry results for much more general uniformly elliptic equations (see [49]). It has been employed also in other types of problems ( $[13,26,45]$ ) and for overdetermined problems in rotationally symmetric spaces different from the Euclidean space (see [32, 39]). However, the method of moving planes does not work (at least applied in a standard way) in manifolds which are not rotationally symmetric such as Finsler manifolds (see below for a more detailed discussion).

Weinberger's approach has also been generalized in several direction. The main idea of this approach is to use some integral identities and a maximum principle for the so-called P-function. This approach was refined in [24] and more recently in [23] and [21] where the symmetry result was proved for a large class of quasilinear equations. We mention that the use of the $P$-function has been employed also for anisotropic spaces in [55] under quite restrictive assumptions on the regularity of the norm which describes the anisotropy.

Starting from Weinberger's approach, in [10] the authors gave another proof of Serrin's symmetry result, still by using integral identities but not invoking the use of the $P$-function and maximum principle, thus weakening the required regularity on the solution $u$. Indeed, by using some integral identity and just one basic pointwise inequality (Cauchy-Schwarz) on the Hessian of the solution $D^{2} u$, the authors prove that $D^{2} u$ is a multiple of the identity matrix, which easily leads to the conclusion. This strategy has been also used in [12] to extend Serrin's result to the Finsler Laplacian, in [9] for the exterior Serrin's problem in anisotropic spaces (see below for a more detailed description) and in [14] for an overdetermined problem on the round sphere.

In this paper we refine the approach introduced in [10] and [12]. More precisely we recover the Wulff shape of the domain by using Alexandrov's theorem and we provide a sort of general scheme which can be applied to several problems. This approach is new even in the Euclidean case, and it allows us to generalize the results in [9] [10] and [12] to degenerate operators in an anisotropic setting. In particular we will give symmetry results for interior and exterior overdetermined problems for the $p$-Laplace operator in the Finsler setting (which clearly includes the Euclidean case).

In order to make the statements more clear, we introduce some notation. Given a norm $H$, we say that a set $\Omega$ is Wulff shape of $H$ if $\Omega$ is a level set of the dual norm $H_{0}$ (see Section 2.5 below); up to translations, in this case we write $\Omega=B_{H_{0}}(r)$, where $B_{H_{0}}(r)=\{x$ : $\left.H_{0}(x)<r\right\}$. In the case $r=1$ we omit the dependency on $r$, i.e. $B_{H_{0}}=\left\{x: H_{0}(x)<1\right\}$.

Given a function $H: \mathbb{R}^{N} \rightarrow[0,+\infty)$, we define

$$
\begin{equation*}
V(\xi)=\frac{1}{p} H^{p}(\xi), \quad \xi \in \mathbb{R}^{N} \tag{1.2}
\end{equation*}
$$

We will consider the case when $H$ is a norm in the class

$$
\begin{equation*}
\mathcal{I}_{p}=\left\{H \in C^{2, \alpha}\left(\mathbb{R}^{N} \backslash\{0\}\right), V \in C_{+}^{2}\left(\mathbb{R}^{N} \backslash\{0\}\right)\right\} \tag{1.3}
\end{equation*}
$$

with $p>1$ and for some $\alpha \in(0,1)$, that is a regular norm $H$ where $H^{p}$ is a twice continuously differentiable function in $\mathbb{R}^{N} \backslash\{0\}$ whose Hessian matrix is strictly positive definite.

Our first main result regards a generalization of Problem (1.1). More precisely, we consider the minimization problem

$$
\begin{equation*}
\min _{W_{0}^{1, p}(\Omega)} \int_{\Omega}\left(\frac{1}{p} H(\nabla u)^{p}-u\right) d x \tag{1.4}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{N}$ is a bounded domain. It is well known that, if $H \in \mathcal{I}_{p}$ then (1.4) has a unique solution and the minimizer $u \in W_{0}^{1, p}(\Omega)$ of (1.4) is a weak solution of the Dirichlet problem

$$
\begin{cases}\Delta_{p}^{H} u=-1 & \text { in } \Omega  \tag{1.5}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

Here, $\Delta_{p}^{H}$ is the Finsler $p$-Laplacian (or anisotropic p-Laplacian) operator which is given by

$$
\begin{equation*}
\Delta_{p}^{H} u=\operatorname{div}\left(H^{p-1}(D u) \nabla_{\xi} H(D u)\right) \tag{1.6}
\end{equation*}
$$

in the sense of distributions; more precisely, (1.5) reads as

$$
\begin{equation*}
\int_{\Omega} H^{p-1}(D u)\left\langle\nabla_{\xi} H(D u) ; D \phi\right\rangle d x=\int_{\Omega} \phi d x \tag{1.7}
\end{equation*}
$$

for any $\phi \in C_{0}^{1}(\Omega)$.
By a straightforward computation, it is easy to show that if $\Omega=B_{H_{0}}(r)$ then the solution to (1.5) is given by

$$
\begin{equation*}
u(x)=\frac{(p-1)\left(r^{\frac{p}{p-1}}-H_{0}^{\frac{p}{p-1}}(x)\right)}{p N^{\frac{1}{p-1}}}, \quad x \in B_{H_{0}}(r) . \tag{1.8}
\end{equation*}
$$

In particular $H(D u)$ is constant on $\partial B_{H_{0}}(r)$. In our first main result we show that the reverse assertion still holds, that is we provide a characterization of the Wulff shape in terms of the solution to (1.5).
Theorem 1.1. Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain with $\partial \Omega \in C^{2, \alpha}$. Let $H$ be a norm in $\mathcal{I}_{p}$, with $p>1$.

If there exists a solution $u$ to (1.5) satisfying

$$
\begin{equation*}
H(D u)=C \quad \text { on } \partial \Omega \tag{1.9}
\end{equation*}
$$

for some $C>0$, then $\Omega$ is Wulff shape, that is (up to translations) there exists $r>0$ such that $\Omega=B_{H_{0}}(r)$ and $u$ is given by (1.8).

As already mentioned, the proof of Theorem 1.1 consists of some integral identities, Cauchy-Schwarz inequality, and it is completed by using Alexandrov's Theorem. Notice that this approach is new even in the Euclidean case for the usual $p$-Laplace operator for $p \neq 2$. For $p=2$, Theorem 1.1 has been proved in [12] under the weaker assumption that the boundary of $\Omega$ is of class $C^{1}$ (see also [55] for $H \in C^{4}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ ). The case $p \neq 2$ has been investigated in [38] for $H \in C^{4}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ following the ideas in [21, 23, 55]; however, in [38] it is not clear how the approximation argument used for the $P$-function in [38] can exclude that the $P$-function attains the maximum at critical points of $u$.

Now we describe the results regarding exterior domains. Here, we are motivated by the study of overdermined problems for the anisotropic $p$-capacity, which is defined by

$$
\begin{equation*}
\operatorname{Cap}_{p}^{H}(\Omega)=\inf \left\{\frac{1}{p} \int_{\mathbb{R}^{N}} H^{p}(D \varphi) d x, \varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right), \varphi(x) \geq 1 \text { for } x \in \Omega\right\} \tag{1.10}
\end{equation*}
$$

for $N \geq 3$ and $1<p<N$. If $H$ is a norm in the class $\mathcal{I}_{p}$, the integral operator is strictly convex and (1.10) admits a unique solution $u$, which satisfies

$$
\begin{cases}\Delta_{p}^{H} u=0 & \text { in } \mathbb{R}^{N} \backslash \bar{\Omega},  \tag{1.11}\\ u=1 & \text { on } \partial \Omega \\ u \rightarrow 0 & \text { as } H(x) \rightarrow+\infty\end{cases}
$$

We mention that, for $p=2$, the Euclidean capacity of a set $\Omega$ measures the capacitance of the set, that is the total charge $\Omega$ can hold while maintaining a given potential energy, with respect to an idealized ground at infinity. Analogously $\mathrm{Cap}_{2}^{H}(\Omega)$ measures the anisotropic capacitance of $\Omega$, that is the total charge the set $\Omega$ can hold while embedded in an anisotropic dielectric medium and maintaining a given potential energy, with respect to an idealized ground at infinity.

The case $p \neq 2$ is also interesting from the physical point of view. Indeed, there are many physical phenomena where the background medium is described by a nonlinear law of the form $\mathbf{J}=|\mathbf{E}|^{p-2} \mathbf{E}, p>1$. For instance, in deformation theory of plasticity $\mathbf{E}$ and J represent the infinitesimal strain and stress [44, 50], respectively, for nonlinear dielectrics problems $\mathbf{E}$ and $\mathbf{J}$ are the electric field and current [19, 25, 34], respectively, and this types of laws arise also in fluid flows where $\mathbf{E}$ and $\mathbf{J}$ are the rate of stress and fluid strain [4, 46].

Symmetry results for problems involving (Euclidean) capacity go back to Pólya and Szegö and subsequents authors (see for instance [51, 43, 40, 31, 58, 59] and references therein). In [45] the author used the method of moving planes to analyze Problem (1.11) in the Euclidean case and he proved that if there exists a solution of (1.11) satisfying $|D u|=C$ on $\partial \Omega$, then $\Omega$ must be an Euclidean ball. In the anisotropic setting, the method of moving planes is no more applicable and the result was extended to the anisotropic Laplacian (i.e. for $p=2$ ) in [9]. In this paper, we prove the further generalization to any $1<p<N$ in the anisotropic setting.

Theorem 1.2. Let $\Omega$ be a bounded convex domain of $\mathbb{R}^{N}$ with boundary of class $C^{2, \alpha}$ and let $H$ be a norm in $\mathcal{I}_{p}, 1<p<N$. If there exists a solution $u$ to (1.11) such that

$$
\begin{equation*}
H(D u)=C \quad \text { on } \partial \Omega \tag{1.12}
\end{equation*}
$$

then $\Omega$ is Wulff shape, that is (up to translations) there exists $R>0$ such that $\Omega=B_{H_{0}}(R)$ and $u$ is given by

$$
\begin{equation*}
u(x)=\left(\frac{H_{0}(x)}{R}\right)^{\frac{p-N}{p-1}} \tag{1.13}
\end{equation*}
$$

For $p=2$, a physical interpretation of Theorem 1.2 is the following: the Wulff shape is the unique shape a conductor can have if, while embedded in an anisotropic dielectric and maintaining a given potential energy (with respect to an idealized ground at infinity), the intensity of the electrostatic field is constant on its boundary.

Notice that the reverse assertion is also true. More precisely, if $\Omega$ is Wulff shape then a straightforward computation shows that $u$ is given by (1.13) and $H(D u)$ is constant on $\partial \Omega$. Hence Theorem 1.2 gives a complete characterization of the Wulff shape for Problem (1.11)-(1.12).

As a byproduct of the technique used for proving Theorem 1.2, we can tackle another overdetermined problem in exterior domains for the $p$-capacity which was recently considered in [2] in the Euclidean case and for $p=2$ (see also [8]). In the following, $\mathrm{M}_{\partial \Omega}$ denotes the anisotropic mean curvature of $\partial \Omega$ (see (2.13) below for its definition).

Theorem 1.3. Let $\Omega$ be a bounded convex domain of $\mathbb{R}^{N}$ of class $C^{2, \alpha}$; let $H$ be a norm in $\mathcal{I}_{p}, 1<p<N$. If there exists a solution $u$ to (1.11) such that

$$
\begin{equation*}
\int_{\partial \Omega} H(\nu) H^{2(p-1)}(D u)\left(\frac{\mathrm{M}_{\partial \Omega}}{N-1}-\frac{p-1}{p-N} \frac{H(D u)}{u}\right) \leq 0 \tag{1.14}
\end{equation*}
$$

then $\Omega$ is Wulff shape.
In the Euclidean case for $p=2$, Theorem 1.3 was proved in [2] by using a conformal mapping method. Here, we generalize the approach in [8] to the Finsler setting and for the $p$-capacity problem. Notice that, even in the Euclidean case, the method of moving planes does not seem to be suitable for proving Theorem 1.3 since the overdetermined condition (1.14) is of nonlocal type.

As for Theorem 1.1, the proofs of Theorems 1.2 and 1.3 are based on an integral identity involving the second elementary symmetric function of a matrix $W$ related to the Hessian of a suitable power of the solution, combined with Cauchy-Schwarz inequality. In particular, the idea is to show that the overdetermined conditions (1.12) and (1.14) are in fact equivalent to ask that such a matrix $W$ attains the equality sign in Cauchy-Schwarz inequality. This gives a strong condition on the structure of $u$ which implies that the anisotropic mean curvature of $\partial \Omega$ is constant, that is $\Omega$ is Wulff shape. We clarify our approach in the following subsection.
1.1. Framework of the proofs. We briefly describe the framework of the proofs of Theorems 1.1, 1.2 and 1.3. All these proofs make the use of a common approach which we explain in the following.

Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain and let $u$ be the solution to

$$
\begin{cases}\Delta_{p}^{H} u=c_{1} & \text { in } D  \tag{1.15}\\ u=c_{2} & \text { on } \partial D\end{cases}
$$

where either $D=\Omega$ or $D=\mathbb{R}^{N} \backslash \bar{\Omega}$, and $c_{1}$ and $c_{2}$ are constants (if $D=\mathbb{R}^{N} \backslash \bar{\Omega}$ a condition at infinity is also given). Assume to know that
there exists $m \in \mathbb{R}$ such that if $\Omega=B_{H_{0}}$ then $u^{m}(x)=a+b H_{0}^{\frac{p}{p-1}}(x)$ for some $a, b \in \mathbb{R}$
(notice that we will set $m=1$ for (1.5) and $m=p /(p-N)$ for (1.11)).
For $w=u^{m}$ we define $W=\nabla_{\xi}^{2} V(D w) D^{2} w$, where $V(\cdot)=H^{p}(\cdot) / p$, so that

$$
\operatorname{Tr}(W)=\Delta_{p}^{H} w
$$

From (1.15) we find that $w$ solves an equation of the form

$$
\operatorname{Tr}(W)=b(w, H(\nabla w))
$$

for some function $b$. Then we apply the following scheme.
Step 1. Starting from a differential identity for the second elementary symmetric function $S_{2}$ applied to Hessian matrices (see Lemma 4.1), we derive an integral identity for $W$ involving $\operatorname{Tr}(W)$ (Lemmas 4.3 and 4.5 for the interior and exterior problems, respectively).
From Cauchy-Schwarz inequality we have that $(N-1)(\operatorname{Tr} W)^{2} \geq 2 N S_{2}(W)$ and we obtain an integral inequality for $w$ where the equality sign is attained if and only if the matrix $W$ is a multiple of the identity matrix (see Corollaries 4.4 and 4.6).
Step 2. By using an additional constraint (the overdetermining condition in the original problem for $u$ ) we prove that the equality sign holds in the inequality obtained at Step 1, and hence $W=\lambda I d$ for some constant $\lambda$. Since $W=\nabla_{\xi}^{2} V(D w) D^{2} w$, we have that $D^{2} w=\lambda\left(\nabla_{\xi}^{2} V(D w)\right)^{-1}$ (Lemmas 5.1 and 5.2 for the interior and exterior problems, respectively).
Step 3. With all these ingredients at hand we can write the anisotropic mean curvature $\mathrm{M}_{\partial \Omega}$ of the boundary of $\Omega$ in terms of $H(D w)$ and conclude that $\mathrm{M}_{\partial \Omega}$ is constant, which implies the desired Wulff shape characterizations by Alexandrov's theorem.

We mention that Step 1 presents some technical difficulties especially for the interior problem. Indeed, since $u$ and $V$ are of class $C^{1, \alpha}$ and $C^{2, \alpha}$, respectively, we achieve Step 1 by using a careful approximation argument, since more regularity is needed in order to write the pointwise differential identity in Lemma 4.1.

We notice that for Theorems 1.1 and 1.2 the overdetermined condition mentioned at Step 2 is the requirement that $H(D u)$ is constant on $\partial \Omega$. In Theorem 1.3, the additional constraint is the condition (1.14).

Let us highlight that in Step 2 we prove something more. Indeed, in Lemma 5.1 and Lemma 5.2 we show that assuming $H(D u)$ constant on $\partial \Omega$ is equivalent to impose that the equality sign is attained in Cauchy-Schwarz inequality.

We conclude this introduction by noticing that the framework described above is inspired from [12], where the authors prove the Wulff shape characterization for the interior problem (1.5) and (1.9) when $p=2$. However, our approach is not a straightforward generalization of the one in [12]. Indeed, we study more general (and degenerate) equations, which introduce several technical difficulties especially regarding the regularity of the solutions. Moreover, also the general scheme of the proof differs: indeed in [12] the authors are able to conclude at Step 2, since the equality case in Cauchy-Schwarz inequality implies that $D^{2} w$ is a multiple of the identity matrix in $\Omega$. This doesn't happen when $p \neq 2$. However, the equality case gives us a strong information on $D^{2} w$ which, when used on the boundary of $\Omega$, implies that the mean curvature of $\partial \Omega$ is constant.

Organization of the paper. The paper is organized as follows. In Section 2 we introduce some notation, recall basic facts on the norms in $\mathbb{R}^{N}$ and describe some useful properties of the elementary symmetric function $S_{2}$. In Section 3 we give some preliminary result. At the beginning of Section 4 we prove a crucial differential identity which will be used to achieve Step 1 for interior and exterior problems. In Section 5 we complete the proofs of our main theorems. Finally, Appendix A is devoted to compute the value of the constant $C$ which appears in the Neumann boundary constraint (1.12) and in Appendix B we give a lower bound on the gradient of the solution of (1.11).
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## 2. Miscellanea

2.1. Notation. For a subset $\Omega$ of $\mathbb{R}^{N}$ we denote by $|\Omega|$ its volume, so that:

$$
|\Omega|=\int_{\Omega} d x
$$

Given a convex set $\Omega$, we denote by $\nu=\left(\nu^{1}, \ldots, \nu^{N}\right)$ its inner unit normal vector. For $j \in\{1, \ldots, N\}, \nu_{j}=\left(\nu_{j}^{1}, \ldots, \nu_{j}^{N}\right)$ will indicate the vector of derivatives of $\nu$ with respect to the variable $x_{j}$.

Given a function $u: \Omega \rightarrow \mathbb{R}$, the gradient $D u$ evaluated at $x \in \Omega$ is the element $D u(x)$ of the dual space of $\mathbb{R}^{N}$. Unless otherwise stated, we will use the variable $x$ to denote a point in the ambient space $\mathbb{R}^{N}$ and $\xi$ for an element in its dual space. The symbols $D$ and $\nabla_{\xi}$ will denote the gradients with respect to the $x$ and $\xi$ variables, respectively.

We notice that, unless otherwise specified, we adopt the Einstein summation convention.
2.2. Norms of $\mathbb{R}^{N}$. We consider the space $\mathbb{R}^{N}$ endowed with a generic norm $H: \mathbb{R}^{N} \rightarrow \mathbb{R}$ such that:
(i) $H$ is convex;
(ii) $H(\xi) \geq 0$ for $\xi \in \mathbb{R}^{N}$ and $H(\xi)=0$ if and only if $\xi=0$;
(iii) $H(t \xi)=|t| H(\xi)$ for $\xi \in \mathbb{R}^{N}$ and $t \in \mathbb{R}$.

More precisely we identify the dual space of $\mathbb{R}^{N}$ with $\mathbb{R}^{N}$ itself via the scalar product $\langle\cdot ; \cdot\rangle$. Accordingly the space $\mathbb{R}^{N}$ turns out to be endowed with the dual norm $H_{0}$ given by

$$
\begin{equation*}
H_{0}(x)=\sup _{\xi \neq 0} \frac{\langle x ; \xi\rangle}{H(\xi)} \quad \text { for } x \in \mathbb{R}^{N} \tag{2.1}
\end{equation*}
$$

On the other hand we can define $H$ in terms of $H_{0}$ as

$$
H(\xi)=\sup _{x \neq 0} \frac{\langle x ; \xi\rangle}{H_{0}(x)}, \quad \xi \in \mathbb{R}^{N}
$$

Notice that $H$ results to be the support function (see [47], Section 1.7 for the definition and details) of the unitary ball $B_{H_{0}}=\left\{x \in \mathbb{R}^{N}: H_{0}(x)<1\right\}$ of $H_{0}$ and, in turn, $H_{0}$ is the support function of $B_{H}=\left\{\xi \in \mathbb{R}^{N}: H(\xi)<1\right\}$. The two convex sets $B_{H_{0}}$ and $B_{H}$ are both centrally symmetric and they are polar of each other.

As already mentioned, we denote by $B_{H_{0}}(r)$ the ball centered at $O$ with radius $r$ in the norm $H_{0}$, i.e.

$$
B_{H_{0}}(r)=\left\{x \in \mathbb{R}^{N}: H_{0}(x)<r\right\}
$$

Analogously, we define

$$
B_{H}(r)=\left\{\xi \in \mathbb{R}^{N}: H(\xi)<r\right\}
$$

The sets $B_{H_{0}}(r)$ (as well as their translations) are named Wulff shapes of $H$ and they are in fact homothetic copies of the ball $B_{H_{0}}$.

From [47, Corollary 1.7.3], we have that $H_{0} \in C^{1}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ if and only if $B_{H}$ is strictly convex (that is $\partial B_{H}$ has positive principal curvatures). Moreover, we notice that if $H \in$ $C^{2}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ and $B_{H}$ is strictly convex, then the same holds for $H_{0}$ and $B_{H_{0}}$. We notice that if $H \in C^{2}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ and $B_{H}$ is strictly convex then $H \in \mathcal{I}_{p}$. Viceversa if $H \in \mathcal{I}_{p}$ then it is easy to prove that

$$
H_{i j}(\xi) \zeta_{i} \zeta_{j} \geq \mu H(\xi)^{1-p}|\zeta|^{2} \quad \text { for any } \xi \in \mathbb{R}^{N} \backslash\{0\}, \zeta \in \nabla H(\xi)^{\perp}
$$

for some $\mu>0$, which implies that $B_{H}$ is strictly convex.
Hence if we consider a norm $H \in \mathcal{I}_{p}$, with $\mathcal{I}_{p}$ given by (1.3) and $p>1$, the corresponding ball $B_{H}$ and dual ball $B_{H_{0}}$ are $C^{2, \alpha}$ uniformly convex and centrally symmetric sets.

Since all norms in $\mathbb{R}^{N}$ are equivalent, there exist positive constants $\sigma_{1}$ and $\sigma_{2}$ such that

$$
\begin{equation*}
\sigma_{1}|\xi| \leq H(\xi) \leq \sigma_{2}|\xi|, \quad \xi \in \mathbb{R}^{N} \tag{2.2}
\end{equation*}
$$

Let $H \in C^{1}\left(\mathbb{R}^{N} \backslash\{0\}\right)$, from the homogeneity property (iii) we have

$$
\begin{equation*}
\left\langle\nabla_{\xi} H(\xi) ; \xi\right\rangle=H(\xi), \quad \xi \in \mathbb{R}^{N} \tag{2.3}
\end{equation*}
$$

where the left hand side is taken to be 0 when $\xi=0$. Moreover, if $H \in C^{2}\left(\mathbb{R}^{N} \backslash\{0\}\right)$, then

$$
\begin{equation*}
\nabla_{\xi}^{2} H(\xi) \xi=0 \tag{2.4}
\end{equation*}
$$

The following properties hold provided $H \in C^{1}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ and $B_{H_{0}}$ is strictly convex (see [12, Section 3.1]):

$$
\begin{equation*}
H\left(D_{\eta} H_{0}(\eta)\right)=1, \quad H_{0}\left(\nabla_{\xi} H(\xi)\right)=1 \tag{2.5}
\end{equation*}
$$

for every $\xi, \eta \in \mathbb{R}^{N} \backslash\{0\}$. Furthermore, the map $H \nabla_{\xi} H$ is invertible with

$$
\begin{equation*}
H \nabla_{\xi} H=\left(H_{0} \nabla_{\xi} H_{0}\right)^{-1} \tag{2.6}
\end{equation*}
$$

From (2.5) and the homogeneity of $H_{0}$, (2.6) is equivalent to

$$
\begin{equation*}
H(\xi) D_{\eta} H_{0}\left(\nabla_{\xi} H(\xi)\right)=\xi \tag{2.7}
\end{equation*}
$$

When $H$ and $H_{0}$ are of class $C^{2}\left(\mathbb{R}^{N} \backslash\{0\}\right)$, by differentiating this expression and using (2.3) and (2.4), we obtain

$$
\begin{equation*}
\nabla_{\xi}^{2} U D_{\eta}^{2} U_{0}\left(\nabla_{\xi} H\right)=I d \tag{2.8}
\end{equation*}
$$

for every $\xi \in \mathbb{R}^{N} \backslash\{0\}$, where $U=H^{2} / 2$ and $U_{0}=H_{0}^{2} / 2$. More generally, we have the following lemma.

Lemma 2.1. Let $H \in \mathcal{I}_{p}, p>1$, and let $H_{0}$ be its dual norm. Set $V=H^{p} / p$. For $\xi \in \mathbb{R}^{N}$ and $\xi \neq 0$, we have the following identity

$$
\begin{equation*}
\left(\nabla_{\xi}^{2} V(\xi)\right)_{i j}^{-1}=\frac{H^{2-p}(\xi)}{p-1}\left(\partial_{\eta_{i}} H_{0}\left(\nabla_{\xi} H(\xi)\right) \partial_{\eta_{j}} H_{0}\left(\nabla_{\xi} H(\xi)\right)+(p-1) \partial_{\eta_{i} \eta_{j}}^{2} H_{0}\left(\nabla_{\xi} H(\xi)\right)\right) \tag{2.9}
\end{equation*}
$$

Proof. The formula can be verified by direct calculations. We denote by $A$ the matrix whose entries are

$$
A_{i j}(\xi)=H^{2-p}(\xi)\left(\partial_{\eta_{i}} H_{0}\left(\nabla_{\xi} H(\xi)\right) \partial_{\eta_{j}} H_{0}\left(\nabla_{\xi} H(\xi)\right)+(p-1) \partial_{\eta_{i} \eta_{j}}^{2} H_{0}\left(\nabla_{\xi} H(\xi)\right)\right)
$$

and we compute $A(\xi) \nabla_{\xi}^{2} V(\xi)$ :

$$
\begin{align*}
& \left(A(\xi) \nabla_{\xi}^{2} V(\xi)\right)_{i j} \\
& \quad=H^{2-p}(\xi) H^{p-2}\left(\partial_{\eta_{i}} H_{0} \partial_{\eta_{k}} H_{0}+(p-1) \partial_{\eta_{i} \eta_{k}}^{2} H_{0}\right)\left((p-1) H_{\xi_{k}} H_{\xi_{j}}+H H_{\xi_{k} \xi_{j}}\right), \tag{2.10}
\end{align*}
$$

where $H_{0}$ is evaluated at $\nabla_{\xi} H(\xi)$ while $H$ is evaluated at $\xi$. By recalling that homogeneity properties (2.3) and (2.4) hold for both $H$ and $H_{0}$, and by using (2.5) and (2.7) we have

$$
\begin{array}{r}
\partial_{\eta_{k}} H_{0} H_{\xi_{k}}=H_{0}\left(\nabla_{\xi} H\right)=1, \\
H \partial_{\eta_{i}} H_{0} \partial_{\eta_{k}} H_{0} H_{\xi_{j} \xi_{k}}=\xi_{k} H_{\xi_{j} \xi_{k}} \partial_{\eta_{i}} H_{0}=0, \\
H_{\xi_{k}} H_{\xi_{j}} \partial_{\eta_{i} \eta_{k}}^{2} H_{0}=0 .
\end{array}
$$

Hence (2.10) reads as

$$
\left(A(\xi) \nabla_{\xi}^{2} V(\xi)\right)_{i j}=(p-1)\left(\partial_{\eta_{i}} H_{0} H_{\xi_{j}}+H H_{\xi_{k} \xi_{j}} \partial_{\eta_{k} \eta_{i}}^{2} H_{0}\right)=(p-1) \delta_{i j}
$$

where the last identity follows from (2.8).
We notice that, in view of $(2.7),(2.9)$ can be alternatively written as

$$
\begin{equation*}
\left(\nabla_{\xi}^{2} V(\xi)\right)_{i j}^{-1}=\frac{H^{-p}(\xi)}{p-1}\left(\xi_{i} \xi_{j}+(p-1) H^{2}(\xi) \partial_{\eta_{i} \eta_{j}}^{2} H_{0}\left(\nabla_{\xi} H(\xi)\right)\right) \tag{2.11}
\end{equation*}
$$

2.3. Finsler Metric. For a sufficiently regular set $\Omega \subset \mathbb{R}^{N}$ we denote by $P_{H}(\Omega)$ its anisotropic perimeter, or anisotropic surface energy, that is

$$
\begin{equation*}
P_{H}(\Omega)=\int_{\partial \Omega} H(\nu) d d \sigma \tag{2.12}
\end{equation*}
$$

It is clear that if $H$ is the Euclidean norm then $P_{H}(\Omega)$ is the usual perimeter of $\Omega$.
Following [7, formulae (3.3), (3.9)] or [17, Definition 2.1] (for $N=2$ ), the anisotropic mean curvature of $\partial \Omega$, which we shall denote by $\mathrm{M}_{\partial \Omega}$, is defined by

$$
\begin{equation*}
\mathrm{M}_{\partial \Omega}=-\operatorname{div}\left(\nabla_{\xi} H(\nu)\right)=-H_{\xi_{i} \xi_{j}} \nu_{i}^{j}, \tag{2.13}
\end{equation*}
$$

where $\nu$ is the inward unit normal to $\Omega$. Analogously, one can define the anisotropic mean curvature via the anisotropic Weingarten map, and the two definitions agree (see the proof of Theorem 3 in [55]).

We notice that if $H(\xi)=|\xi|$ then M is the usual mean curvature normalized so that for the Euclidean unit ball $B$ it holds $\mathrm{M}_{\partial B}=(N-1)$.

As it is well known, in the Euclidean setting the only compact connected constant mean curvature hypersurfaces without boundary are Euclidean balls (Alexandrov's Theorem). As shown in [9] and [30], an analogous result holds in the Finsler metric. For the reader's convenience we recall here the statement of the anisotropic Alexandrov's theorem as stated in [9].
Theorem 2.2 (Anisotropic Alexandrov's Theorem). Let $H$ be a norm of $\mathbb{R}^{N}$ in the class $\mathcal{I}_{p}, p>1$, and let $\partial \Omega$ be a compact connected hypersurface without boundary embedded in Euclidean space of class $C^{2}$. If $\mathrm{M}_{\partial \Omega}$ is constant on $\partial \Omega$ then $\Omega$ is Wulff shape of $H$.
2.4. Finsler $p$-Laplacian. The Finsler or anisotropic $p$-Laplacian (defined by (1.6)) of a function $u$ of class $C^{2}$ can be written as

$$
\Delta_{p}^{H} u=H^{p-2}(D u)\left((p-1) H_{\xi_{i}}(D u) H_{\xi_{j}}(D u)+H(D u) H_{\xi_{i} \xi_{j}}(D u)\right) u_{i j}
$$

for $D u \neq 0$. If $H$ is a norm in the class $\mathcal{I}_{p}$ then the Finsler $p$-Laplacian is an elliptic operator and it satisfies

$$
\begin{align*}
& H^{p-2}(\xi)\left((p-1) H_{\xi_{i}}(\xi) H_{\xi_{j}}(\xi)+H(\xi) H_{\xi_{i} \xi_{j}}(\xi)\right) \eta_{i} \eta_{j} \geq c|\xi|^{p-2}|\eta|^{2} \\
& \sum_{i, j} H^{p-2}(\xi)\left|(p-1) H_{\xi_{i}}(\xi) H_{\xi_{j}}(\xi)+H(\xi) H_{\xi_{i} \xi_{j}}(\xi)\right| \leq c^{-1}|\xi|^{p-2} \tag{2.14}
\end{align*}
$$

for some $c>0$, as follows from the homogeneity of $H$. Moreover a comparison principle (and hence also a maximum principle) for $\Delta_{p}^{H}$ can be derived.

Lemma 2.3. Let $E \subset \mathbb{R}^{N}$ be a bounded domain and $H$ be a norm in the class $\mathcal{I}_{p}, p>1$. Let $u, v \in C^{1}(\bar{E})$ be such that

$$
\begin{cases}-\Delta_{p}^{H} u \leq-\Delta_{p}^{H} v & \text { in } E  \tag{2.15}\\ u \leq v & \text { on } \partial E\end{cases}
$$

in weak sense. Then $u \leq v$ in $\bar{E}$.
Proof. Since (2.15) holds in weak sense, we can use $(u-v)_{+}$as test function, and hence

$$
\begin{equation*}
\int_{\{u>v\}}\left\langle H^{p-1}(D u) \nabla_{\xi} H(D u)-H^{p-1}(D v) \nabla_{\xi} H(D v) ; D(u-v)\right\rangle d x \leq 0 \tag{2.16}
\end{equation*}
$$

We notice that (2.1) and (2.5) imply

$$
\left\langle\nabla_{\xi} H(\xi) ; \eta\right\rangle \leq H(\eta)
$$

so that from (2.3) we obtain

$$
\begin{aligned}
&\left\langle H^{p-1}(D u) \nabla_{\xi} H(D u)-H^{p-1}(D v)\right.\left.\nabla_{\xi} H(D v) ; D u-D v\right\rangle \\
&=H^{p}(D u)+H^{p}(D v)-\left\langle H^{p-1}(D u) \nabla_{\xi} H(D u) ; D v\right\rangle-\left\langle H^{p-1}(D v) \nabla_{\xi} H(D v) ; D u\right\rangle \\
& \geq\left[H^{p-1}(D u)-H^{p-1}(D v)\right][H(D u)-H(D v)] \geq 0
\end{aligned}
$$

where in the last inequality we have used that the function $t^{p-1}$ is strictly increasing and hence the strict sign holds whenever $H(D u) \neq H(D v)$. The conclusion follows from the strict convexity of $H^{p}$ and (2.16).

We recall that on the boundary of a super level set $L_{t}=\{u>t\}$ of a regular function $u$ we have

$$
\begin{equation*}
\Delta_{p}^{H} u=(p-1) H^{p-2}(D u) H_{\xi_{k}}(D u) H_{\xi_{i}}(D u) u_{k i}-H^{p-1}(D u) \mathrm{M}_{\partial L_{t}} \quad \text { on } \partial L_{t} \tag{2.17}
\end{equation*}
$$

provided that $D u \neq 0$ on $\partial L_{t}$.
2.5. Elementary symmetric function of a matrix. Given a matrix $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$, for any $k=1, \ldots, n$ we denote by $S_{k}(A)$ the sum of all the principal minors of $A$ of order $k$. In particular, $S_{1}(A)=\operatorname{Tr}(A)$, the trace of $A$, and $S_{n}(A)=\operatorname{det}(A)$, the determinant of $A$.

We will consider the case $k=2$. By setting

$$
S_{2}^{i j}(A)=-a_{j i}+\delta_{i j} \operatorname{Tr} A
$$

we can write

$$
\begin{equation*}
S_{2}(A)=\frac{1}{2} \sum_{i, j} S_{2}^{i j}(A) a_{i j}=\frac{1}{2}\left((\operatorname{Tr} A)^{2}-\operatorname{Tr}\left(A^{2}\right)\right) . \tag{2.18}
\end{equation*}
$$

Of particular interest in our approach is $S_{2}(W)$ where

$$
W=\nabla_{\xi}^{2} V(D v) D^{2} v
$$

with $V(\xi)=\frac{1}{p} H^{p}(\xi), H$ a norm in $\mathcal{I}_{p}, p>1$, and $v$ is a function which will be specified later ( $v$ will be either the solution to (1.5) or a suitable power of the solution to (1.11)). In this case, since $\operatorname{Tr} W=\Delta_{p}^{H} v$, it holds

$$
\begin{equation*}
S_{2}^{i j}(W)=-V_{\xi_{j} \xi_{k}}(D v) v_{k i}+\delta_{i j} \Delta_{p}^{H} v \tag{2.19}
\end{equation*}
$$

Moreover in this setting $S_{2}^{i j}(W)$ is divergence free, in the following (weak) sense (see in [12, formula (4.14)] and Lemma 4.2 in Subsection 4.1 below)

$$
\begin{equation*}
\frac{\partial}{\partial x_{j}} S_{2}^{i j}(W)=0 \tag{2.20}
\end{equation*}
$$

The elementary symmetric functions of a symmetric matrix $A$ satisfy the so called Newton's inequalities. In particular, we will use that

$$
S_{2}(A) \leq \frac{N-1}{2 N}\left(S_{1}(A)\right)^{2}
$$

which in fact is a straightforward consequence of (2.19) and Cauchy-Schwarz inequality. More precisely, we will need a generalization of this inequality to not necessarily symmetric matrices, which is given in the following lemma. We remark that this inequality, together with the characterization of the equality case, is one of the crucial ingredients in the proofs
of our main results, since it is the only inequality that we use in our argument to obtain the symmetry result.

Lemma 2.4 ([12], Lemma 3.2). Let $B$ and $C$ be symmetric matrices in $\mathbb{R}^{N \times N}$, and let $B$ be positive semidefinite. Set $A=B C$. Then the following inequality holds:

$$
\begin{equation*}
S_{2}(A) \leq \frac{N-1}{2 N} \operatorname{Tr}(A)^{2} \tag{2.21}
\end{equation*}
$$

Moreover, if $\operatorname{Tr}(A) \neq 0$ and equality holds in (2.21), then

$$
A=\frac{\operatorname{Tr}(A)}{N} I
$$

and $B$ is, in fact, positive definite.
Notice that we are going to apply (2.21) to the matrix $W=\nabla_{\xi}^{2} V(D v) D^{2} v$ where $V$ is as in (1.2) and $\nabla_{\xi}^{2} V$ is in fact positive definite since $H \in \mathcal{I}_{p}$.

## 3. Preliminary results

We recall that $H$ is a norm, so that $H$ satisfies (i)-(iii) in Subsection 2.2, and $H \in \mathcal{I}_{p}$, $p>1$, where $\mathcal{I}_{p}$ is given by (1.3).
3.1. Interior problem. We start with the following lemma, which describes the expected regularity of the solution to the interior problem (1.5).
Lemma 3.1. Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain with boundary of class $C^{2, \alpha}$ and let $H$ be $a$ norm in $\mathcal{I}_{p}, p>1$. There exists a unique solution $u$ to Problem (1.5) with $u \in C^{1, \alpha}(\bar{\Omega})$ and

$$
\begin{equation*}
H^{p-1}(D u) \nabla_{\xi} H(D u) \in W^{1,2}(\Omega) . \tag{3.1}
\end{equation*}
$$

Moreover, if $1<p \leq 2$ then $u \in W^{2,2}(\Omega)$.
Proof. The statement is a collection of well-known results in regularity theory and we give only a sketch of the proof. Since $H \in \mathcal{I}_{p}$ then (2.14) holds and the global $C^{1, \alpha}$ regularity of the solution follows from [37, Theorem 1] (see also [18] and [54]).

In order to prove (3.1), we first notice that from [5, Theorem 4.1] we have that

$$
\begin{equation*}
H^{p-1}(D u) \nabla_{\xi} H(D u) \in W_{\mathrm{loc}}^{1,2}(\Omega) . \tag{3.2}
\end{equation*}
$$

We notice that (3.2) is obtained in [5] for solutions to homogeneous equations, but the argument used in the proof can be easily adapted to the case of constant right hand side and we omit the proof.

Since $\partial \Omega$ is of class $C^{2, \alpha}$, then a standard barrier argument shows that there exists $0<$ $c<1$ such that $c \leq|D u| \leq 1 / c$ on $\partial \Omega$. From $u \in C^{1, \alpha}(\Omega)$ we obtain that $c / 2<|D u|<2 / c$ in a neighborhood $\widetilde{\Omega}$ of $\partial \Omega$, which implies that $u$ solves a uniformly elliptic equation in $\widetilde{\Omega}$. From classical regularity theory we obtain that $u \in C^{2, \alpha}$ in $\widetilde{\Omega}$ which, together with (3.2), implies (3.1).

Finally, if $1<p \leq 2$ then $u \in W_{\text {loc }}^{2,2}(\Omega)$ (which can be obtained by generalizing [1, Proposition 2.7] to an equation with constant right hand side) and the global $W^{2,2}$-regularity follows again by exploiting the $C^{2, \alpha}$ regularity of $u$ in a suitable neighborhood of $\partial \Omega$.

Now we prove the following Pohožaev identity which will be used to achieve the Wulff shape characterization in Theorem 1.1.

Lemma 3.2 (Anisotropic Pohožaev identity). Let $u$ be the solution to (1.5). We have that

$$
\begin{equation*}
(N(p-1)+p) \int_{\Omega} u d x=-(p-1) \int_{\partial \Omega} H^{p}(D u)\langle x ; \nu\rangle d \sigma . \tag{3.3}
\end{equation*}
$$

Proof. As usual, the proof of the Pohožaev identity is obtained by integrating a differential identity involving the second derivatives of $u$. However, due to the lack of enough regularity of $u$, we shall argue by approximation.

Step 1: set up of the approximation argument. For $t \geq 0$ and $\varepsilon \in(0,1)$, we set

$$
\psi(t)=\frac{t^{p}}{p} \quad \text { and } \quad \psi_{\varepsilon}(t)=\psi\left(\sqrt{\varepsilon^{2}+t^{2}}\right)-\psi(\varepsilon)
$$

We define $\Psi(t)=\psi^{\prime}(t) t$ and $\Psi_{\varepsilon}(t)=\psi_{\varepsilon}^{\prime}(t) t$. From a standard argument (see for instance [16, Lemma 4.2]) we have that

$$
\begin{equation*}
\psi_{\varepsilon} \rightarrow \psi \quad \text { and } \quad \Psi_{\varepsilon} \rightarrow \Psi \quad \text { uniformly on compact sets of }[0,+\infty) \tag{3.4}
\end{equation*}
$$

We notice that $V(\xi)=\psi(H(\xi)), \xi \in \mathbb{R}^{N}$, and we define $V^{\varepsilon}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ as

$$
V^{\varepsilon}:=\psi_{\varepsilon} \circ H
$$

Let $u^{\varepsilon}$ be the solution to the problem

$$
\begin{cases}\operatorname{div}\left(\psi_{\varepsilon}^{\prime}\left(H\left(D u^{\varepsilon}\right)\right) \nabla_{\xi} H\left(D u^{\varepsilon}\right)\right)=-1 & \text { in } \Omega \\ u^{\varepsilon}=0 & \text { on } \partial \Omega\end{cases}
$$

or equivalently

$$
\begin{cases}\operatorname{div}\left(\nabla_{\xi} V^{\varepsilon}\left(D u^{\varepsilon}(x)\right)\right)=-1 & \text { in } \Omega \\ u^{\varepsilon}=0 & \text { on } \partial \Omega\end{cases}
$$

We notice that for $\varepsilon>0$ the above problems are uniformly elliptic; in particular they satisfy

$$
\lambda\left(\varepsilon^{2}+|z|^{2}\right)^{\frac{p-2}{2}}|\xi|^{2} \leq\left\langle\nabla^{2} V^{\varepsilon}(z) \xi, \xi\right\rangle \leq \Lambda\left(\varepsilon^{2}+|z|^{2}\right)^{\frac{p-2}{2}}|\xi|^{2}, \quad \text { for } z, \xi \in \mathbb{R}^{N}, z \neq 0
$$

for some $0<\lambda<\Lambda$ which depend only on $p$ and on the ellipticity constants of $H$. In particular, they are independent of $\varepsilon$.

Standard regularity results give that $u^{\varepsilon} \in C^{1, \alpha}(\bar{\Omega}) \cap W^{2,2}(\Omega), u^{\varepsilon}$ is a strong solution and

$$
\begin{equation*}
u^{\varepsilon} \rightarrow u \quad \text { in } C^{1}(\bar{\Omega}) \tag{3.5}
\end{equation*}
$$

as $\varepsilon$ goes to 0 (see for instance [16, Proposition 4.3]).
Step 2: proof of (3.3). Now we are ready to prove the Pohožaev identity. We notice that $\int_{\Omega} \operatorname{div}\left(x u^{\varepsilon}\right) d x=0$ since $u^{\varepsilon}=0$ on $\partial \Omega$ and hence

$$
N \int_{\Omega} u^{\varepsilon} d x=\int_{\Omega}\left(-\operatorname{div}\left(x u^{\varepsilon}\right)+N u^{\varepsilon}\right) d x
$$

which implies

$$
\begin{equation*}
N \int_{\Omega} u^{\varepsilon} d x=-\int_{\Omega}\left\langle x ; D u^{\varepsilon}\right\rangle d x . \tag{3.6}
\end{equation*}
$$

Since $-1=\operatorname{div}\left(\nabla_{\xi} V^{\varepsilon}\left(D u^{\varepsilon}\right)\right)$ in $\Omega$, we have (recall that $u^{\varepsilon} \in W^{2,2}(\Omega)$ )

$$
\begin{aligned}
& -\int_{\Omega}\left\langle x ; D u^{\varepsilon}\right\rangle d x=\int_{\Omega}\left\langle x ; D u^{\varepsilon}\right\rangle \operatorname{div}\left(\nabla_{\xi} V^{\varepsilon}\left(D u^{\varepsilon}\right)\right) d x \\
& \quad=\int_{\Omega}\left[\operatorname{div}\left(\left\langle x ; D u^{\varepsilon}\right\rangle \nabla_{\xi} V^{\varepsilon}\left(D u^{\varepsilon}\right)\right)-\left\langle D\left(\left\langle x ; D u^{\varepsilon}\right\rangle\right) ; \nabla_{\xi} V^{\varepsilon}\left(D u^{\varepsilon}\right)\right\rangle\right] d x \\
& \quad=-\int_{\partial \Omega}\left\langle x ; D u^{\varepsilon}\right\rangle\left\langle\nabla_{\xi} V^{\varepsilon}\left(D u^{\varepsilon}\right) ; \nu\right\rangle d \sigma-\int_{\Omega}\left\langle D u^{\varepsilon} ; \nabla_{\xi} V^{\varepsilon}\left(D u^{\varepsilon}\right)\right\rangle d x-\int_{\Omega}\left\langle x D^{2} u^{\varepsilon} ; \nabla_{\xi} V^{\varepsilon}\left(D u^{\varepsilon}\right)\right\rangle d x
\end{aligned}
$$

from the definition of $V^{\varepsilon},(2.3)$ and since $\nu=D u^{\varepsilon} /\left|D u^{\varepsilon}\right|$, we obtain

$$
\begin{align*}
-\int_{\Omega}\left\langle x ; D u^{\varepsilon}\right\rangle d x=-\int_{\partial \Omega} \psi_{\varepsilon}^{\prime}\left(H\left(D u^{\varepsilon}\right)\right) H\left(D u^{\varepsilon}\right)\langle x ; \nu\rangle d \sigma & -\int_{\Omega} \psi_{\varepsilon}^{\prime}\left(H\left(D u^{\varepsilon}\right)\right) H\left(D u^{\varepsilon}\right) d x \\
& -\int_{\Omega}\left\langle x D^{2} u^{\varepsilon} ; \nabla_{\xi} V^{\varepsilon}\left(D u^{\varepsilon}\right)\right\rangle d x \tag{3.7}
\end{align*}
$$

Notice that the last term on the right hand side in (3.7) can be written as

$$
\begin{aligned}
-\int_{\Omega}\left\langle x D^{2} u^{\varepsilon} ; \nabla_{\xi} V^{\varepsilon}\left(D u^{\varepsilon}\right)\right\rangle d x & =-\int_{\Omega} \operatorname{div}\left(x V^{\varepsilon}\left(D u^{\varepsilon}\right)\right) d x+N \int_{\Omega} V^{\varepsilon}\left(D u^{\varepsilon}\right) d x \\
& =\int_{\partial \Omega} V^{\varepsilon}\left(D u^{\varepsilon}\right)\langle x ; \nu\rangle d \sigma+N \int_{\Omega} V^{\varepsilon}\left(D u^{\varepsilon}\right) d x
\end{aligned}
$$

and from (3.6) and (3.7) we have

$$
\begin{aligned}
N \int_{\Omega} u^{\varepsilon} d x=-\int_{\partial \Omega} \psi_{\varepsilon}^{\prime}\left(H\left(D u^{\varepsilon}\right)\right) H\left(D u^{\varepsilon}\right)\langle x & ; \nu\rangle d \sigma-\int_{\Omega} \psi_{\varepsilon}^{\prime}\left(H\left(D u^{\varepsilon}\right)\right) H\left(D u^{\varepsilon}\right) d x \\
& +\int_{\partial \Omega} V^{\varepsilon}\left(D u^{\varepsilon}\right)\langle x ; \nu\rangle d \sigma+N \int_{\Omega} V^{\varepsilon}\left(D u^{\varepsilon}\right) d x
\end{aligned}
$$

Now we use (3.5) and (3.4) to pass to the limit as $\varepsilon \rightarrow 0$ and we find

$$
\begin{equation*}
N \int_{\Omega} u d x=\left(-1+\frac{1}{p}\right) \int_{\partial \Omega} H^{p}(D u)\langle x ; \nu\rangle d \sigma+\left(\frac{N}{p}-1\right) \int_{\Omega} H^{p}(D u) d x \tag{3.8}
\end{equation*}
$$

Finally, by using $u$ as a test function in (1.7) we have that

$$
\int_{\Omega} u=\int_{\Omega} H(D u)^{p}
$$

and from (3.8) we obtain (3.3).
3.2. Exterior problem. In this subsection we give some preliminary result related to the solution to (1.10).

Theorem 3.3. Let $\Omega$ be a bounded convex domain of $\mathbb{R}^{N}$ whose boundary is of class $C^{2, \alpha}$ and assume $O \in \Omega$. Let $H$ be a norm of $\mathbb{R}^{N}$ in the class $\mathcal{I}_{p}, p>1$.

There exists a unique solution $u$ to Problem (1.10), $u \in C^{2, \alpha}\left(\mathbb{R}^{N} \backslash \Omega\right)$, and $0<u \leq 1$. Moreover $u$ satisfies (1.11) and the following estimates hold:
(i) there exist $A_{1}, A_{2}$ positive constants such that

$$
A_{1} H_{0}^{\frac{p-N}{p-1}}(x) \leq u(x) \leq A_{2} H_{0}^{\frac{p-N}{p-1}}(x)
$$

for $x \in \mathbb{R}^{N} \backslash \Omega$;
(ii) there exist $B_{1}, B_{2}$ positive constants such that

$$
B_{1} H_{0}^{\frac{p-N}{p-1}-1}(x) \leq H(D u(x)) \leq B_{2} H_{0}^{\frac{p-N}{p-1}-1}(x),
$$

for $x$ sufficiently far away from $\Omega$;
(iii) there exists a positive constant $B_{3}$ such that

$$
\left|D^{2} u(x)\right| \leq B_{3} H_{0}^{\frac{p-N}{p-1}-2}(x)
$$

for $x$ sufficiently far away from $\Omega$.
The constants $A_{1}, A_{2}, B_{1}, B_{2}, B_{3}$ depend only on $\Omega, p$ and $N$.
Proof. Let $R>0$ be such that $B_{H_{0}}(R) \supset \bar{\Omega}$ and let $u_{R}$ be the minimizer of
$\operatorname{Cap}_{p}^{H}\left(\Omega, B_{H_{0}}(R)\right)=\inf \left\{\frac{1}{p} \int_{B_{H_{0}}(R)} H^{p}(D \varphi) d x: \varphi \in C_{0}^{\infty}\left(B_{H_{0}}(R)\right), \varphi(x) \geq 1\right.$ for $\left.x \in \Omega\right\}$.
Since $H \in \mathcal{I}_{p}$, a standard argument yields that there exists a unique minimizer $u_{R}$ and it solves the Euler-Lagrange equation

$$
\begin{cases}\Delta_{p}^{H} u_{R}=0 & \text { in } B_{H_{0}}(R) \backslash \bar{\Omega},  \tag{3.10}\\ u_{R}=1 & \text { on } \partial \Omega, \\ u_{R}=0 & \text { on } \partial B_{H_{0}}(R)\end{cases}
$$

Thanks to the comparison principle in Lemma 2.3, if $r>s$ then $u_{r}(x) \geq u_{s}(x)$ for every $x \in B_{H_{0}}(s) \backslash \bar{\Omega}$ and hence the function

$$
u(x)=\lim _{R \rightarrow \infty} u_{R}(x)
$$

is well defined, for $x \in \mathbb{R}^{N} \backslash \bar{\Omega}$ and the sequence $u_{R}$ is in fact uniformly convergent. We are going to prove (i) and the lower bound in (ii) for $u_{R}$ and show that the involved constants do not depend on $R$, so that we obtain the desired estimates for $u$ by passing to the limit as $R \rightarrow \infty$. The upper bounds in (ii) and (iii) will be obtained by arguing directly on $u$.

Let $0<R_{0}<R_{1}$ be such that

$$
R_{0}=\sup \left\{r>0: B_{H_{0}}(r) \subset \Omega\right\} ; \quad R_{1}=\inf \left\{r>0: \Omega \subset B_{H_{0}}(r)\right\},
$$

and let $u_{R_{0}, R}, u_{R_{1}, R}$ be solutions to (3.10) for $\Omega=B_{H_{0}}\left(R_{0}\right)$ and $\Omega=B_{H_{0}}\left(R_{1}\right)$, respectively. By comparison principle it holds

$$
u_{R} \geq u_{R, R_{0}}=\frac{H_{0}^{\frac{p-N}{p-1}}(x)-R^{\frac{p-N}{p-1}}}{R_{0}^{\frac{p-N}{p-1}}-R^{\frac{p-N}{p-1}}}
$$

for every $x \in B_{H_{0}}(R) \backslash \Omega$ and

$$
u_{R} \leq u_{R, R_{1}}=\frac{H_{0}^{\frac{p-N}{p-1}}(x)-R^{\frac{p-N}{p-1}}}{R_{1}^{\frac{p-N}{p-1}}-R^{\frac{p-N}{p-1}}}
$$

for every $x \in B_{H_{0}}(R) \backslash B_{H_{0}}\left(R_{1}\right)$. Notice that in fact the latter inequality holds true in $B_{H_{0}}(R) \backslash \Omega$ by direct comparison between $u_{R}$ and $u_{R, R_{1}}$. Hence (i) holds for $u$ for every $x \in \mathbb{R}^{N} \backslash \bar{\Omega}$ by passing to the limit as $R \rightarrow \infty$.

Since $H \in \mathcal{I}_{p}$ and $\Delta_{p}^{H}$ satisfies (2.14), classical regularity results for degenerate elliptic equations in divergence form with potential growth (see [18], [37] and [54]) guarantee that $u_{R} \in C^{1, \alpha}\left(B_{H_{0}}(R) \backslash \Omega\right)$, where $\alpha$ does not depend on $R$.

Moreover, by Lemma B. 1 it holds $H\left(D u_{R}\right) \neq 0$ and hence Theorem 6.19 in [27] entails that $u_{R} \in C^{2, \alpha}\left(\overline{B_{H_{0}}(R) \backslash \Omega}\right)$. More precisely Lemma B. 1 gives the lower bound on $u$ in (ii).

Now we prove the upper bound on $u$ in (ii) and (iii). Let $\rho>4 R_{1}$ be fixed. For $y \in E:=\overline{B_{H_{0}}(4)} \backslash B_{H_{0}}(1 / 4)$ we define

$$
\begin{equation*}
U(y)=\rho^{-\frac{p-N}{p-1}} u(\rho y), \tag{3.11}
\end{equation*}
$$

and notice that

$$
\Delta_{p}^{H} U=0 \quad \text { in } E
$$

Moreover, from (i) we have that $|U(y)| \leq A$ for $y \in E$ and for some constant $A$ which depends only on $n, p$ and $\Omega$. From [18, Theorem 1], there exists a constant $K$ depending only on $\Omega, n$ and $p$ such that $|D U(y)| \leq K$ for $y \in \overline{B_{H_{0}}(2)} \backslash B_{H_{0}}(1 / 2)$. Since $D U(y)=\rho^{-\frac{p-N}{p-1}+1} D u(\rho y)$ and from (2.2) we obtain the upper bound in (ii).

As noticed in (3.11), $U$ satisfies an elliptic equation of the form $a_{i j} U_{i j}=0$ in $E$, where the coefficients $a_{i j}$ are given by

$$
a_{i j}(y)=H^{p-2}(D U(y))\left((p-1) H_{\xi_{i}}(D U(y)) H_{\xi_{j}}(D U(y))+H(D U(y)) H_{\xi_{i} \xi_{j}}(D U(y))\right) .
$$

From (ii) and (2.2) we have that there exists $\gamma$ depending only on $N, p$ and $\Omega$ such that

$$
\gamma^{-1}|\xi|^{2} \leq a_{i j}(y) \xi_{i} \xi_{j} \leq \gamma|\xi|^{2}
$$

for every $y \in E$ and $\xi \in \mathbb{R}^{N}$. Notice that interior Schauder's estimates (see Theorem 6.2 in [27]) apply to $U(y)$. This entails $\left|D^{2} U(y)\right| \leq B$ for some positive constant $B$, that is

$$
\left|D^{2} u(\rho y)\right| \leq B \rho^{\frac{p-N}{p-1}-2},
$$

for $y \in B_{H_{0}}(2) \backslash \overline{B_{H_{0}}(1 / 2)}$ and (iii) follows.

## 4. Step 1 - Integral identities for $S_{2}$

In this section we achieve Step 1, that is we derive two crucial integral identities involving $S_{2}$ and the solutions to problems (1.5) and (1.11). More precisely, we use the pointwise identity in Lemma 4.1 below to obtain an integral identity for $u$ in Lemma 4.3 (for the interior problem) and for $u^{\frac{p}{p-N}}$ in Lemma 4.5 (for the exterior case).

In the following lemma we assume that all the involved functions are smooth enough. In particular, we stress that $V$ is not necessarily related to a norm and hence is not in principle homogeneous.
Lemma 4.1. Let $v$ be a positive function of class $C^{3}$ and let $V: \mathbb{R}^{N} \rightarrow \mathbb{R}^{+}$be of class $C^{3}\left(\mathbb{R}^{N}\right)$ and such that $V(D v) \operatorname{div}\left(\nabla_{\xi} V(D v)\right)$ can be continuously extended to zero at $D v=0$. For any $\gamma \in \mathbb{R}$ we have that

$$
\begin{equation*}
2 v^{\gamma} S_{2}(W)=\operatorname{div}\left(v^{\gamma} S_{2}^{i j}(W) V_{\xi_{i}}(D v)\right)-\gamma v^{\gamma-1} S_{2}^{i j}(W) V_{\xi_{i}}(D v) v_{j}, \tag{4.1}
\end{equation*}
$$

with $W=\nabla_{\xi}^{2} V(D v) D^{2} v$.
Moreover, if $H$ is a norm and $V=H^{p} / p, p>1$, then

$$
\begin{align*}
2 v^{\gamma} S_{2}(W)= & \operatorname{div}\left(v^{\gamma} S_{2}^{i j}(W) V_{\xi_{i}}(D v)+\gamma(p-1) v^{\gamma-1} V(D v) \nabla_{\xi} V(D v)\right)  \tag{4.2}\\
& -\gamma(\gamma-1) p(p-1) v^{\gamma-2} V^{2}(D v)-\gamma(2 p-1) v^{\gamma-1} V(D v) \Delta_{p}^{H} v .
\end{align*}
$$

Proof. For simplicity of exposition, we omit the dependency on $D v$ in the argument of $V$ and $H$, so that $H$ and $V$ will be always evaluated at $D v$.

From (2.18) and (2.20) it holds that $2 S_{2}(W)=\operatorname{div}\left(S_{2}^{i j}(W) V_{\xi_{i}}\right)$, and hence we find (4.1). Moreover, we have

$$
\begin{align*}
\operatorname{div}\left(v^{\gamma} S_{2}^{i j}(W) V_{\xi_{i}}+\right. & \left.\gamma(p-1) v^{\gamma-1} V \nabla_{\xi} V\right) \\
& =2 v^{\gamma} S_{2}(W)+\gamma v^{\gamma-1} S_{2}^{i j}(W) V_{\xi_{i}} v_{j}+\gamma(p-1) \operatorname{div}\left(v^{\gamma-1} V \nabla_{\xi} V\right) \tag{4.3}
\end{align*}
$$

From the definition of $S_{2}^{i j}(W)$ (2.19) we find

$$
S_{2}^{i j}(W) V_{\xi_{i}} v_{j}=-V_{\xi_{j} \xi_{l}} v_{l i} V_{\xi_{i}} v_{j}+V_{\xi_{i}} v_{i} \operatorname{Tr}(W)
$$

and, since

$$
\operatorname{div}\left(v^{\gamma-1} V \nabla_{\xi} V\right)=(\gamma-1) v^{\gamma-2} V V_{\xi_{i}} v_{i}+v^{\gamma-1} V_{\xi_{i}} V_{\xi_{j}} v_{i j}+v^{\gamma-1} V \operatorname{Tr}(W)
$$

from (4.3) we obtain

$$
\begin{align*}
2 v^{\gamma} S_{2}(W)= & \operatorname{div}\left(v^{\gamma} S_{2}^{i j}(W) V_{\xi_{i}}+\gamma(p-1) v^{\gamma-1} V \nabla_{\xi} V\right) \\
& -\gamma(\gamma-1)(p-1) v^{\gamma-2} V V_{\xi_{i}} v_{i}-\gamma v^{\gamma-1}\left((p-1) V+V_{\xi_{i}} v_{i}\right) \operatorname{Tr}(W)  \tag{4.4}\\
& -\gamma v^{\gamma-1}\left((p-1) V_{\xi_{i}} V_{\xi_{j}} v_{i j}-V_{\xi_{j} \xi_{l}} v_{l i} V_{\xi_{i}} v_{j}\right) .
\end{align*}
$$

In the case $V=H^{p} / p$ and $H$ is a norm, the last term on the right hand side reads

$$
\begin{align*}
& (p-1) V_{\xi_{i}} V_{\xi_{j}} v_{i j}-V_{\xi_{j} \xi_{l}} v_{l i} V_{\xi_{i}} v_{j} \\
& \quad=(p-1) H^{2(p-1)} H_{\xi_{j}} H_{\xi_{i}} v_{i j}-H^{p-1}\left((p-1) H^{p-2} H_{\xi_{j}} H_{\xi_{l}}+H^{p-1} H_{\xi_{j} \xi_{l}}\right) H_{\xi_{i}} v_{j} v_{l i}=0, \tag{4.5}
\end{align*}
$$

where the last equality follows from (2.3) and (2.4), and from (4.4) we obtain (4.2).
4.1. Interior problem. We use Lemma 4.1 to obtain an integral identity for the solutions of (1.5). The integration by parts formula in the following lemma was already obtained in [12, Lemma 4.3] for the case $p=2$. The proof in [12] makes use of the $W^{2,2}$ regularity of the solution $u$, which is not available in the general case $p>1$. For this reason, we argue in a different way.

Lemma 4.2. Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain with boundary of class $C^{2, \alpha}$. Let $H$ be a norm in $\mathcal{I}_{p}, p>1$, and let $u$ be the solution to (1.5). Then the identity

$$
\begin{equation*}
\int_{\Omega} 2 \phi S_{2}(W) d x=-\int_{\Omega} S_{2}^{i j}(W) V_{\xi_{i}}(D u) \phi_{j} d x \tag{4.6}
\end{equation*}
$$

holds for every $\phi \in C^{1}(\bar{\Omega})$ such that $\phi=0$ on $\partial \Omega$, with $W=\nabla^{2} V(D u) D^{2} u$, where $V$ is given by (1.2).

Proof. Let $\varepsilon>0$ be sufficiently small and define $\Omega_{\varepsilon}=\{x \in \Omega$ : $\operatorname{dist}(x, \partial \Omega)>\varepsilon\}$. Let

$$
a^{i}(x)=V_{\xi_{i}}(D u(x)) \quad \text { for every } i=1, \ldots, N, x \in \Omega
$$

We mention that $a^{i} \in W^{1,2}(\Omega), i=1, \ldots, N$, as follows from Lemma 3.1. With this notation, the elements $w_{i j}$ of the matrix $W$ are given by $w_{i j}=\partial_{j} a^{i}$. Let $\rho_{\varepsilon}$ be a family of mollifiers and define $a_{\varepsilon}^{i}=a^{i} * \rho_{\varepsilon}$. Let $W^{\varepsilon}=\left(w_{i j}^{\varepsilon}\right)_{i, j=1, \ldots, N}$ where $w_{i j}^{\varepsilon}=\partial_{j} a_{\varepsilon}^{i}$, and notice that

$$
\begin{equation*}
\operatorname{Tr} W^{\varepsilon}=\operatorname{Tr} W=-1 \tag{4.7}
\end{equation*}
$$

for every $x \in \Omega_{\varepsilon}$.
Let $i, j=1, \ldots, N$ be fixed. We have

$$
\begin{aligned}
w_{j i}^{\varepsilon} w_{i j}^{\varepsilon} & =\partial_{j}\left(a_{\varepsilon}^{i} \partial_{i} a_{\varepsilon}^{j}\right)-a_{\varepsilon}^{i} \partial_{j} \partial_{i} a_{\varepsilon}^{j} \\
& =\partial_{j}\left(a_{\varepsilon}^{i} \partial_{i} a_{\varepsilon}^{j}\right)-a_{\varepsilon}^{i} \partial_{i} \partial_{j} a_{\varepsilon}^{j} \\
& =\partial_{j}\left(a_{\varepsilon}^{i} \partial_{i} a_{\varepsilon}^{j}\right)-a_{\varepsilon}^{i} \partial_{i} w_{j j}^{\varepsilon}
\end{aligned}
$$

for every $x \in \Omega_{\varepsilon}$, and by summing over $j=1, \ldots, N$ and using (4.7) (so that $\partial_{i} \sum_{j} w_{j j}^{\varepsilon}=0$ ) we obtain

$$
\begin{aligned}
\sum_{j} w_{j i}^{\varepsilon} w_{i j}^{\varepsilon} & =\sum_{j} \partial_{j}\left(a_{\varepsilon}^{i} \partial_{i} a_{\varepsilon}^{j}\right) \\
& =w_{i i}^{\varepsilon} \operatorname{Tr} W^{\varepsilon}-\sum_{j} \partial_{j}\left(S_{2}^{i j}\left(W^{\varepsilon}\right) a_{\varepsilon}^{i}\right), \quad x \in \Omega_{\varepsilon} .
\end{aligned}
$$

By summing over $i=1, \ldots, N$, from (2.18) we have

$$
\begin{equation*}
2 S_{2}\left(W^{\varepsilon}\right)=\sum_{i, j} \partial_{j}\left(S_{2}^{i j}\left(W^{\varepsilon}\right) a_{\varepsilon}^{i}\right), \quad x \in \Omega_{\varepsilon} \tag{4.8}
\end{equation*}
$$

Let $\varepsilon_{0}>0$ be such that $u \in C^{2, \alpha}$ in $\bar{\Omega} \backslash \Omega_{\varepsilon_{0}}$ (this is always possible since $H(D u)>0$ on $\partial \Omega)$. We notice that, by a standard barrier argument, one can obtain bounds on $D u$ on $\partial \Omega$ and, since $u=0$ on $\partial \Omega$, the equation gives a bound on $D^{2} u$ on $\partial \Omega$. Thanks to the $C^{2, \alpha}$
regularity of $u$, we obtain a bound on the $C^{2}$ norm of $u$ in $\bar{\Omega} \backslash \Omega_{\varepsilon_{0}}$ which does not depends on $\epsilon_{0}$.

Let $\varepsilon<\varepsilon_{0}$. An integration by parts and (4.8) give

$$
\left|2 \int_{\Omega_{\varepsilon_{0}}} \phi S_{2}\left(W^{\varepsilon}\right)+\int_{\Omega_{\varepsilon_{0}}} S_{2}^{i j}\left(W^{\varepsilon}\right) a_{\varepsilon}^{i} \phi_{j} d x\right|=\left|\int_{\partial \Omega_{\varepsilon_{0}}} \phi S_{2}^{i j}\left(W^{\varepsilon}\right) a_{\varepsilon}^{i} \nu_{j}\right| \leq c \varepsilon_{0},
$$

where $c$ depends on $\|\phi\|_{C^{1}(\bar{\Omega})}$ and bounds on $H(D u)$ on $\partial \Omega$. The assertion follows by letting firstly $\varepsilon$ and then $\varepsilon_{0}$ to zero.

Lemma 4.3. Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain with boundary of class $C^{2, \alpha}$. Let $H$ be $a$ norm in $\mathcal{I}_{p}, p>1$, and let $u$ be the solution to (1.5). Then the identity

$$
\begin{equation*}
\int_{\Omega} 2 u S_{2}(W) d x=-\frac{(p-1)}{p} \int_{\partial \Omega} H^{2 p-1}(D u) H(\nu) d \sigma+\frac{(2 p-1)}{p} \int_{\Omega} H^{p}(D u) d x \tag{4.9}
\end{equation*}
$$

holds with $W=\nabla^{2} V(D u) D^{2} u$, where $V$ is given by (1.2).
Proof. From

$$
\operatorname{div}\left(V \nabla_{\xi} V\right)=V_{\xi_{i}} V_{\xi_{j}} u_{i j}+V \operatorname{Tr}(W)=V_{\xi_{i}} V_{\xi_{j}} u_{i j}-V
$$

by multiplying by $(p-1)$ and using that $\operatorname{Tr}(W)=-1$, we have

$$
-(p-1) \int_{\partial \Omega} V\left\langle\nabla_{\xi} V ; \nu\right\rangle=(p-1) \int_{\Omega}\left(V_{\xi_{i}} V_{\xi_{j}} u_{i j}-V\right) .
$$

We sum this identity and (4.6) with $\phi=u$ and we find

$$
\begin{equation*}
\int_{\Omega} 2 u S_{2}(W)=\int_{\Omega}\left\{(p-1)\left[V_{\xi_{i}} V_{\xi_{j}} u_{i j}-V\right]-S_{2}^{i j}(W) V_{\xi_{i}} u_{j}\right\}-(p-1) \int_{\partial \Omega} V\left\langle\nabla_{\xi} V ; \nu\right\rangle \tag{4.10}
\end{equation*}
$$

Analogously to what we did in the proof of Lemma 4.1, we obtain that

$$
-(p-1)\left[V_{\xi_{i}} V_{\xi_{j}} u_{i j}-V\right]-S_{2}^{i j}(W) V_{\xi_{i}} u_{j}=\frac{(2 p-1)}{p} H^{p}(D u) \quad \text { a.e. in } \Omega,
$$

and from (4.10), $\nu=D u /|D u|$ and (2.3), we find (4.9).
An straightforward consequence of Lemma 4.3 is the following corollary.
Corollary 4.4. Let $\Omega, H, u$, be as in Lemma 4.3. Then

$$
\begin{equation*}
N(p-1) \int_{\partial \Omega} H(\nu) H^{2 p-1}(D u) d \sigma \geq(N(p-1)+p) \int_{\Omega} u d x \tag{4.11}
\end{equation*}
$$

where the equality sign is attained if and only if there exists a constant $\lambda$ such that $W(x)=$ $\lambda I d$.

Proof. We notice that from (1.5) we have that

$$
\int_{\Omega} u d x=\int_{\Omega} H^{p}(D u) d x
$$

From (4.9) and Lemma 2.4, recalling that $\operatorname{Tr}(W)=\Delta_{p}^{H} u$ and that $u$ solves Problem (1.5), we immediately obtain (4.11). From Lemma 2.4 we find that the equality is attained if and only if there exists a function $\lambda(x)$ such that $W=\lambda(x) I d$. Moreover, since $u$ satisfies (1.5), then $\operatorname{Tr}(W)=-1$, which implies that $\lambda(x)$ must be constant.
4.2. Exterior problem. We apply the machinery described in Subsection 1.1 to the auxiliary function $v$ defined by

$$
\begin{equation*}
v(x)=u^{\frac{p}{p-N}}(x), \tag{4.12}
\end{equation*}
$$

$x \in \mathbb{R}^{N} \backslash \Omega$, where $u$ is the solution to (1.11). This choice is motivated by the following argument: if $\Omega=B_{H_{0}}$ then $u(x)=H_{0}^{\frac{p-N}{p-1}}(x)$ and $v(x)=H_{0}^{\frac{p}{p-1}}(x)$. This implies that if $\Omega=B_{H_{0}}$ then $\nabla_{\xi}^{2} V(D v) D^{2} v$ achieves the equality $\operatorname{sign}$ in (2.21).

Since $u$ solves (1.11), straightforward computations show that $v$ satisfies

$$
\begin{cases}\Delta_{p}^{H} v=N \frac{p-1}{p} \frac{H^{p}(D v)}{v} & \text { in } \mathbb{R}^{N} \backslash \bar{\Omega}  \tag{4.13}\\ v=1 & \text { on } \partial \Omega \\ v \rightarrow+\infty & \text { if }|x| \rightarrow+\infty\end{cases}
$$

Moreover, we notice that the Neumann boundary condition $H(D u)=C$ implies

$$
\begin{equation*}
H(D v)=\frac{p}{N-p} C \quad \text { on } \partial \Omega \tag{4.14}
\end{equation*}
$$

where we have used $H(D v)=H(-D v)$. We stress that, by geometric reasons, the constant $C$ is forced to be

$$
\begin{equation*}
C=\frac{N-p}{N(p-1)} \frac{P_{H}(\Omega)}{|\Omega|} \tag{4.15}
\end{equation*}
$$

A proof of this fact can be found in Appendix A.
Now we use Lemma 4.1 to obtain an integral identity for $v=u^{\frac{p}{p-N}}$.
Lemma 4.5. Let $\Omega \subset \mathbb{R}^{N}$ be a bounded convex domain with boundary of class $C^{2, \alpha}$. Let $H$ be a norm in $\mathcal{I}_{p}, p>1, V$ as in (1.2), and let $v$ be given by (4.12). Then we have

$$
\begin{align*}
\int_{\mathbb{R}^{N} \backslash \bar{\Omega}} 2 v^{\gamma} S_{2}(W) d x= & N(N-1) \frac{(p-1)^{2}}{p^{2}} \int_{\mathbb{R}^{N} \backslash \bar{\Omega}} H^{2 p}(D v) v^{\gamma-2} d x  \tag{4.16}\\
& -(N-1) \int_{\partial \Omega} H^{2 p-2}(D v) H(\nu)\left(\frac{\mathrm{M}_{\partial \Omega}}{N-1}+\frac{p-1}{p} \frac{H(D v)}{v}\right) d \sigma
\end{align*}
$$

where $W=\nabla^{2} V(D v) D^{2} v$ and $\gamma=(1-N)$.
Proof. Starting from Lemma 4.1 we argue by approximation. Let $V_{k}(\xi): \mathbb{R}^{N} \rightarrow \mathbb{R}^{+}$be a sequence of $C^{3}$ functions which approximate $V$ in the norm $C^{2, \alpha}$. Fix $R>0$ such that $\bar{\Omega} \subset B_{H_{0}}(R)$ and set $\gamma=1-N$. Again, $V$ and $V_{k}$ we will always evaluated at $D v$ and we omit this dependency. We first notice that if $v \in C^{3}\left(B_{H_{0}}(R) \backslash \bar{\Omega}\right) \cap C^{2}\left(\overline{B_{H_{0}}(R) \backslash \Omega}\right)$ then by integrating (4.2) we obtain

$$
\begin{align*}
& \int_{B_{H_{0}}(R) \backslash \Omega} 2 v^{\gamma} S_{2}\left(W_{k}\right)\left.=-\gamma(\gamma-1)(p-1) \int_{B_{H_{0}}(R) \backslash \Omega} v^{\gamma-2} V_{k}\left(V_{k}\right)\right)_{\xi_{i}} v_{i} \\
&-\gamma \int_{B_{H_{0}}(R) \backslash \Omega} v^{\gamma-1}\left((p-1) V_{k}+\left(V_{k}\right)_{\xi_{i}} v_{i}\right) \operatorname{Tr}\left(W_{k}\right) \\
&+\gamma \int_{B_{H_{0}}(R) \backslash \Omega} v^{\gamma-1}\left((p-1)\left(V_{k}\right)_{\xi_{i}}\left(V_{k}\right)_{\xi_{j}} v_{i j}-\left(V_{k}\right)_{\xi_{j} \xi_{l}} v_{l i}\left(V_{k}\right)_{\xi_{i}} v_{j}\right) \\
&\left.\quad-\int_{\partial \Omega}\left\langle v^{\gamma} S_{2}^{i j}\left(W_{k}\right)\left(V_{k}\right)\right)_{\xi_{i}}+\gamma(p-1) v^{\gamma-1} V_{k} \nabla_{\xi}\left(V_{k}\right) ; \nu\right\rangle \\
& \quad+\int_{\partial B_{H_{0}}(R)}\left\langle v^{\gamma} S_{2}^{i j}\left(W_{k}\right)\left(V_{k}\right)_{\xi_{i}}+\gamma(p-1) v^{\gamma-1} V_{k} \nabla_{\xi}\left(V_{k}\right) ; \nu\right\rangle \tag{4.17}
\end{align*}
$$

where we set $W_{k}=\nabla^{2} V_{k}(D v) D^{2} v$. We notice that (4.17) still holds for $v=u^{\frac{p}{p-N}}$ where $u$ is the solution of (1.11). Indeed, in this case $v \in C^{2, \alpha}\left(B_{H_{0}}(R) \backslash \Omega\right)$ with $H(D v)$ bounded away from zero (see Theorem 3.3). Hence, (4.17) for $v=u^{\frac{p}{p-N}}$ is obtained by approximating $v$ in $C^{2, \alpha}$ by a sequence of $C^{3}$ functions.

Now, we notice that Theorem 3.3 implies that the pointwise convergence of the elements $\nabla_{\xi} V_{k}, \nabla_{\xi}^{2} V_{k}, W_{k}$ is in fact uniform as $k \rightarrow \infty$. Hence, by taking the limit as $k \rightarrow+\infty$ and using homogeneity property (2.3) we find that

$$
\begin{align*}
& \int_{B_{H_{0}}(R) \backslash \Omega} 2 v^{\gamma} S_{2}(W)= \\
&=-\gamma(\gamma-1) p(p-1) \int_{B_{H_{0}}(R) \backslash \Omega} v^{\gamma-2} V^{2}-\gamma(2 p-1) \int_{B_{H_{0}}(R) \backslash \Omega} v^{\gamma-1} V \Delta_{p}^{H} v \\
&-\int_{\partial \Omega}\left\langle v^{\gamma} S_{2}^{i j}(W) V_{\xi_{i}}+\gamma(p-1) v^{\gamma-1} V \nabla_{\xi} V ; \nu\right\rangle \\
&+\int_{\partial B_{H_{0}}(R)}\left\langle v^{\gamma} S_{2}^{i j}(W) V_{\xi_{i}}+\gamma(p-1) v^{\gamma-1} V \nabla_{\xi} V ; \nu\right\rangle . \tag{4.18}
\end{align*}
$$

From Theorem 3.3 we have

$$
\lim _{R \rightarrow+\infty} \int_{\partial B_{H_{0}}(R)}\left\langle v^{\gamma} S_{2}^{i j}(W) V_{\xi_{i}}+\gamma(p-1) v^{\gamma-1} V \nabla_{\xi} V ; \nu\right\rangle=0
$$

and since $v$ is the solution to (4.13), by taking the limit as $R \rightarrow+\infty$ in (4.18) we obtain that

$$
\begin{align*}
\int_{\mathbb{R}^{N} \backslash \Omega} 2 v^{\gamma} S_{2}(W)=N(N-1)(p-1)^{2} & \int_{\mathbb{R}^{N} \backslash \Omega} v^{\gamma-2} V^{2} \\
& -\int_{\partial \Omega}\left\langle v^{\gamma} S_{2}^{i j}(W) V_{\xi_{i}}+\gamma(p-1) v^{\gamma-1} V \nabla_{\xi} V ; \nu\right\rangle \tag{4.19}
\end{align*}
$$

where we have used that $\gamma=1-N$.
Let us consider the surface integrals appearing in (4.19). By recalling that $S_{2}^{i j}(W)=$ $-w_{j i}+\delta_{i j} \operatorname{Tr}(W)$, the fact that $\nu=-D v /|D v|$, and the homogeneity properties (2.3),(2.4), we obtain

$$
\int_{\partial \Omega} v^{\gamma}\left\langle S_{2}^{i j}(W) V_{\xi_{i}} ; \nu\right\rangle=(p-1) \int_{\partial \Omega} v^{\gamma} \frac{H^{2 p-2}}{|D v|} H_{\xi_{k}} H_{\xi_{i}} v_{k i}-\int_{\partial \Omega} v^{\gamma} \Delta_{p}^{H} v \frac{H^{p}}{|D v|},
$$

and from (2.17) we find

$$
\begin{equation*}
\int_{\partial \Omega} v^{\gamma}\left\langle S_{2}^{i j}(W) V_{\xi_{i}} ; \nu\right\rangle=\int_{\partial \Omega} v^{\gamma} H^{2 p-2}(D v) H(\nu) \mathrm{M}_{\partial \Omega} \tag{4.20}
\end{equation*}
$$

Since

$$
\int_{\partial \Omega} v^{\gamma-1}\left\langle V \nabla_{\xi} V ; \nu\right\rangle=-\frac{1}{p} \int_{\partial \Omega} v^{\gamma} \frac{H^{2 p-1}(D v)}{v} H(\nu),
$$

from (4.19) and (4.20) we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{N} \backslash \bar{\Omega}} 2 v^{\gamma} S_{2}(W)= \\
& \quad-\int_{\partial \Omega} v^{\gamma} H^{2 p-2}(D v) H(\nu)\left(\mathrm{M}_{\partial \Omega}-\gamma \frac{p-1}{p} \frac{H(D v)}{v}\right)+N(N-1)(p-1)^{2} \int_{\mathbb{R}^{N} \backslash \bar{\Omega}} v^{\gamma-2} V^{2},
\end{aligned}
$$

which entails (4.16) by recalling that $v$ solves Problem (4.13).
From Lemma 2.4 we obtain the following result.
Corollary 4.6. Let $\Omega$ and $H$ be as in Lemma 4.5. Then

$$
\begin{equation*}
\int_{\partial \Omega} H(\nu) H^{2 p-1}(D u)\left(\frac{\mathrm{M}_{\partial \Omega}}{N-1}-\frac{p-1}{p-N} \frac{H(D u)}{u}\right) d \sigma \geq 0 \tag{4.21}
\end{equation*}
$$

where $u$ is the solution of (1.11). Moreover, the equality sign holds if and only if the equality sign holds in (2.21) for the matrix $W=\nabla_{\xi}^{2} V D^{2} v$, where $v=u^{\frac{p}{p-N}}$ and $V$ as in (1.2).

Proof. Let us consider the function $v=u^{p /(p-N)}$ in $\mathbb{R}^{N} \backslash \bar{\Omega}$. The proof follows by coupling Lemma 2.4 and (4.16). Indeed, since $\operatorname{Tr}(W)=\Delta_{p}^{H} v$ and $v$ solves (4.13), by (2.21) it holds

$$
\int_{\mathbb{R}^{N} \backslash \bar{\Omega}} 2 v^{\gamma} S_{2}(W) d x \leq \frac{(p-1)^{2}}{p^{2}} N(N-1) \int_{\mathbb{R}^{N} \backslash \bar{\Omega}} v^{\gamma-2} H^{2 p}(D v) d x
$$

From (4.16) we obtain

$$
-(N-1) \int_{\partial \Omega} H^{2 p-2}(D v) H(\nu)\left(\frac{\mathrm{M}_{\partial \Omega}}{N-1}+\frac{p-1}{p} \frac{H(D v)}{v}\right) \leq 0
$$

which is equivalent to (4.21) for the function $u$ recalling that

$$
H(D v)=\frac{p}{(N-p)} u^{\frac{N}{p-N}} H(D u)
$$

Since the only involved inequality in this argument is (2.21) applied to $W$, the characterization of the equality case follows.

## 5. Steps 2 and 3 - Proof of main Theorems

In this section we complete the proof of the main theorems. More precisely, we tackle Steps 2 and 3 as outlined in Subsection 1.1. Step 2 is achieved in Lemmas 5.1 and 5.2 for the interior and exterior problems, respectively. Step 3 is carried out in the final part of the proof of Theorems 1.1, 1.2, 1.3.
5.1. Proof of Theorem 1.1. We start with the proof of Theorem 1.1. In the next lemma we show that adding the overdetermined condition (1.9) to Problem (1.5) is equivalent to imposing the condition that the equality sign holds for the matrix $W=\nabla_{\xi}^{2} V(D u) D^{2} u$ in (2.21). Later, we will use these conditions to obtain the Wulff shape characterization of $\Omega$.

Lemma 5.1. Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain with boundary of class $C^{2, \alpha}$ and let $H$ be a norm of $\mathbb{R}^{N}$ in the class $\mathcal{I}_{p}, p>1$. Let $u$ be the solution to Problem (1.5).

The equality sign is attained in (2.21) for the matrix $W=\nabla_{\xi}^{2} V(D u) D^{2} u$ if and only if $H(D u)$ is constant on $\partial \Omega$.

Proof. Let us assume that the equality sign in (2.21) is attained by $W$. By the characterization of the equality case in Lemma 2.4, for every $x \in \Omega$ there exists a function $\lambda(x)$ such that such that $W(x)=\lambda(x) I d$. Since $\operatorname{Tr}(W)=\Delta_{p}^{H} u=-1$ in $\Omega$, then $\lambda(x)=-1 / N$. Hence, $D^{2} u=-N^{-1}\left(\nabla_{\xi}^{2} V(D u)\right)^{-1}$, that is from (2.11)

$$
\begin{equation*}
u_{k j}(x)=-\frac{H^{-p}(D u(x))}{N(p-1)}\left(u_{k}(x) u_{j}(x)+(p-1) H^{2}(D u(x)) \partial_{\eta_{k} \eta_{j}} H_{0}\left(\nabla_{\xi} H(D u(x))\right)\right) . \tag{5.1}
\end{equation*}
$$

Let $x \in \bar{\Omega}$ be such that $D u(x) \neq 0$. By using the expression of $u_{i j}$ in (5.1) we have

$$
\begin{aligned}
\partial_{x_{j}} V(D u) & =H^{p-1}(D u) H_{\xi_{k}}(D u) u_{k j} \\
& =-\frac{1}{N(p-1)} H^{-1}(D u) H_{\xi_{k}}(D u)\left(u_{k} u_{j}+(p-1) H^{2}(D u) \partial_{\eta_{k} \eta_{j}} H_{0}\left(\nabla_{\xi} H\right)\right) \\
& =-\frac{u_{j}(x)}{N(p-1)}
\end{aligned}
$$

where the last equality follows from the homogeneity properties (2.3) for $H$ and (2.4) for $H_{0}$. This implies that

$$
V(D u(x))=-\frac{u(x)}{N(p-1)}+d_{i}
$$

in any connected component $\Omega_{i}$ of $\bar{\Omega} \backslash\{D u=0\}$ for some constants $d_{i}$.
We notice that the set $\{D u=0\}$ is strictly contained in $\Omega$, since $H(D u)>0$ on $\partial \Omega$, and it has no interior points (this immediately follows by arguing by contradiction and testing $\Delta_{p}^{H} u=-1$ in $\Omega$ with a positive test function with support in $\{D u=0\}$ ). Since $V(D u)$ is continuous in $\bar{\Omega}$, then the $d_{i}$ 's coincide, i.e.

$$
V(D u(x))=-\frac{u(x)}{N(p-1)}+d
$$

in $\bar{\Omega}$ for some $d$. This implies that $V(D u(x))$ is constant on $\partial \Omega$, and hence $H(D u)$ is constant on $\partial \Omega$.

Now, assume that $H(D u)=C$ on $\partial \Omega$. It is enough to prove that the equality sign holds in (4.11), i.e. that

$$
N(p-1) C^{2 p-1} P_{H}(\Omega)=(N(p-1)+p) \int_{\Omega} u d x
$$

We notice that by integrating $\Delta_{p}^{H} u=-1$ in $\Omega$ and using that $H(D u)=C$ we find that

$$
|\Omega|=C^{p-1} P_{H}(\Omega)
$$

and from Lemma 3.2 we obtain

$$
(N(p-1)+p) \int_{\Omega} u d x=(p-1) C^{p} N|\Omega|=N(p-1) C^{2 p-1} P_{H}(\Omega)
$$

and we conclude.
Proof of Theorem 1.1. Since $H(D u)=C$ on $\partial \Omega$, from Lemma 5.1 we have that $W=$ $\lambda(x) I d$. As done in the proof of Lemma 5.1, this implies that $\lambda$ is constant and $D^{2} u=$ $-N^{-1}\left(\nabla_{\xi}^{2} V(D u)\right)^{-1}$ and then, from (2.11), $D^{2} u$ is given by (5.1). From $\Delta_{p}^{H} u=-1$ and by using (2.17) on $\partial \Omega$, we have

$$
\begin{aligned}
\mathrm{M}_{\partial \Omega} & =H^{1-p}(D u)\left(1+(p-1) H^{p-2}(D u) H_{\xi_{k}}(D u) H_{\xi_{i}}(D u) u_{k i}\right) \\
& =\frac{N-1}{N} H^{1-p}(D u),
\end{aligned}
$$

where in the last equality we have used (5.1), (2.3) and (2.4). Since $H(D u)=C$ on $\partial \Omega$ we have that $\mathrm{M}_{\partial \Omega}$ is constant, and $\Omega$ is Wulff shape by Alexandrov's Theorem (see Theorem 2.2). Formula (1.8) follows at once.
5.2. Proof of Theorem 1.2. We first show that adding the overdetermined condition (1.9) to problem (1.5) is equivalent to imposing that the equality sign holds for the matrix $W=\nabla_{\xi}^{2} V(D v) D^{2} v$ in Newton's inequality (2.21), which corresponds to Step 2 in the description in Subsection 1.1. Later, we will use these conditions to obtain the Wulff shape characterization of $\Omega$.

Lemma 5.2. Let $\Omega$ be a convex domain with boundary of class $C^{2, \alpha}$, $H$ be a norm of $\mathbb{R}^{N}$ in the class $\mathcal{I}_{p}, p>1$, and $V$ be as in (1.2). Let $u$ be the solution to Problem (1.11) and set $v=u^{\frac{p}{p-N}}$. The equality sign in (2.21) is attained by the matrix $W=\nabla_{\xi}^{2} V(D v) D^{2} v$ if and only if $H(D u)$ is constant on $\partial \Omega$.

Proof. We first assume that $W$ realizes the equality (2.21) and we want to prove that $H(D u)$ is constant on $\partial \Omega$. The characterization of the equality case in Lemma 2.4 implies that there exists a function $\lambda(x)$ such that $W(x)=\lambda(x) I d$ for every $x \in \mathbb{R}^{N} \backslash \bar{\Omega}$. Since $W(x)=D_{x} \nabla_{\xi} V(D v(x))$ then

$$
V_{\xi_{i}}(D v(x))=f_{i}\left(x_{i}\right)
$$

for some functions $f_{i}: \mathbb{R} \rightarrow \mathbb{R}, i=1, \ldots, N$. Hence $\lambda=f_{i}^{\prime}\left(x_{i}\right)$ for any $i=1, \ldots, N$ and then $\lambda$ is constant. Thus

$$
\nabla_{\xi}^{2} V(D v) D^{2} v=\lambda I d
$$

for some constant $\lambda$, i.e. $D^{2} v=\lambda\left(\nabla_{\xi}^{2} V(D v)\right)^{-1}$ and (2.11) yields

$$
\begin{equation*}
v_{i j}=\frac{\lambda}{p-1} H^{-p}(D v)\left(v_{i} v_{j}+(p-1) H^{2}(D v) \partial_{\eta_{i} \eta_{j}}^{2} H_{0}\left(\nabla_{\xi} H(D v)\right)\right) \tag{5.2}
\end{equation*}
$$

Moreover, since $W=\lambda I d$ and $\Delta_{p}^{H} v=\operatorname{Tr}(W)=N \lambda$, from (4.13) we have

$$
\lambda=\frac{p-1}{p} \frac{H^{p}(D v)}{v}
$$

in $\mathbb{R}^{N} \backslash \bar{\Omega}$ which implies that $H(D v)$ is constant on every level line of $v$. In particular, we obtain that $H^{p}(D v)=p \lambda /(p-1)$ on the boundary of $\Omega$, which implies the conclusion.

Now we prove the reverse assertion. Assume that $H(D u)$ is constant and equal to $C$ on $\partial \Omega$. By Corollary 4.6 we have

$$
\int_{\partial \Omega} H(\nu)\left(\frac{\mathrm{M}_{\partial \Omega}}{N-1}-\frac{p-1}{p-N} C\right) \geq 0
$$

We recall that the value of $C$ is given by (4.15) and hence we obtain

$$
\int_{\partial \Omega} H(\nu) \frac{\mathrm{M}_{\partial \Omega}}{N-1} \geq \frac{p-1}{p-N} C P_{H}(\Omega)=\frac{1}{N} \frac{P_{H}^{2}(\Omega)}{|\Omega|}
$$

Moreover, thanks to the anisotropic Minkowski inequality (see [9], Proposition 2.9), it holds

$$
\int_{\partial \Omega} H(\nu) \frac{\mathrm{M}_{\partial \Omega}}{N-1} d \sigma(x) \leq \frac{1}{N} \frac{P_{H}^{2}(\Omega)}{|\Omega|}
$$

and hence equality holds in (4.21), which implies that $W=\nabla_{\xi}^{2} V(D v) D^{2} v$ achieves the equality sign in (2.21).

We are now able to give the proof of Theorem 1.2.
Proof of Theorem 1.2. The proof is analogous to the one of Theorem 1.1. Indeed, Lemma 5.2 implies that $W$ is a multiple of the identity matrix and from (2.11) we obtain an explicit expression for $D^{2} v$ (see (5.2)). Since $v$ satisfies (4.13) and (4.14), then $\Delta_{p}^{H} v$ is constant on $\partial \Omega$ and from (5.2) and (4.14) we obtain that the mean curvature $\mathrm{M}_{\partial \Omega}$ of $\partial \Omega$ is constant. Hence, $\Omega$ is Wulff shape from Alexandrov's Theorem 2.2. The explicit expression of $u$ (1.13) follows easily.
5.3. Proof of Theorem 1.3. As a byproduct of our technique we are able to prove another Wulff characterization in terms of solution to (1.11) when the integral overdetermined condition (1.14) is considered. More precisely we can prove Theorem 1.3.

Proof of Theorem 1.3. Let $u$ be the solution to (1.11) and let $v=u^{\frac{p}{p-N}}$. Thanks to Lemma 4.6, if condition (1.14) holds, then equality holds in (4.21) and hence, following the proof of Corollary 4.6, equality holds in (2.21) for the matrix $W=\nabla_{\xi}^{2} V(D v) D^{2} v$. Lemma 5.2 guarantees that $H(D u)$ is constant on $\partial \Omega$ and hence $u$ solves (1.11),(1.12) and the Wulff shape of $\Omega$ follows by Theorem 1.2.

## Appendix A. The constant $C$ in the exterior problem

In this section we compute the value of the constant $C$ which appears in the Neumann boundary constraint (1.12). More precisely we show that, in order to have existence of a solution to the overdetermined problem (1.11)-(1.12), an apriori relation between the value of $C$ and the geometry of the set $\Omega$ must hold.
Proposition A.1. If there exists a solution $u \in C^{2, \alpha}\left(\mathbb{R}^{N} \backslash \Omega\right)$ to Problem (1.11)-(1.12), then

$$
C=\frac{N-p}{N(p-1)} \frac{P_{H}(\Omega)}{|\Omega|}
$$

Proof. We split the proof in two main steps in which we compute the anisotropic $p$-capacity, the anisotropic perimeter and the volume of the set $\Omega$ and related quantities.

We denote by $\nu_{t}$ the inner unit normal vector to $D_{t}=\{u>t\}$, and by $\nu=\nu_{1}$ the inner unit normal to $\Omega$, so that $\nu_{t}=D u /|D u|$ on $\partial D_{t}$.
First step: $C=\frac{P_{H}(\Omega)}{\operatorname{Cap}_{p}^{H}(\Omega)} \frac{C^{p}}{p}$.
Let us remark that $\int_{\partial D_{t}} H^{p-1}(D u)\left\langle\nabla_{\xi} H(D u) ; \nu_{t}\right\rangle d \sigma$ is independent of $0<t \leq 1$ : indeed since $\Delta_{p}^{H} u=0$ in $\mathbb{R}^{N} \backslash \Omega$, the Divergence Theorem entails

$$
\int_{\partial \Omega} H^{p-1}(D u)\left\langle\nabla_{\xi} H(D u) ; \nu\right\rangle d \sigma-\int_{\partial D_{t}} H^{p-1}(D u)\left\langle\nabla_{\xi} H(D u) ; \nu_{t}\right\rangle d \sigma=0
$$

for any $0<t<1$. Moreover, since $\nu_{t}=D u /|D u|$ and by the homogeneity property (2.3), we obtain

$$
\begin{equation*}
\int_{\partial D_{t}} H^{p-1}(D u)\left\langle\nabla_{\xi} H(D u) ; \nu_{t}\right\rangle d \sigma=\int_{\partial D_{t}} H^{p}(D u) \frac{1}{|D u|} d \sigma \tag{A.1}
\end{equation*}
$$

for any $0<t<1$ and we find

$$
\begin{equation*}
\int_{\Omega} H^{p}(D u) \frac{1}{|D u|} d x=\int_{\partial D_{t}} H^{p}(D u) \frac{1}{|D u|} d \sigma \tag{A.2}
\end{equation*}
$$

for any $0<t<1$.
Now we compute $\operatorname{Cap}_{p}^{H}(\Omega)$. By using the definition (1.10) and the coarea formula we have

$$
p \operatorname{Cap}_{p}^{H}(\Omega)=\int_{\mathbb{R}^{N} \backslash \Omega} H^{p}(D u) d x=\int_{0}^{1} \int_{\partial D_{t}} H^{p}(D u) \frac{1}{|D u|} d \sigma d t
$$

From (A.2) we have

$$
p \operatorname{Cap}_{p}^{H}(\Omega)=\int_{\partial \Omega} H^{p}(D u) \frac{1}{|D u|} d \sigma
$$

By recalling the boundary condition (1.12) and again the homogeneity property (2.3), together with the definition of anisotropic perimeter (2.12), we conclude the first step since from the previous relation it follows

$$
p \operatorname{Cap}_{p}^{H}(\Omega)=C^{p-1} \int_{\partial \Omega} H(\nu)=C^{p-1} P_{H}(\Omega)
$$

Second step: $\frac{C^{p}}{p}=\frac{(N-p)}{N(1-p)} \frac{\operatorname{Cap}_{p}^{H}(\Omega)}{|\Omega|}$. Since $H(D u)=C$ on $\partial \Omega$, from the Divergence Theorem, Theorem 3.3 and (1.10) we have

$$
\begin{align*}
C^{p} N|\Omega| & =-\int_{\partial \Omega} H^{p}(D u)\langle x ; \nu\rangle=-\int_{\mathbb{R}^{N} \backslash \Omega} \operatorname{div}\left(x H^{p}(D u(x))\right) \\
& =-N p \operatorname{Cap}_{p}^{H}(\Omega)-p \int_{\mathbb{R}^{N} \backslash \Omega} H^{p-1}(D u) H_{\xi_{k}}(D u) u_{k i} x_{i} \tag{A.3}
\end{align*}
$$

Notice that, by (2.3), we have $H_{\xi_{k}}(D u) u_{k i} x_{i}=H_{\xi_{k}}(D u)\left(u_{k i} x_{i}+u_{k}\right)-H(D u)$ and hence

$$
\begin{equation*}
\int_{\mathbb{R}^{N} \backslash \Omega} H^{p-1}(D u) H_{\xi_{k}} u_{k i} x_{i}=-p \operatorname{Cap}_{p}^{H}(\Omega)+\int_{\mathbb{R}^{N} \backslash \Omega} H^{p-1}(D u) H_{\xi_{k}}(D u)\left(u_{i} x_{i}\right)_{k} \tag{A.4}
\end{equation*}
$$

Moreover, since $\Delta_{p}^{H} u=0$ in $\mathbb{R}^{N} \backslash \bar{\Omega}$, we have

$$
H^{p-1}(D u) H_{\xi_{k}}(D u)\left(u_{i} x_{i}\right)_{k}=\frac{1}{p} \operatorname{div}\left(\langle D u ; x\rangle \nabla_{\xi} H^{p}(D u)\right)
$$

and the Divergence Theorem yields

$$
\int_{\mathbb{R}^{N} \backslash \Omega} H^{p-1}(D u) H_{\xi_{k}}(D u)\left(u_{i} x_{i}\right)_{k}=\int_{\partial \Omega} H^{p-1}(D u)\langle D u ; x\rangle\left\langle\nabla_{\xi} H(D u) ; \nu\right\rangle .
$$

Recalling the homogeneity of $H$ (2.3), the fact that $\nu=D u /|D u|$ and the boundary condition (1.12), the previous equality entails
$\int_{\mathbb{R}^{N} \backslash \Omega} H^{p-1}(D u) H_{\xi_{k}}(D u)\left(u_{i} x_{i}\right)_{k}=\int_{\partial \Omega} H^{p-1}(D u)\langle\nu ; x\rangle\left\langle\nabla_{\xi} H(D u) ; D u\right\rangle=C^{p} \int_{\partial \Omega}\langle\nu ; x\rangle=-C^{p} N|\Omega|$,
and hence coupling with (A.3) and (A.4) we obtain

$$
C^{p} N|\Omega|=-N p \operatorname{Cap}_{p}^{H}(\Omega)-p\left(-p \operatorname{Cap}_{p}^{H}(\Omega)-C^{p} N|\Omega|\right)
$$

This conclude the second step.
Conclusion: From the previous two steps we immediately obtain that

$$
C=\frac{P_{H}(\Omega)}{|\Omega|} \frac{(N-p)}{N(p-1)}
$$

and the proof is complete.

## Appendix B. A lower bound on the gradient

Lemma B.1. Let $u_{R}$ be the solution to

$$
\begin{cases}\Delta_{p}^{H} u_{R}=0 & \text { in } B_{H_{0}}(R) \backslash \bar{\Omega}  \tag{B.1}\\ u_{R}=1 & \text { on } \partial \Omega \\ u_{R}=0 & \text { on } \partial B_{H_{0}}(R)\end{cases}
$$

There exists a constant $C$, not depending on $R$ such that

$$
H(D u(x)) \geq C H_{0}^{\frac{1-N}{p-1}}(x)
$$

for $x \in \overline{B_{H_{0}}(R)} \backslash \Omega$.
Proof. We closely follow the proof of Lemma 2 in [35], which needs to be adapted to the anisotropic setting.

To simplify the notation we set $E=B_{H_{0}}(R) \backslash \bar{\Omega}$. Since $\partial E=\partial B_{H_{0}}(R) \cup \partial \Omega$ is of class $C^{2, \alpha}$ and $H$ is uniformly convex, $E$ satisfies an interior touching ball condition of a radius $\delta$, i.e. for any $x_{0} \in \partial E$ there exists a ball $B_{H_{0}}(z, \delta) \subset E$ with $x_{0} \in \partial B_{H_{0}}(z, \delta)$.

We first prove that there exist $\lambda_{0}>1$ and $c>0$ such that for any $y \in \partial E$ we have that

$$
\begin{align*}
& 1-u(\lambda y) \geq \delta^{\frac{1-N}{p-1}} c(\lambda-1) \quad \text { if } y \in \partial \Omega \\
& u(y / \lambda) \geq \delta^{\frac{1-N}{p-1}} c(\lambda-1) \quad \text { if } y \in \partial B_{H_{0}}(R) \tag{B.2}
\end{align*}
$$

for any $1<\lambda \leq \lambda_{0}$.
We prove (B.2) by using a barrier type argument. Let $x_{0} \in \partial E$ and we choose $z$ as above, i.e. so that $x_{0} \in \partial B_{H_{0}}(z, \delta)$. Let

$$
v(x)= \begin{cases}0 & \text { in } \mathbb{R}^{N} \backslash B_{H_{0}}(z, \delta) \\ 1 & \text { in } B_{H_{0}}(z, \delta / 2) \\ \frac{H_{0}^{\frac{p-N}{p-1}}(x-z)-\delta^{\frac{p-N}{p-1}}}{\delta^{\frac{p-N}{p-1}}\left(2^{\frac{N-p}{p-1}}-1\right)} & \text { in } B_{H_{0}}(z, \delta) \backslash \overline{B_{H_{0}}(z, \delta / 2)},\end{cases}
$$

and we notice that $v \in W_{0}^{1, p}\left(\mathbb{R}^{N}\right), \Delta_{p}^{H} v=0$ in $B_{H_{0}}(z, \delta) \backslash \overline{B_{H_{0}}(z, \delta / 2)}$ and, from (2.5), we have that $H(D v(x)) \geq c_{1} \delta^{\frac{1-N}{p-1}}$ in $B_{H_{0}}(z, \delta) \backslash \overline{B_{H_{0}}(z, \delta / 2)}$, where $c_{1}$ depends only on $N, p$.

Now assume that $x_{0} \in \partial \Omega$. From the convexity of $\Omega$, the strict convexity of $B_{H_{0}}(R)$, there exist $\lambda_{0}, \mu$, depending only on $\Omega, N, p$ such that $\lambda x_{0} \in B_{H_{0}}(z, \delta) \backslash \overline{B_{H_{0}}(z, \delta / 2)}$ and

$$
v\left(\lambda x_{0}\right) \geq \delta^{\frac{1-N}{p-1}} \mu(\lambda-1)
$$

for $1<\lambda \leq \lambda_{0}$. Analogously, we can prove that if $x_{0} \in B_{H_{0}}(R)$, then $\lambda^{-1} x_{0} \in B_{H_{0}}(z, \delta) \backslash$ $\overline{B_{H_{0}}(z, \delta / 2)}$ and

$$
v\left(x_{0} / \lambda\right) \geq \delta^{\frac{1-N}{p-1}} \mu(\lambda-1)
$$

for $1<\lambda \leq \lambda_{0}$. Notice that $\lambda_{0}$ can be chosen uniformly for any $x_{0} \in \partial \Omega$.
Let $G$ be such that $B_{H_{0}}(R) \backslash \bar{\Omega}=G+B_{H_{0}}(\delta / 2)$ (here we mean the Minkowski sum). Since $0<u_{R}<1$ in $B_{H_{0}}(R) \backslash \bar{\Omega}$, from Harnack's inequality (see [48]) we have that

$$
\min _{G}\left\{1-u_{R}, u_{R}\right\} \geq A
$$

where $A>0$ depends only on $G, p$ and $n$. From the weak comparison principle we have that $1-u \geq A v$ in $B_{H_{0}}(z, \delta) \backslash \overline{B_{H_{0}}(z, \delta / 2)}$ if $x_{0} \in \partial \Omega$ and $u \geq A v$ in $B_{H_{0}}(z, \delta) \backslash \overline{B_{H_{0}}(z, \delta / 2)}$ if $x_{0} \in \partial B_{H_{0}}(R)$, and hence (B.2) is proved.

For $1<\lambda \leq \lambda_{0}$ we define $E_{\lambda}=B_{H_{0}}(R / \lambda) \backslash \bar{\Omega}$ and we notice that the function $u_{R}(\lambda x)$ satisfies $\Delta_{p}^{H} u_{R}(\lambda x)=0$ in $E_{\lambda}$. From (B.2), the weak comparison principle implies that

$$
u_{R}(\lambda x) \leq u_{R}-\delta^{\frac{1-N}{p-1}} A \mu(\lambda-1)
$$

in $E_{\lambda}$ for $1<\lambda \leq \lambda_{0}$. Since

$$
\delta^{\frac{1-N}{p-1}} A \mu \leq \lim _{\lambda \rightarrow 1} \frac{u_{R}(x)-u_{R}(\lambda x)}{\lambda-1}=-D u(x) \cdot x
$$

for any $x \in E$, Cauchy-Schwarz inequality yields

$$
H(D u) \geq A \mu \frac{\delta^{\frac{1-N}{p-1}}}{H_{0}(x)}
$$

Since $\delta \leq H_{0}(x)$ in $E$, the conclusion follows from (2.2).
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