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#### Abstract

We study the process $e^{+} e^{-} \rightarrow e^{+} e^{-} \eta^{\prime}$ in the double-tag mode and measure for the first time the $\gamma^{\star} \gamma^{\star} \rightarrow \eta^{\prime}$ transition form factor $F_{\eta^{\prime}}\left(Q_{1}^{2}, Q_{2}^{2}\right)$ in the momentum-transfer range $2<Q_{1}^{2}, Q_{2}^{2}<60 \mathrm{GeV}^{2}$. The analysis is based on a data sample corresponding to an integrated luminosity of around $469 \mathrm{fb}^{-1}$ collected at the PEP-II $e^{+} e^{-}$collider with the BABAR detector at center-of-mass energies near 10.6 GeV .


PACS numbers: 13.25.Jx, 13.60.Le, 16.66.Bc
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## I. INTRODUCTION



FIG. 1. The diagram for the $e^{+} e^{-} \rightarrow e^{+} e^{-} \eta^{\prime}$ process.

In this article, we report on the measurement of the $\gamma^{\star} \gamma^{\star} \rightarrow \eta^{\prime}$ transition form factor (TFF) by using the two-photon-fusion reaction

$$
e^{+} e^{-} \rightarrow e^{+} e^{-} \eta^{\prime}
$$

illustrated by the diagram in Fig. 1 . The TFF is defined via the amplitude for the $\gamma^{\star} \gamma^{\star} \rightarrow \eta^{\prime}$ transition

$$
\begin{equation*}
T=-i 4 \pi \alpha \epsilon_{\mu \nu \beta \gamma} \varepsilon_{1}^{\mu} \varepsilon_{2}^{\nu} q_{1}^{\beta} q_{2}^{\gamma} F_{\eta^{\prime}}\left(Q_{1}^{2}, Q_{2}^{2}\right) \tag{1}
\end{equation*}
$$

where $\alpha$ is the fine structure constant, $\epsilon_{\mu \nu \alpha \beta}$ is the totally antisymmetric Levi-Civita tensor, $\varepsilon_{1,2}$ and $q_{1,2}$ are the polarization vectors and four-momenta, respectively, of the space-like photons, $Q_{1,2}^{2}=-q_{1,2}^{2}$, and $F_{\eta^{\prime}}\left(Q_{1}^{2}, Q_{2}^{2}\right)$ is the transition form factor.

We measure the differential cross section of the process $e^{+} e^{-} \rightarrow e^{+} e^{-} \eta^{\prime}$ in the double-tag mode, in which both scattered electrons 11 are detected (tagged). The tagged electrons emit highly off-shell photons with momentum transfers $q_{e^{+}}^{2}=-Q_{e^{+}}^{2}=\left(p_{e^{+}}-p_{e^{+}}^{\prime}\right)^{2}$ and $q_{e^{-}}^{2}=-Q_{e^{-}}^{2}=\left(p_{e^{-}}-p_{e^{-}}^{\prime}\right)^{2}$, where $p_{e^{ \pm}}$and $p_{e^{ \pm}}^{\prime}$ are the four-momenta, respectively, of the initial- and finalstate electrons. We measure for the first time $F_{\eta^{\prime}}\left(Q_{1}^{2}, Q_{2}^{2}\right)$ in the kinematic region with two highly off-shell photons $2<Q_{1}^{2}, Q_{2}^{2}<60 \mathrm{GeV}^{2}$. The $\eta^{\prime}$ transition form factor $F_{\eta^{\prime}}\left(Q^{2}, 0\right)$ in the space-like momentum transfer region and in the single-tag mode was measured in several previous experiments [1 5]. The most precise data at large $Q^{2}$ were obtained by the CLEO [4] experiment, and then by the $B A B A R$ [5] experiment, in the momentum transfer ranges $1.5<Q^{2}<30 \mathrm{GeV}^{2}$ and $4<Q^{2}<40 \mathrm{GeV}^{2}$, respectively.

Many theoretical models exist for the description of the TFFs of pseudoscalar mesons, $F_{P}\left(Q_{1}^{2}, 0\right)$ and $F_{P}\left(Q_{1}^{2}, Q_{2}^{2}\right)$ (see for example Refs. [6 9]). Measurement of the TFF at large $Q_{1}^{2}$ and $Q_{2}^{2}$ allows the predictions of models inspired by perturbative QCD ( pQCD ) to be distinguished

[^2]from those of the vector dominance model (VDM) 10 12]. The tree-level diagrams for VDM and pQCD approaches are shown in Fig. 2 In the case of only one off-shell photon, both classes of models predict the same asymptotic dependence $F_{P}\left(Q^{2}, 0\right) \sim 1 / Q^{2}$ as $Q^{2} \rightarrow \infty$, while for two off-shell photons the asymptotic predictions are quite different, $F\left(Q_{1}^{2}, Q_{2}^{2}\right) \sim 1 /\left(Q_{1}^{2}+Q_{2}^{2}\right)$ for pQCD, and $F\left(Q_{1}^{2}, Q_{2}^{2}\right) \sim 1 /\left(Q_{1}^{2} Q_{2}^{2}\right)$ for the VDM model.

## II. THEORETICAL APPROACH TO THE FORM FACTOR $F_{\eta^{\prime}}\left(Q_{1}^{2}, Q_{2}^{2}\right)$.

As a consequence of $\eta-\eta^{\prime}$ mixing, the $\eta^{\prime}$ wave function can be represented as the superposition of two quarkflavor states [13]:

$$
\begin{equation*}
\left|\eta^{\prime}\right\rangle=\sin \phi|n\rangle+\cos \phi|s\rangle \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
|n\rangle=\frac{1}{\sqrt{2}}(|\bar{u} u\rangle+|\bar{d} d\rangle),|s\rangle=|\bar{s} s\rangle \tag{3}
\end{equation*}
$$

For the mixing angle $\phi$ we use the value $\phi=(37.7 \pm$ $0.7)^{\circ}$ [14]. The $\eta^{\prime}$ transition form factor is related to the form factors for the $|n\rangle$ and $|s\rangle$ states through

$$
\begin{equation*}
F_{\eta^{\prime}}=\sin \phi F_{n}+\cos \phi F_{s} \tag{4}
\end{equation*}
$$

For large values of momentum transfer, pQCD predicts that the form factors $F_{n}$ and $F_{s}$ can be represented as a convolution of a hard scattering amplitude $T_{H}$ and a nonperturbative meson distribution amplitude (DA) $\phi_{n, s}$ :

$$
\begin{equation*}
F_{n, s}\left(Q_{1}^{2}, Q_{2}^{2}\right)=\int_{0}^{1} T_{H}\left(x, Q_{1}^{2}, Q_{2}^{2}, \mu\right) \phi_{n, s}(x, \mu) d x \tag{5}
\end{equation*}
$$

where $x$ is the longitudinal momentum fraction of the quark struck by the virtual photon in the hard scattering process. For the renormalization scale $\mu$, we take $\mu^{2}=Q^{2}=Q_{1}^{2}+Q_{2}^{2}$ as proposed in Ref. [15] and for its asymptotic form $\phi_{n, s}$ [16]

$$
\begin{equation*}
\phi_{n, s}=2 C_{n, s} f_{n, s} 6 x(1-x)\left(1+O\left(\Lambda_{Q C D}^{2} / \mu^{2}\right)\right) \tag{6}
\end{equation*}
$$

where the charge factors are $C_{n}=5 /(9 \sqrt{2})$ and $C_{s}=$ $1 / 9$, the weak decay constants for the $|n\rangle$ and $|s\rangle$ states are $f_{n}=(1.08 \pm 0.04) f_{\pi}$ and $f_{s}=(1.25 \pm 0.08) f_{\pi}$ [14], $f_{\pi}=130.4 \pm 0.2 \mathrm{MeV}$ is the pion decay constant, and $\Lambda_{Q C D}$ is the QCD scale parameter.

In the case of two highly off-shell photons, $T_{H}\left(x, Q_{1}^{2}, Q_{2}^{2}\right)$ can be represented as

$$
\begin{array}{r}
T_{H}\left(x, Q_{1}^{2}, Q_{2}^{2}\right)=\frac{1}{2} \frac{1}{x Q_{1}^{2}+(1-x) Q_{2}^{2}} \\
\left(1+C_{F} \frac{\alpha_{s}\left(\mu^{2}\right)}{2 \pi} t\left(x, Q_{1}^{2}, Q_{2}^{2}\right)\right)+(x \rightarrow 1-x) \\
+O\left(\alpha_{s}^{2}\right)+O\left(\Lambda_{Q C D}^{4} / Q^{4}\right) \tag{9}
\end{array}
$$



FIG. 2. The Feynman diagrams for the process $\gamma^{\star} \gamma^{\star} \rightarrow \eta^{\prime}$ in the VDM (a) and pQCD (b).
where $(x \rightarrow 1-x)$ stands for the first term with replacement of $x$ by $1-x, \alpha_{s}\left(\mu^{2}\right)$ is the QCD coupling strength, and $C_{F}=\left(n_{c}^{2}-1\right) /\left(2 n_{c}\right)=4 / 3$ is a color factor. The expression for the next-to-leading order (NLO) compo-
nent $t\left(x, Q_{1}^{2}, Q_{2}^{2}\right)$ can be found in Ref. [15], while the leading-order expression corresponds to $t\left(x, Q_{1}^{2}, Q_{2}^{2}\right)=0$. Combining Eqs. (4)-7) we obtain the pQCD prediction for $F_{\eta^{\prime}}\left(Q_{1}^{2}, Q_{2}^{2}\right)$ at large $Q_{1}^{2}$ and $Q_{2}^{2}$ :

$$
\begin{equation*}
F_{\eta^{\prime}}\left(Q_{1}^{2}, Q_{2}^{2}\right)=\left(\frac{5 \sqrt{2}}{9} f_{n} \sin \phi+\frac{2}{9} f_{s} \cos \phi\right) \int_{0}^{1} d x \frac{1}{2} \frac{6 x(1-x)}{x Q_{1}^{2}+(1-x) Q_{2}^{2}}\left(1+C_{F} \frac{\alpha_{s}\left(\mu^{2}\right)}{2 \pi} t\left(x, Q_{1}^{2}, Q_{2}^{2}\right)\right)+(x \rightarrow 1-x), \tag{10}
\end{equation*}
$$

Significant effort has been invested to determine the DAs of pseudoscalar mesons at intermediate values of momentum transfer [15 19]. In contrast to the case of one off-shell photon, the TFF for two off-shell photons is almost insensitive to the shape of the DA, because the amplitude Eq. (7) is finite at the endpoints $x=0$ and $x=1$.

According to the VDM model the TFF for the case of two off-shell photons is

$$
\begin{equation*}
F_{\eta^{\prime}}\left(Q_{1}^{2}, Q_{2}^{2}\right)=\frac{F_{\eta^{\prime}}(0,0)}{\left(1+Q_{1}^{2} / \Lambda_{P}^{2}\right)\left(1+Q_{2}^{2} / \Lambda_{P}^{2}\right)} \tag{11}
\end{equation*}
$$

where $\Lambda_{P}$ is the pole mass parameter (see for example Ref. [11]). In the case of the $\eta^{\prime}$ meson, $\Lambda_{P}$ is found to be $849 \pm 6 \mathrm{MeV} / \mathrm{c}^{2}$ from the approximation of $F_{\eta^{\prime}}\left(Q^{2}, 0\right)$ with one off-shell photon [14]. The value of $F_{\eta^{\prime}}(0,0)$ can be obtained from the measured value of the $\eta^{\prime}$ twophoton width $\Gamma_{\eta^{\prime} \rightarrow 2 \gamma}=4.30 \pm 0.16 \mathrm{keV}$ [20] using the formula [16]:

$$
\begin{equation*}
F(0,0)=\sqrt{\frac{4 \Gamma_{\eta^{\prime} \rightarrow 2 \gamma}}{\pi \alpha^{2} m_{\eta^{\prime}}^{3}}}=0.342 \pm 0.006 \mathrm{GeV}^{-1} \tag{12}
\end{equation*}
$$

## III. THE BABAR DETECTOR AND DATA SET

The data used in this analysis were collected with the $B A B A R$ detector at the PEP-II asymmetric-energy $e^{+} e^{-}$
collider, at the SLAC National Accelerator Laboratory. A total integrated luminosity of $468.6 \mathrm{fb}^{-1}$ 21] is used, including $424.7 \mathrm{fb}^{-1}$ collected at the peak of $\Upsilon(4 S)$ resonance and $43.9 \mathrm{fb}^{-1}$ collected 40 MeV below the resonance.

The $B A B A R$ detector is described in detail elsewhere 22, 23]. Charged particles are reconstructed using a tracking system, which includes a silicon vertex tracker (SVT) and a drift chamber ( DCH ) inside a 1.5 T axial magnetic field. Separation of pions and kaons is accomplished by means of the detector of internally reflected Cherenkov light and energy loss measurements in the SVT and DCH. Photons are detected in the electromagnetic calorimeter (EMC). Muon identification is provided by the instrumented flux return.

Signal $e^{+} e^{-} \rightarrow e^{+} e^{-} \eta^{\prime}$ events are simulated with the Monte Carlo (MC) event generator GGResRc [24]. Because the $Q_{e^{-}}^{2}, Q_{e^{+}}^{2}$ distributions are peaked near zero, MC events are generated with the requirement $Q_{e^{-}}^{2}\left(Q_{e^{+}}^{2}\right)>2 \mathrm{GeV}^{2}$. This restriction corresponds to the limit of detector acceptance for the tagged electrons. The transition form factor in simulation is assumed to be constant. The GGResRc event generator includes next-to-leading-order radiative corrections to the Born cross section calculated according to Ref. 25]. In particular, it generates extra soft photons emitted by the initialand final-state electrons. The maximum center-of-mass (c.m.) energy of the photon emitted from the initial state
is required to be less than $0.05 \sqrt{s}$, where $\sqrt{s}$ is the $e^{+} e^{-}$ c.m. energy.

## IV. EVENT SELECTION

The decay chain $\eta^{\prime} \rightarrow \pi^{+} \pi^{-} \eta \rightarrow \pi^{+} \pi^{-} 2 \gamma$ is used to reconstruct the $\eta^{\prime}$ meson candidate.

An initial sample of events with at least four tracks and two photon candidates is selected. Tracks must have a point of closest approach to the nominal interaction point that is within 2.5 cm along the beam axis and less than 1.5 cm in the transverse plane. The track transverse momenta must be greater than $50 \mathrm{MeV} / c$. Electrons and pions are separated using a particle identification (PID) algorithm based on information from the Cherenkov detector, EMC, and the tracking system. An event is required to contain two electron and two pion candidates. The electron PID efficiency is better than $98 \%$, with the pion misidentification probability below $10 \%$. The pion PID efficiency is $98 \%$, with an electron misidentification probability of about $7 \%$.

To recover electron energy loss due to bremsstrahlung, the energy of all the calorimeter showers close to the electron direction (within 35 and 50 mrad for the polar and azimuthal angle, respectively) is combined with the measured energy of the electron track. The resulting c.m. energy of the electron candidate must be greater than 0.2 GeV .

The photon candidates are required to have an energy in the laboratory frame greater than 30 MeV . Two photon candidates are combined to form an $\eta$ candidate. Their invariant mass is required to be in the $0.45-0.65$ $\mathrm{GeV} / c^{2}$ range. We apply a kinematic fit to the two photons, with an $\eta$ mass constraint to improve the precision of their momentum measurement. An $\eta^{\prime}$ candidate is formed from a pair of oppositely charged pion candidates and an $\eta$ candidate. The $\eta^{\prime}$ candidate invariant mass must be in the range of $0.90-1.02 \mathrm{GeV} / c^{2}$.

The final selection uses tagged electrons and is based on variables in the c.m. frame of the initial $e^{+}$and $e^{-}$. The total momentum of the reconstructed $e^{+} e^{-} \eta^{\prime}$ system $\left(P_{e^{+} e^{-} \eta^{\prime}}^{\star},{ }^{2}\right)$ must be less than $0.35 \mathrm{GeV} / c$. The distribution of the total momentum is shown in Fig. 3 for data and simulated signal events. The total energy of the $e^{+} e^{-} \eta^{\prime}$ system must be in the range of $10.30-10.65$ GeV as indicated by the arrows in Fig. 4. To reject background from QED events, requirements on the energies of the detected electron and positron are applied. The two-dimensional distributions of the electron c.m. energy versus the positron c.m. energy are shown in Fig. 5 for data and simulated signal events. The lines indicate the boundary of the selection area. Events that lie above and to the right of the lines are rejected.

[^3]The distribution of the $\eta$ candidate mass versus the $\eta^{\prime}$ one for the selected data and simulated signal samples is shown in Fig. 6. A clustering of events in the central region of the data distribution corresponds to the twophoton $\eta^{\prime}$ production. To further suppress background we require that the invariant mass of the $\eta$ candidate be in the range $0.50-0.58 \mathrm{GeV} / c^{2}$, as shown by the horizontal lines in Fig. 6] For events with more than one $\eta^{\prime}$ or $e^{ \pm}$ candidate (about $10 \%$ of the selected events), the candidate with smallest absolute value of the total momentum of the $e^{+} e^{-} \eta^{\prime}$ system in the c.m. frame is selected.

Data events that pass all selection criteria are divided into five ( $Q_{e^{-}}^{2}, Q_{e^{+}}^{2}$ ) regions, as illustrated on Fig. 7 for events with $0.945<M_{\pi^{+} \pi^{-} \eta}<0.972 \mathrm{GeV} / \mathrm{c}^{2}$. Because of the symmetry of the process under the exchange of the $e^{-}$with the $e^{+}$, regions 3 and 4 each include two disjunct regions, mirror symmetric with respect to the diagonal. The number of signal events ( $N_{\text {events }}$ ) in each $\left(Q_{e^{-}}^{2}, Q_{e^{+}}^{2}\right)$ region is obtained from a fit to the $\pi^{+} \pi^{-} \eta$ invariant mass spectrum with a sum of signal and background distributions as shown in Fig. 8. The signal line shape is obtained from the signal simulation, while the background is assumed to be linear. The fitted numbers of events for the five $\left(Q_{e^{-}}^{2}, Q_{e^{+}}^{2}\right)$ regions are listed in Table T. The total number of signal events is $46.2_{-7.0}^{+8.3}$. For the regions 2 and 5 we also use conservative estimates of the number of signal events as upper limits at $90 \%$ C.L. using the Feldman-Cousins approach [26].

To estimate the uncertainty related to the description of the background, we repeat the fits using a quadratic background shape. The deviation in the fitted number of signal events is $1.7 \%$. The uncertainty associated with the signal shape ( $3.3 \%$ ) is estimated by including into the signal probability function a mass shift $\Delta M_{\pi^{+} \pi^{-} \eta}=-0.48 \mathrm{MeV} / \mathrm{c}^{2}$ and additional Gaussian smearing width $\sigma\left(M_{\pi^{+} \pi^{-} \eta}\right)=1 \mathrm{MeV} / c^{2}$. These parameters are obtained from our previous study of $\gamma \gamma^{*} \rightarrow \eta^{\prime}$ events [5], based on single-tagged events, where the statistical precision was significantly larger. The total systematic uncertainty (3.7\%) is obtained by adding the individual terms in quadrature.

Following the methods developed in the single-tag analysis of Ref. [5], we have studied possible sources of peaking background: $e^{+} e^{-}$annihilation into hadrons, the two-photon process $e^{+} e^{-} \rightarrow e^{+} e^{-} \eta^{\prime} \pi^{0}$, and the vector meson bremsstrahlung processes $e^{+} e^{-} \rightarrow e^{+} e^{-} \phi \rightarrow$ $e^{+} e^{-} \eta^{\prime} \gamma$ and $e^{+} e^{-} \rightarrow e^{+} e^{-} J / \psi \rightarrow e^{+} e^{-} \eta^{\prime} \gamma$. As in Ref. [5], the impact of these processes on the results is found to be negligible.

## V. DETECTION EFFICIENCY

The detection efficiency $(\varepsilon)$ is determined from MC simulation in the $\left(Q_{e^{-}}^{2}, Q_{e^{+}}^{2}\right)$ plane as the ratio of the selected over generated events and is shown in Fig. 9 The detector acceptance limits the efficiency at small momenta and the minimum measurable $Q^{2}$ is $2 \mathrm{GeV}^{2}$. The


FIG. 3. Distribution of the total momentum of the $e^{+} e^{-} \eta^{\prime}$ system in the c.m. frame. The filled histogram shows the data. The open histogram represents MC simulation normalized to the number of events in data. Events with $P_{e^{+} e^{-} \eta^{\prime}}^{\star}<0.35 \mathrm{GeV} / c$ (indicated by the arrow) are retained for further analysis.


FIG. 4. Distribution of the total energy of the $e^{+} e^{-} \eta^{\prime}$ system in the c.m. frame. The filled histogram shows the data. The open histogram represents MC simulation normalized to the number of events in data. The arrows indicate the boundaries of the region used to select event candidates.


FIG. 5. Distribution of the positron c.m. energy versus the electron c.m. energy for data (a) and simulated signal events (b). The lines indicate the boundary of the selection area. Events that lie above and to the right of the lines are rejected.

TABLE I. The weighted averages $\overline{Q_{1}^{2}}$ and $\overline{Q_{2}^{2}}$ for the $\left(Q_{1}^{2}, Q_{2}^{2}\right)$ region, the boundaries of the $\left(Q_{1}^{2}, Q_{2}^{2}\right)$ region, the detection efficiency ( $\varepsilon_{\text {true }}$ ), the radiative correction factor $(R)$, the number of selected signal events ( $N_{\text {events }}$ ), the cross section $\left(d^{2} \sigma\left(\overline{Q_{1}^{2}}, \overline{Q_{2}^{2}}\right) /\left(d Q_{1}^{2} d Q_{2}^{2}\right)\right)$ with its statistical uncertainty, and the $\gamma^{\star} \gamma^{\star} \rightarrow \eta^{\prime}$ transition form factor $\left(F\left(\overline{Q_{1}^{2}}, \overline{Q_{2}^{2}}\right)\right)$ with the statistical, systematic, and model uncertainties (see text). All presented upper limits correspond to $90 \%$ C.L..

| $\overline{Q_{1}^{2}}, \overline{Q_{2}^{2}}\left(\mathrm{GeV}^{2}\right)$ | $\left(Q_{1}^{2}, Q_{2}^{2}\right)$ region $\left(\mathrm{GeV}^{2}\right)$ | $\varepsilon_{\text {true }}$ | $R$ | $N_{\text {events }}$ | $d^{2} \sigma /\left(d Q_{1}^{2} d Q_{2}^{2}\right)$ <br> $\times 10^{4}\left(\mathrm{fb}^{2} / \mathrm{GeV}^{4}\right)$ | $F\left(\overline{Q_{1}^{2}}, \overline{Q_{2}^{2}}\right)$ <br> $\times 10^{3}\left(\mathrm{GeV}^{-1}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $6.48,6.48$ | $2<Q_{1}^{2}, Q_{2}^{2}<10$ | 0.019 | 1.03 | $14.7_{-3.6}^{+4.3}$ | $1471.8_{-362.9}^{+430.1}$ | $14.32_{-1.89}^{+1.95} \pm 0.83 \pm 0.14$ |
| $16.85,16.85$ | $10<Q_{1}^{2}, Q_{2}^{2}<30$ | 0.282 | 1.10 | $4.2_{-2.7}^{+3.1}$ | $4.2_{-2.7}^{+3.1}$ | $5.35_{-2.15}^{+1.71} \pm 0.31 \pm 0.42$ |
|  |  |  |  | $<9.8$ | $<10.0$ | $<14.53$ |
| $14.83,4.27$ | $10<Q_{1}^{2}<30 ; 2<Q_{2}^{2}<10$ | 0.145 | 1.07 | $15.8_{-4.0}^{+4.8}$ | $39.7_{-10.2}^{+12.0}$ | $8.24_{-1.13}^{+1.16} \pm 0.48 \pm 0.65$ |
| $38.11,14.95$ | $30<Q_{1}^{2}<60 ; 2<Q_{2}^{2}<30$ | 0.226 | 1.11 | $10.0_{-3.2}^{+3.9}$ | $3.0_{-1.0}^{+1.2}$ | $6.07_{-1.07}^{+1.09} \pm 0.35 \pm 1.21$ |
| $45.63,45.63$ | $30<Q_{1}^{2}, Q_{2}^{2}<60$ | 0.293 | 1.22 | $1.6_{-1.1}^{+1.8}$ | $0.6_{-0.6}^{+0.7}$ | $8.71_{-8.71}^{+3.96} \pm 0.50 \pm 1.04$ |
|  |  |  |  | $<5.0$ | $<1.9$ | $<32.03$ |



FIG. 6. Distribution of the $\eta$ candidate mass $\left(M_{\gamma \gamma}\right)$ versus the $\eta^{\prime}$ candidate mass $\left(M_{\pi^{+} \pi^{-} \eta}\right)$ for data (a) and signal MC simulation (b). The horizontal lines indicate the boundaries of the selection condition applied. The vertical lines correspond to the restriction $0.945<M_{\pi^{+} \pi^{-}{ }_{\eta}}<0.972 \mathrm{GeV} / c^{2}$ that is used for the plot of $Q_{e^{-}}^{2}$ versus $Q_{e^{+}}^{2}$ distribution in Fig. 7


FIG. 7. The $Q_{e^{-}}^{2}$ versus $Q_{e^{+}}^{2}$ distribution for data events. The lines and numbers indicate the five regions used for the study of the dynamics of TFF a function of $Q_{e^{-}}^{2}$ and $Q_{e^{+}}^{2}$.


FIG. 8. The $\pi^{+} \pi^{-} \eta$ mass spectra for data events from the five $\left(Q_{1}^{2}, Q_{2}^{2}\right)$ regions of Fig. 7 The open histograms are the fit results. The dashed lines represent fitted background.


FIG. 9. Detection efficiency as a function of the momentum transfers $Q_{e^{-}}^{2}$ and $Q_{e^{+}}^{2}$.

TABLE II. The sources of the systematic uncertainties in the $e^{+} e^{-} \rightarrow e^{+} e^{-} \eta^{\prime}$ cross section.

| Source | Uncertainty (\%) |
| :--- | :---: |
| $\pi^{ \pm}$identification | 1.0 |
| $e^{ \pm}$identification | 1.0 |
| Other selection criteria | 11.0 |
| Track reconstruction | 0.9 |
| $\eta \rightarrow 2 \gamma$ reconstruction | 2.0 |
| Trigger, filters | 1.3 |
| Background subtraction | 3.7 |
| Radiative correction | 1.0 |
| Luminosity | 1.0 |
| Total | $12 \%$ |

difference between the energies of the $e^{+}$and $e^{-}$beams at PEP-II leads to an asymmetry in the dependence of the efficiency on $Q_{e^{+}}^{2}$ and $Q_{e^{-}}^{2}$.

Because of the symmetry of the form factor $F_{\eta^{\prime}}\left(Q_{1}^{2}, Q_{2}^{2}\right)=F_{\eta^{\prime}}\left(Q_{2}^{2}, Q_{1}^{2}\right)$, we use the notation

$$
\begin{equation*}
Q_{1}^{2}=\max \left(Q_{e^{+}}^{2}, Q_{e^{-}}^{2}\right), Q_{2}^{2}=\min \left(Q_{e^{+}}^{2}, Q_{e^{-}}^{2}\right) \tag{13}
\end{equation*}
$$

Since signal MC events are generated with a constant TFF, the average detection efficiency for the specific $\left(Q_{1}^{2}, Q_{2}^{2}\right)$ region is calculated as the ratio of the following integrals:

$$
\begin{equation*}
\varepsilon_{\text {true }}=\frac{\int \varepsilon\left(Q_{1}^{2}, Q_{2}^{2}\right) F_{\eta^{\prime}}^{2}\left(Q_{1}^{2}, Q_{2}^{2}\right) d Q_{1}^{2} d Q_{2}^{2}}{\int F_{\eta^{\prime}}^{2}\left(Q_{1}^{2}, Q_{2}^{2}\right) d Q_{1}^{2} d Q_{2}^{2}} \tag{14}
\end{equation*}
$$

where the form factor is described by Eq. (10). The obtained values of the detection efficiency for the five $\left(Q_{1}^{2}, Q_{2}^{2}\right)$ regions are listed in Table

The systematic uncertainties related to the detection efficiency are listed in Table II. The uncertainties related to track reconstruction, $\eta \rightarrow 2 \gamma$ reconstruction, trigger and filters, and the pion PID were studied in our previous single-tag analysis 5]. To estimate the efficiency uncertainty related to other selection criteria, we apply a less strict condition on a criterion, perform the procedure of background subtraction described in the previous section, and calculate the ratio of the number of selected events in data and simulation. We consider the less strict requirements $P_{e^{+} e^{-} \eta^{\prime}}^{\star}<1 \mathrm{GeV} / c, 10.20<E_{e^{+} e^{-} \eta^{\prime}}^{\star}<10.75$ $\mathrm{GeV}, 0.48<M_{\gamma \gamma}<0.60 \mathrm{GeV} / c^{2}$, and remove the requirements on $E_{e^{+}}$and $E_{e^{-}}$entirely. The quadratic sum of the deviations from the nominal value of the ratio $(11 \%)$ is used as the total systematic uncertainty of the detection efficiency.

## VI. CROSS SECTION AND FORM FACTOR

The differential Born cross section for the process $e^{+} e^{-} \rightarrow e^{+} e^{-} \eta^{\prime}$ is calculated as

$$
\begin{equation*}
\frac{d^{2} \sigma}{d Q_{1}^{2} d Q_{2}^{2}}=\frac{1}{\varepsilon_{\text {true }} R \mathcal{L B}} \frac{d^{2} N}{d Q_{1}^{2} d Q_{2}^{2}} \tag{15}
\end{equation*}
$$

where $d^{2} N /\left(d Q_{1}^{2} d Q_{2}^{2}\right)$ is the number of signal events in the $\left(Q_{1}^{2}, Q_{2}^{2}\right)$ region divided by the area of this region, $\mathcal{L}$ is the integrated luminosity, and $R$ is a radiative correction factor accounting for distortion of the $Q_{1,2}^{2}$ spectrum due to the emission of photons from the initial state and for vacuum polarization effects. The factor $\mathcal{B}$ is the product of the branching fractions $\mathcal{B}\left(\eta^{\prime} \rightarrow \pi^{+} \pi^{-} \eta\right) \mathcal{B}(\eta \rightarrow$ $\gamma \gamma)=0.169 \pm 0.003$ [20]. The radiative correction factor $R$ is determined using simulation at the generator level, i.e., without detector simulation. The $Q_{1,2}^{2}$ spectrum is generated using only the pure Born amplitude for the $e^{+} e^{-} \rightarrow e^{+} e^{-} \eta^{\prime}$ process, and then using a model with radiative corrections included. The factor $R$ is evaluated as the ratio of the second spectrum to the first. The values of the cross section for the five $\left(Q_{1}^{2}, Q_{2}^{2}\right)$ regions are listed in Table The cross section in the entire range of momentum transfer $2<Q_{1}^{2}, Q_{2}^{2}<60 \mathrm{GeV}^{2}$ is

$$
\begin{equation*}
\sigma=11.4_{-2.4}^{+2.8} \mathrm{fb} \tag{16}
\end{equation*}
$$

where the uncertainty is statistical. The systematic uncertainty includes the uncertainty in the number of signal events associated with background subtraction (Sec. IV), the uncertainty in the detection efficiency (Sec. V), the uncertainty in the calculation of the radiative correction $(1 \%)$ [25], and the uncertainty in the integrated luminosity $(1 \%)$ 21]. All sources of systematic uncertainty in the cross section are summarized in Table II The total systematic uncertainty (12\%) is the sum in quadrature of all the systematic contributions. The model uncertainty will be discussed below.

To extract the TFF we compare the value of the measured cross section from Eq. (15) with the calculated one. The latter is evaluated using $F_{\eta^{\prime}}^{2}\left(Q_{1}^{2}, Q_{2}^{2}\right)$ obtained from Eq. (10). Therefore, the measured form factor is determined as

$$
\begin{equation*}
F^{2}\left(\overline{Q_{1}^{2}}, \overline{Q_{2}^{2}}\right)=\frac{\left(d^{2} \sigma /\left(d Q_{1}^{2} d Q_{2}^{2}\right)\right)_{d a t a}}{\left(d^{2} \sigma /\left(d Q_{1}^{2} d Q_{2}^{2}\right)\right)_{M C}} F_{\eta^{\prime}}^{2}\left(\overline{Q_{1}^{2}}, \overline{Q_{2}^{2}}\right) \tag{17}
\end{equation*}
$$

where $F_{\eta^{\prime}}^{2}\left(\overline{Q_{1}^{2}}, \overline{Q_{2}^{2}}\right)$ and $\left(d^{2} \sigma /\left(d Q_{1}^{2} d Q_{2}^{2}\right)\right)_{M C}$ correspond to Eq. (10).

The average momentum transfer squared for each $\left(Q_{1}^{2}, Q_{2}^{2}\right)$ region is calculated using the data spectrum normalized to the detection efficiency:

$$
\begin{equation*}
\overline{Q_{1,2}^{2}}=\frac{\sum_{i} Q_{1,2}^{2}(i) / \varepsilon\left(Q_{1}^{2}, Q_{2}^{2}\right)}{\sum_{i} 1 / \varepsilon\left(Q_{1}^{2}, Q_{2}^{2}\right)} \tag{18}
\end{equation*}
$$

For regions 1,2 , and 5 , the $\overline{Q_{1}^{2}}$ and $\overline{Q_{2}^{2}}$ are additionally averaged.


FIG. 10. Comparison of the measured $\gamma^{\star} \gamma^{\star} \rightarrow \eta^{\prime}$ transition form factor (triangles, with error bars representing the statistical uncertainties) with the LO (open squares) and NLO (filled squares) pQCD predictions and the VDM predictions (circles).

The model uncertainty arises from the model dependence of $\left(d^{2} \sigma /\left(d Q_{1}^{2} d Q_{2}^{2}\right)\right)_{M C}$ and $\varepsilon_{\text {true }}$. Repeating the calculation of Eqs. (14), (15), and (17) with a constant TFF, we estimate the model uncertainty. In the case of the cross section it is about $60 \%$ because of the strong dependence of $\varepsilon_{\text {true }}$ on the input model for TFF at small values of $Q_{1}^{2}$ and $Q_{2}^{2}$. However, the transition form factor is much less sensitive to the model.

The obtained values of the transition form factor are listed in Table $\square$ and are represented in Fig. 10 by the triangles. The error bars attached to the triangles indicate the statistical uncertainties. The quadratic sum of the systematic and model uncertainties is shown by the shaded rectangles. The open and filled squares in Fig. 10 correspond to the LO and NLO pQCD predictions [Eq. (10)], respectively. The NLO correction is relatively small. The measured TFF is, in general, consistent with the QCD prediction. The circles in Fig. 10 represent the predictions of the VDM model [Eq. (11)], which exhibits
a clear disagreement with the data.

## VII. SUMMARY

We have studied for the first time the process $e^{+} e^{-} \rightarrow$ $e^{+} e^{-} \eta^{\prime}$ in the double-tag mode and have measured the $\gamma^{\star} \gamma^{\star} \rightarrow \eta^{\prime}$ transition form factor in the momentumtransfer range $2<Q_{1}^{2}, Q_{2}^{2}<60 \mathrm{GeV}^{2}$. The measured values of the form factor are in agreement with the pQCD prediction and contradict the prediction of the VDM model.
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