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The possibility for proteins to aggregate in different superstructures, i.e. large-scale polymorphism, has

been widely observed, but an understanding of the physicochemical mechanisms behind it is still out of

reach. Here we present a theoretical model for the description of a generic aggregate formed from an

ensemble of charged proteins. The model predicts the formation of multifractal structures with the

geometry of the growth determined by the electrostatic interactions between single proteins. The model

predictions are successfully verified in comparison with experimental curves for aggregate growth

allowing us to reveal the mechanism of formation of such complex structures. The model is general

and is able to predict aggregate morphologies occurring both in vivo and in vitro. Our findings provide a

framework where the physical interactions between single proteins, the aggregate morphology, and the

growth kinetics are connected into a single model in agreement with the experimental data.
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Understanding the connection between growth mecha-
nisms and morphology is a central problem for modelling
self-assembling biological systems [1]. This basic topic in
condensed matter and biophysics was already emphasized
by the far-seeingwork ofD’ArcyThompson at the beginning
of the last century, focusing on the need for quantitatively
describing the specific physical interactions leading to
different structural arrangements [2]. Protein aggregation is
a central area in current biophysics research mainly because
of its connection to neurodegenerative diseases [3]. An
increasing interest has recently been addressed towards
understanding the occurrence of pronounced microscopic
polymorphism in the formation of aggregates of amyloid
origin, i.e. fibrils [4–6]. Moreover, both in vivo and in vitro,
amyloid aggregatesmaygenerally conserve their basic struc-
tural arrangement of cross � sheet, yet exhibit significantly
different packing into three-dimensional superstructures.

Under destabilizing conditions and sufficiently high
protein concentrations, a number of model proteins have
been shown to aggregate into different forms [7–9], mainly
depending on the pH of the solution [7]. Close to the
isoelectric point (pI) of the protein (i.e. no net charge on
the protein), compact spherical aggregates with radius up
to 1�m (particulates) are detected [10]. On the other hand
at low pH (i.e. high charge on the protein), elongated
amyloid fibrils [11] occur together with amyloid spheru-
lites [12]. Spherulites [with radii up to hundreds of �m,
Fig. S1 in the Supplemental Material [13]] are thought to
be composed of a central and compact part (precursor)
surrounded by a low-density outer part (shell) [14]. They
are rich in� structures [12], show a positive labelling when
bound to amyloid sensitive dyes [12], and they may have a

role in human amyloid pathologies [15]. However, even
though the occurrence of such a variety of morphologies is
widely observed, the connection between the macroscopic
final morphology and details of the growth kinetics is still
out of reach. This leads also to the central and still unex-
plored problem of linking the aggregation kinetics curves
with the microstructural details of the growing aggregate.
Several models based on nucleation assume generic mecha-
nisms for protein assembly and disassembly but do not allow
for a proper connection between the large-scale morphology
of the aggregates and the interactions and phenomena
happening at shorter time and length scales.
Here we bridge the gap between the kinetic description

of the overall process, the predictions of superstructures,
and the physics of interprotein interactions. By means of
a statistical mechanical model, we provide direct evidences
that electrostatic interactions between single protein mole-
cules determine the final amyloid superstructure through a
multifractal growth process. By comparison with experi-
mental data, we prove that our coarse-grained model
quantitatively predicts both the overall kinetics and the
large-scale morphology for spherulite-forming systems.
Importantly, the proposed framework is general and can
be used to recover the amyloid fibril morphology and the
occurrence of particulates in the limit of high protein
charge and uncharged proteins, respectively.
We base our model for aggregate formation on the calcu-

lation of the free energy of a spherical cluster with radius R,
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where q is the total number of contacts between pairs of
molecules in the aggregate, U is the energy per contact,
� is the surface tension [16], R is the radius of the cluster,
N is the number of the molecules in the cluster, nc is the
effective number of charges on a single particle, e is the
elementary charge, " and "0 are the relative dielectric
constant and the permittivity in vacuum, and XN is the
volume fraction of molecules in the cluster. The first term
is related to the binding between single molecules in a
cluster and the second one is the correction factor due to
missing contacts at the surface [16]. The first two terms
in Eq. (1) correspond to the well-known terms in the
Weizsacker formula [17]. The third term represents the
electrostatic (Born) energy required to move a charged
protein from infinity to the charged aggregate and is con-
sistent with the ion charging formula previously reported
[16,18]. This term is related to the overall electrostatic
repulsion between the molecules [16,18] and, due to the
complexity of the electrostatic interaction between two
proteins, nc cannot be referred only to the absolute number
of charges on the protein but depends on several other
factors [19–23]. As a consequence, the electrostatic term
in Eq. (1) represents an effective term including all the
possible contributions. Finally, the last term is the entropic
contribution arising from the loss of translational degrees
of freedom when particles are bound to the cluster [24].

Equation (1) can be rewritten (see the Supplemental
Material [13]) for the case of fractal growth to obtain the
free energy of the cluster as a function of R, the fractal
dimension df, the radius of the single protein a, the number

of particle nearest-neighbors Z, the effective number of
interactions f, and a binding energy nE kT,

�F ¼ �Z
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Equation (2) represents the free energy for an aggregate
growing with a generic df. We evaluate Eq. (2) for a

spherical growing aggregate with df ¼ 3 and for single

(globular) proteins of radius a ¼ 2 nm at different effec-
tive number of charges nc (see the Supplemental Material
[13]). We assume a binding energy of 10kT which is
compatible with a df � 3 growth [16]. Importantly, in

the specific case of aggregating proteins, the first term of
the right-hand side of Eq. (2) refers to the binding energy
between already destabilized and aggregation-prone mole-
cules. Figure 1 shows the free energy profile as a function
of the cluster radius. For each nc value, the free energy
shows an initial constant value followed by a minimum and
a steep and indefinite increase towards positive values.
Varying nc in Eq. (2) changes the value of the minimum
and its position shows a well-defined exponential decay
as nc increases (inset).

The data in Fig. 1 predict a growth of a spherical
aggregate with the size controlled by nc. After reaching
the energy minimum, the aggregate can no longer evolve
with the same geometric features. In Eq. (2) information
about the structure is encompassed by the fractal
dimension df. Calculations of the energy profile have

been performed at 5 different df values. When the df is

decreased, the free energy minimum turns out to be shifted
towards higher values of radius. This means that, after
reaching the first minimum (df ¼ 3), the aggregating

system can explore new minima of its free energy only if
the morphology of the growth changes, i.e. if df decreases.

Since this change happens continuously, this leads to a
multifractal profile for the free energy [Fig. 2(a)], with
more compact objects energetically favorable in the early
stages of the growth (see Fig. S2 in the Supplemental
Material [13]). The system will follow a pathway of energy
minimization [solid line in Fig. 2(a)] leading to an
aggregate with a compact central structure with df ¼ 3

(hereafter called precursor) and an outer part with a
decreasing fractal dimension as a function of the radius
(hereafter called shell). This has some similarities to the
well-known Rayleigh electrospray effect, where a spheri-
cal drop overcomes the overcharging by spraying the liquid
outwards [25,26]. The model proposed here allows one to
calculate how the multifractal profile evolves during the
aggregate growth at different values of nc. After the pre-
cursor formation, df shows a decrease for nc ¼ 0:5 and

nc ¼ 1 [Fig. 2(b)]. Interestingly, decreasing the nc value
down to 0.001 leads to an aggregate growing with df ¼ 3

for tens of �m [Fig. 2(b)] before a significant decrease in
df can take place.

Extrapolating the df vs R relationship from Fig. 2(b)

also allows us to estimate the change in density during the

FIG. 1 (color online). Free energy calculated by means of
Eq. (2) for df ¼ 3 considering different values of effective

charge on a single particle nce. Inset: energy minimum position
as a function of nc.
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aggregate growth compared to the precursor [Fig. 2(c); see
the Supplemental Material [13]]. After the formation of
the precursor, a decrease of the density is predicted for the
data at nc ¼ 0:5 and nc ¼ 1, i.e. spherulite formation.
For the data at nc ¼ 0:001, a significant decrease of the
density is expected only when the aggregate reaches a
radius >20 �m [triangles in Fig. 2(c)]. In the limit of
nc ¼ 0, df is constant and equal to 3 for the entire growth,

i.e. particulates. Conversely, for nc > 2, the growth basi-
cally proceeds with 1< df < 2 from the early stages, i.e.

elongated fibrillar structures (Fig. S3 in the Supplemental
Material [13]). These predictions are sketched in Fig. 2(d)
and are in agreement with what is experimentally
observed [10–12,27].

Now the question is if we can quantitatively describe the
temporal course of experimentally observed aggregate
growth by our microscopic model. We consider static light
scattering data for spherulite growth in samples of bovine
insulin during incubation at 60 �C and at different pH
values in the range 1–1.75 [28]. Decreasing the pH in
this range would mainly increase the positive charge on
the protein [29].

Aggregation kinetics (symbols) in Fig. 3(a) show the
well-known sigmoidal profile, with an initial lag time that
decreases as the pH is lowered. A closer view to the lag
time shows an increase in the signal already in the very
early stages of the process [Fig. 3(b)]. After that, an abrupt

increase in the growth rate of aggregates characterizes the
temporal profile before reaching a plateau. To date, only
generic and qualitative explanations are suggested for the
early increase of the signal [30,31]. In order to compare the
predictions of our theoretical framework with experimental
data we consider the master kinetic (population balance)
equations for the aggregation process

dCk

dt
¼ 1

2

X
iþj¼k

KijCiCj � Ck

X1
i¼1

KikCi � KB
k Ck

þ X1
i¼kþ1

KB
ikCi; (3)

where Ci is the concentration of aggregates with mass i
(i.e., made of i protein molecules), and Kij is the kernel

determining the rate of aggregation between two aggre-
gates, one with mass i and the other with mass j, explicitly
including both the van der Waals contribution and a
repulsive electrostatic interaction (see the Supplemental
Material [13]). The last two terms in Eq. (3) account for
thermal breakup of a cluster of size k and generation of a k
cluster by breakup of a cluster of size kþ i. For systems
in which the thermal breakup is not relevant the last two
terms are negligible. This is actually the case of our system
(�10kT; see Sec. 3 in the Supplemental Material [13]).
The microscopic rates can be calculated based on a

conventional diffusion-limited aggregation scheme (see
the Supplemental Material [13]) and they fully account
for four basic interactions, which have all been computed

FIG. 2 (color online). (a) Free energy profile for a growing
cluster as a function of the radius calculated at 5 different fractal
dimensions by means of Eq. (2) (nce ¼ 0:5e). The solid line
indicates the most energetic favorable pathway for the aggregate
growth. (b) Fractal dimension and (c) density of the aggregate
normalized by the precursor density during the cluster growth:
nce ¼ 0:001e (triangles), nce ¼ 0:5e (squares), and nce ¼ 1e
(circles). (d) Illustrative sketch of the superstructures: from
particulates (in the limit of nc ¼ 0), to amyloid fibrils (nc > 1)
(Fig. S3 in the Supplemental Material [13]). For 0< nc < 1
precursor-shell growth is predicted (i.e. spherulites).

FIG. 3 (color online). (a) Static light scattering intensity as a
function of time during insulin spherulite formation at different
pH values for a bovine insulin sample 4 mg=ml, 25 mM NaCl
during incubation at 60 �C for 24 h. Solid lines represent
simulated curves according to the theoretical model. (b) Zoom
on the early stages of the process. (c) Comparison between
experimental and simulated lag times of the process. Error
bars represent absolute deviations observed on three replicates.
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using the Derjaguin-Landau-Verwey-Overbeek theory:
(1) monomer-monomer, (2) oligomer-oligomer, (3) shell-
monomer, and (4) shell-oligomer interaction, where the
cluster in the precursor regime (df ¼ 3) is treated as a

dielectric sphere, while, for clusters in the multifractal
regime, the reactivity of a monomer is considered (see the
SupplementalMaterial [13]). The geometry of the growth is
also taken into account by implementing the df evolution

predicted by the theory into the master equation (see the
Supplemental Material [13]). Together with the above
hypotheses, pairs of values of nc and precursor radius, as
obtained from the model (Table S1 [13]) have been used to
simulate curves with different electrostatic properties. The
scattering profiles are then obtained from structure factors
calculated by the Fisher-Burford equation (see Fig. S5 and
the SupplementalMaterial [13]). Simulations [solid lines in
Figs. 3(a) and 3(b)] are able to predict both the initial slow
increase in the light scattering curves and the rapid growth
of signal before reaching the plateau. The agreement can
also be seen by considering the experimental lag times
versus the theoretical prediction [Fig. 3(c)].

We can now go back to our original question: can we
relate the temporal curve with details of the large-scale
morphology of the growing aggregate? Potential curves for
the interactions between all the species can be estimated
[Fig. 4(a), Eq. 2.10 in the Supplemental Material [13]]
together with changes in oligomer and precursor popula-
tions as a function of time [Fig. 4(b)]. Moreover, in
Fig. 4(b) the scattering curve (dashed line) is also shown

to visualize the profile of the multifractal growth. All these
data are for the kinetics at pH ¼ 1; analogous trends were
obtained at other pH values. The association of individual
proteins proceeds without any significant energy barrier
[dashed line in Fig. 4(a)], so that a rapid formation of
oligomers with an average radius of �16 nm [circles in
Fig. 4(b)] takes place in the early stages of the process.
This also explains the initial increase observed in the
scattering curves [Fig. 3(b)] and it is in agreement with
previously reported experimental data [32,33]. This is
further verified by the size distributions obtained by
dynamic light scattering experiments (see Fig. S6 in the
Supplemental Material [13]). Afterwards, oligomers
associate [decrease of the oligomer fraction, circles in
Fig. 4(b)] until they reach a critical radius leading to a
specific potential barrier for oligomer-oligomer interaction
up to 288� 10�21 J (� 70kT). This barrier makes further
association between oligomers with critical radius
extremely unlikely [solid line in Fig. 4(a)]. This critical
size defines the radius of the precursor, the number of
which increases until the end of the lag phase [� 4000 s,
triangles in Fig. 4(b)]; after that, shell growth is dominant
and takes place through association between precursors
with smaller oligomers and/or residual monomers. This
shell growth can proceed without any significant barrier
[dotted line in Fig. 4(a)], leading to the consumption of the
precursor population [4000–10 000 s; triangles in Fig. 4(b)]
and the formation of the multifractal structure [increase in
the scattering curve, dashed line in Fig. 4(b)]. These quan-
titative results are sketched in Fig. 4(c).
Our model suggests that the difference in the lag time of

the kinetics in Fig. 3(a) is basically related to the radius of
the precursor. When the precursor is smaller, the time
necessary to reach the critical radius for the shell growth
is reduced [Fig. 4(d)]. It is worth noting that for a number
of amyloidogenic systems, the abrupt growth in the aggre-
gate sizes might find an elegant explanation in terms of
secondary nucleation processes [33–36]. However, for
systems mainly forming spherulites [27], the speeding up

of the process is basically dictated by the change in growth

geometry from a compact sphere (precursor) to an increas-

ingly less compact geometry (shell) [12]. The latter is

regulated by the minimization of the free energy of cluster-

ing (which is dominated by the electrostatic contribution).

Importantly, our mathematical framework can recover the

classical nucleation theory in the limit of weak attraction

(see Sec. 3 in the Supplemental Material [13]).
In summary, using a combination of theoretical argu-

ments, quantitative experiments, and simulations, we show

that multifractal patterns arise in protein aggregation reac-

tions due to the interplay of a random multiplicative pro-

cess (growth) that evolves under the constraint of following

a path of minimal free energy, the latter being dominated

by electrostatics. Our approach naturally explains the

occurrence of a range of protein aggregate structures

FIG. 4 (color online). (a) Potential energy for monomer-
monomer (dashed line), oligomer-oligomer (close to the critical
size of the precursor, solid line), shell-monomer, and shell-
oligomer interactions (dotted line). With the word ‘‘oligomer’’
we refer to an aggregate with a number of units higher than 1
(monomer) and lower than the number of molecules in the
precursor. (b) Oligomer and precursor population during the
aggregation process as predicted by the model for a sample at
pH 1. The scattering curve is shown to visualize the activation
of the multifractal growth. (c) Sketch of the mechanism during
the lag time: from monomers to oligomers and precursors.
(d) Experimental lag time as a function of the simulated
precursor size.
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observed in vivo and in vitro controlled by electrostatic
interactions. An adequate knowledge on how interprotein
interactions are related to both the overall aggregation
kinetics and the aggregate morphology is nowadays crucial
[37]. Our framework provides the possibility to connect
these three aspects, offering a new tool to single out,
rationalize, and control the mechanisms behind protein
aggregation phenomena. Furthermore, in view of the
absence of restrictive assumptions in the proposed model,
Eq. (2) could be, in principle, used to describe generic
systems of charged particles undergoing random multi-
plicative and branching processes, e.g. dielectric break-
down of insulators [38–40].
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