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ABSTRACT 

Face recognition via deep learning has achieved a series of breakthrough in 
recent years. The deeply learned features are required to be discriminative and 
generalized enough for identifying new unseen classes without label prediction. 
Therefore, this paper improved the performance of deep learning by aligning the 
training data and enhancing the preprocessing. Moreover, the designed model, 
named Lightened Convolutional Neural Network model, and the center loss layer 
jointly to enhance the discriminative of the designed network features. The network 
is trained on the self-expanding CASIA-WebFace database and tested on the 
Labeled Faces in the Wild (LFW) database. Experimental results show that the 
proposed network model brings significant improvement in the accuracy of face 
recognition, compared with the original CNN model.1 

INTRODUCTION 

During the last decades, deep learning, as an emerging multi-layer neural 
network algorithm of machine learning field and artificial intelligence (AI), has 
obtained great achievements. However, there are still many issues to be solved 
urgently, such as the construction and selection of the depth structure, the training 
method of the deep network, the parallel calculation under the large-scale data, the 
multi-information fusion and so forth.  
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Face recognition based on deep learning [1, 2] has achieved a series of 
breakthroughs in recent years. DeepFace [3] was used to obtain a feature extractor 
by training a 4.4M face image and firstly used it for face verification tasks. As an 
extension of DeepFace, Web-Scale [4] selects an effective training set from a large 
data set by semantic bootstrapping. The FaceNet [1] network, designed with the 
introduction of triplet loss in the CNN model, was trained about 8M different 
identities of 100-200 person’s face images.  

APPROACHES 

The network model architecture includes 4 convolution layers, 4 maximum 
feature map activation functions, 4 maximum pooling layers and 2 fully connected 
layers. The input of the proposed network model is a 144 × 144 grayscale image. To 
increase the number of samples, we randomly crop the image into 128 × 128 and set 
the image as the first convolution layer’s input during the training phase. As the 
input of the center loss function, the first fully connection layer fc1 represents a 512-
dimensional face image. The second fully convolution layer fc2 is used as the input 
of the softmax loss function, and the output size of softmax loss function is set to 
15511 (the size of CASIA-WebFace face database). 

Network Architecture 

The improved lightened convolution neural network architecture is shown in 
Table.1. we train the proposed model under the jointly supervision of softmax loss 
and center loss, with maximum feature map activation function. 

Maximum Feature Map Activation Function (MFM) 
Maxout network that the maximum feature map activation function (MFM) is 

derived in order to replace the close representation of the ReLU sparse 
representation. Maxout is a non-linear activation function, which has the 
characteristics of fitting arbitrary convex function and converging the network to 
better global solution. Given an input convolution layer as shown in Fig.1, the 
maximum feature map activation function can be expressed as: 
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TABLE Ⅰ. THE PROPOSED CONVOLUTION NEURAL NETWORK ARCHITECTURE. 

 
 
 

Equation (3) indicates that the gradient of the 50% active layer is zero. Therefore, 
MFM can get a sparse gradient. 

MFM activation function is the output of the two-convolution features map of 
the maximum node. By the using of the total statistical method, MFM activation 
function can obtain a compact representation and a sparse gradient at the same time, 
and in this way, we can achieve the choice of variables and realize the 
dimensionality reduction. In addition, the MFM activation function also can be 
considered as a sparse connection between two convolution layers. 
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EXPERIMENTS  

Configuration: 

 

 

 
Figure 1. MFM function operations. 

 
 

Using the open source deep learning Caffe [5] library to improve the CNN 
model and train, the training process hardware environment are Intel 80G RAM and 
GPU for Tesla K20c. Considering the current database with different face image 
size, angle changes, illumination and so forth, we introduce face image alignment 
and data enhancement preprocessing before training. All the faces images and their 
landmarks are detected by the recently proposed algorithms [6]. Due to the influence 
of illumination, some of the face image features may be highlighted or weakened, 
correspondingly, this cause may result to the feature is characterized by a higher or a 
lower gray values on the digital face images. One of the effectively approach is 
enhance the R, G, B three-channel, that means, adding a random number of [-50,50] 
to each channel in the original database. 

Experiments on LFW 

Improved lightened convolution neural network model is evaluated by (1: 1) [7] 
and the probe-gallery identification protocol (1: N) [8] on the unconstrained 
environment face recognition benchmark LFW. 

For Face Verification Protocol (1: 1), 13,233 face images of LFW database can 
generate positive sample pairs and negative sample pairs. Selecting 3,000 pairs from 
these positive pairs and 3,000 pairs from negative samples pairs randomly, and 
comparing the 6,000 pairs of positive and negative samples on the two images of the 
similar distance. Through the similar scores of two images in positive and negative 
samples to calculate the accuracy, and using the correct reception rate as the model 
performance.  

For the probe-gallery authentication protocol (1:N), we can divide it into two 
new protocols—closed task and open task: 

For closed task: The gallery contains 4,249 images of 4,249 identities totally. 
The probe contains 3,033 images of 600 identities. Making the cosine similarity 

max
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measure between the probe and the image feature in the gallery and calculating 
Rank-1. 

For open task: Setting the probe selected from the closed task as a gallery in the 
open task—3,033 images of 600 identities. Using the remaining images as probe, so 
probe contains 10,200 images from 5,749 identities totally, which includes 600 
genuine probe and 9,600 impostors. Making each image in the probe match the 
similarity of all images in the gallery, and when the impostor’s false alarm rate is 
1%, calculating Rank-1. 

The experimental results are shown in Table Ⅱ. As can be seen from Table Ⅱ, 
our model outperform DeepFace model with greater disparity, and improve the 
performance on LFW with 97.36% to 99.23%. The results of designed model in this 
paper on LFW verification protocol is competitive with those of DeepFace [1], 
DeepID-2+ [9], VGG [10], Model A [11] and Model B [11] for single net, by using 
a novel lighten design. For the probe-gallery identification protocol, our model’s 
performance also outperforms over the results of VGG with 95.16% and 62.37%, 
respectively.  

 
 

TABLE Ⅱ. MODEL VALIDATION ON THE LFW DATABASE. 

Method Images #Net Accuracy TPR@FAR 
=0.1% 

Rank-1 TPR@FAR 
=0.1% 

DeepFace [3] 4M 3 97.35% - - - 

DeepID-2+[9] - 1 98.70% - - - 

FaceNet[1] 200M - 99.63% - - - 
VGG[10] 4M 1 97.27% 81.90% 74.10% 52.01% 

Model A[11] - 1 97.77% 84.37% 84.79% 63.09% 

Model B[11] - 1 98.13% 87.13% 89.21% 69.46% 

Our model 1.5M 1 97.36% 83.5% 91.28% 68.62% 

CONCLUSIONS 

In this paper, we designed a lightened convolution neural network model which 
added a central loss layer. By aligning face image, the network training, enhancing 
the preprocessing, compare with DeepFace, DeepID-2+ and VGG, the proposed 
network model in this paper can obtain competitive recognition accuracy, which is a 
satisfying result on LFW database. Though FaceNet can achieved the best result of 
99.63%, but the proposed network is designed as a more on lightened one which can 
be applied on mobile device in the future. 
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