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Using an approach inspired from spin glasses, we show that the multimode disordered Dicke model is
equivalent to a quantum Hopfield network. We propose variational ground states for the system at zero
temperature, which we conjecture to be exact in the thermodynamic limit. These ground states contain the
information on the disordered qubit-photon couplings. These results lead to two intriguing physical
implications. First, once the qubit-photon couplings can be engineered, it should be possible to build
scalable pattern-storing systems whose dynamics is governed by quantum laws. Second, we argue with an
example of how such Dicke quantum simulators might be used as a solver of “hard” combinatorial
optimization problems.
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The connection of experimentally realizable quantum
systems with computation contains promising perspectives
from both the fundamental and the technological viewpoint
[1,2]. For example, quantum computational capabilities can
be implemented by “quantum gates” [3] and by the so-
called “adiabatic quantum optimization” technique [4–6].
Today’s experimental technology of highly controllable
quantum simulators, recently used for testing theoretical
predictions in a wide range of areas of quantum physics
[7–9], offers new opportunities for exploring computing
power for quantum systems.
In the case of light-matter interaction at the quantum

level, the reference benchmark is the Dicke model [10].
Studies of its equilibrium properties have predicted a
superradiant transition to occur in the strong coupling
and low temperature regime [11–13]. The superradiant
phase is characterized by a macroscopic number of atoms
in the excited state whose collective behavior produces
an enhancement of spontaneous emission (proportional to
the number of cooperating atoms in the sample). Crucially,
this phenomenology is in direct link with experimentally
feasible quantum simulators. Recently, Nagy and co-
workers [14] argued that the Dicke model effectively
describes the self-organization phase transition of a
Bose-Einstein condensate in an optical cavity [15,16].
Additionally, Dimer and colleagues [17] proposed a cav-
ity-QED realization of the Dicke model based on cavity-
mediated Raman transitions, closer in spirit to the original
Dicke’s idea. Evidence of superradiance in this system is
reported in [18]. An implementation of generalized Dicke
models in hybrid quantum systems has also been put
forward [19]. More generally, Dicke-like Hamiltonians
describe a variety of physical systems, ranging from circuit

QED [20–24] to cavity QED with Dirac fermions in
graphene [25–27]. Additionally, disorder and frustration
of the atom-photon couplings have an important role in the
study of a Bose-Einstein condensate in multimode cavities
[28,29]. Recent works [30,31] discussed a multimodal-
cavity QED simulator with disordered interactions. The
authors argue that these systems could be employed to
explore spin-glass properties at the quantum level [30–32].
In a follow-up work [33], Gopalakrishnan et al. found an
interesting analogy with Hopfield networks at the pertur-
bative level. However, the possible quantum computation
applications of this new class of quantum simulators remain
relatively unexplored.
In this Letter, we consider a multimode disordered Dicke

model with a finite number of modes. We calculate exactly
(in the thermodynamic limit) the free energy of the system
at temperature T ¼ 1=β and we find a superradiant phase
transition characterized by the same free-energy landscape
of the Hopfield model [34] in the so-called “symmetry-
broken” phase, with the typical strong-coupling threshold
of the Dicke model. From the theoretical standpoint, our
results generalize to the case of quenched disordered
couplings the remarkable analysis performed by Lieb et al.
[11–13]. The choice of frozen couplings is compatible with
the characteristic time scales involved in light-matter
interactions. The calculation of the partition function leads
us to suggest variational ground states for the model, which
we conjecture to be exact in the thermodynamic limit.
The physical consequences of this analysis are fascinat-

ing: once the multimode strong-coupling regime is reached
and qubit-photon couplings are engineered, it should be
possible to build a pattern-storing system whose underlying
dynamics is fully governed by quantum laws. Moreover,
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Dicke quantum simulators here analyzed may be suitable to
implement specific optimization problems, in the spirit of
adiabatic quantum computation [4–6]. We point out a
nonpolynomial optimization problem [4,5,35], number
partitioning, which could be implemented in a single-mode
cavity-QED setup with controllable disorder. Computing
applications based on cavity-mediated interactions might
own the advantage to be a viable way to generate entangled
many-body states with remarkable scalability properties, as
recently shown in Ref. [36].
Hopfield’s main idea [34] is that the retrieval of stored

information, such as memory patterns, may emerge as a
collective dynamical property of microscopic constituents
(“neurons”) whose interconnections (“synapses”) are rein-
forced or weakened through a training phase (e.g.,Hebbian
learning [37,38]). This is achieved in his model through a
fictitious neuronal dynamics whose effect is to minimize
the Lyapunov cost function:

E ¼ −
1

2

XN
i;j¼1

TijSiSj; ð1Þ

where N is the number of neurons, Si ¼ 1 if the ith neuron

is active, and −1 otherwise, and the p stored patterns ξðkÞi ¼
�1 (k ¼ 1;…; p) determine the interconnections Tij

through the relation: Tij ¼ 1=N
P

kξ
ðkÞ
i ξðkÞj − pδij. The

analysis in Ref. [34] shows that the long-time dynamics
always converges to one of the p stored patterns; i.e., these
configurations are the global minima of the cost function,
Eq. (1). The interpretation of this result is that a suitable
choice of the interconnections allows us to store a given
number of memory patterns into the neural network. Data
retrieval is achieved through an algorithm that minimizes
the energy function, Eq. (1). A phase transition to a
“complex” phase marks the intrinsic limitation on the
number of patterns p that can be stored. If p exceeds
the critical threshold p ∼ 0.14N many failures in the
process of retrieval occur [39,40].
In this Letter, we consider the following multimode

Dicke Hamiltonian:

H ¼
XM
k¼1

ωa†kak þ Δ
XN
i¼1

σzi þ
XN;M

i;k¼1

~gikðak þ a†kÞσxi ; ð2Þ

effectively modeling the quantum light-matter interaction
of N two-level systems with detuning Δ and M electro-
magnetic modes that are supposed to be quasidegenerate at
the common frequency ω and with couplings that we
parametrize for future convenience as ~gik ¼ Ωgik=

ffiffiffiffi
N

p
,

where Ω is the Rabi frequency and the dimensionless
gik’s are both atom and mode dependent. In cavity-QED
realizations, ω represents the detuning between the cavity
frequency and the pumping frequency and could be both

positive or negative. A possible choice of the couplings is
gil ¼ cosðklxiÞ, with kl being the wave vector of the photon
and xi the position of ith atom [31].
We are interested in the thermodynamic properties of

this system in the limit M ≪ N, and thus in evaluating
the partition function Z ¼ Tre−βH. This evaluation can be
performed rigorously in the thermodynamic limit (N → ∞)
using the techniques introduced in Refs. [11–13]. We first
consider the fully commuting limit Δ ¼ 0. In this case the
evaluation of the partition function is straightforward (see
Supplemental Material [41]) and we obtain Z ¼ ZFBZH,
where ZFB is a free boson partition function and ZH is a
classical Ising model with a local quenched exchange
interactions of the form:

Jij ¼ −
Ω2

N

XM
k¼1

gikgjk
ω

: ð3Þ

The physical interpretation of this result is that photons
mediate long range interactions among the atoms, resulting
in an atomic effective Hamiltonian described by a fully
connected Ising model (see Fig. 1). The role of the
couplings gik can be understood from Eq. (1) in the context
of the Hopfield network. They are the memory patterns
stored in the system. By computing exactly the free energy
of the model, we will show that this interpretation stays
unaltered in the more complicated case Δ ≠ 0.
We now proceed to the evaluation of the quantum

partition function. We use the method of Wang and
co-workers [13,42] (proved to be exact in the

FIG. 1 (color online). In the Dicke model, photons (yellow
lines) mediate a long range interaction between qubits (green
circles). The drawing sketches schematically a six qubits system
within its fully connected graph and its internal level structure. In
the standard single-mode Dicke model, the exchange coupling is
fixed at the same value for every pair of qubits. In systems where
both many modes and disorder are present, the exchange
couplings are qubit dependent and take the form given by Eq. (3).
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thermodynamic limit forM=N → 0 [12]). A generalization
of these results to the case of finite-bandwidth frequency is
reported in the Supplemental Material [41]. We introduce a
set of coherent states jαki with αk ¼ xk þ iyk, one for each
electromagnetic mode k, and we expand the partition
function on this overcomplete basis:

Z ¼
Z YM

k¼1

d2αk
π

TrAhfαgje−βHjfαgi; ð4Þ

where TrA is the atomic trace only. The only technical
complication is the calculation of the matrix element in
Eq. (4). This turns out to be equal, apart from nonextensive
contributions, to the exponential of the operator in Eq. (2)
with the replacements ak; a

†
k → αk; α�k [12,13]. At this

stage the trace over the atomic degrees of freedom can
be easily performed. The integral over the imaginary parts
of αk’s gives an overall unimportant constant. Finally,
defining the M-dimensional vectors x ¼ ðx1; x2;…; xMÞ
and gi ¼ ðgi1; gi2;…; giMÞ, and with the change of varia-
bles m ¼ x=

ffiffiffiffi
N

p
, the partition function assumes a suitable

form for performing a saddle-point integration, i.e.,
Z ¼ R dMme−NfðmÞ. Here, f is the free energy

fðmÞ ¼ βm ·m −
1

N

XN
i¼1

logGðm;giÞ; ð5Þ

with Gðm;giÞ ¼ 2 cosh ½βðΔ2 þ Ω2ðgi ·mÞ2Þ12�.
The order parameter m describes the superradiant phase

transition. Physically, it gives the mean number of photons
in every mode [43]. Its value is determined by minimizing
the free energy in Eq. (5). Solutions of this optimization
problem are, in principle, gi dependent, but in the thermo-
dynamic limit both the free energy and the saddle-point
equation are self-averaging [39]. Thus, we conclude
that the free energy and the saddle-point equations are
given by

fðmÞ ¼ βm ·m − hlogGðm;gÞig;

m ¼ Ω2

2

�ðg ·mÞg
μðgÞ tanh ðβμðgÞÞ

�
g
; ð6Þ

with μðgÞ ¼ ðΔ2 þ Ω2ðg ·mÞ2Þ12 and h� � �ig representing
the average over the disorder distribution. Equation (6)
reduces to the mean-field equations for the Hopfield model
for Δ → 0 [39]. Thus, Δ may be intended as a quantum
annealer parameter. To fully specify the model, the prob-
ability distribution for the couplings is needed. In the
following we will assume

PðgÞ ¼
YM
k¼1

�
1

2
δðgk − 1Þ þ 1

2
δðgk þ 1Þ

�
; ð7Þ

but we have verified that the results are qualitatively robust
as long as the disorder is not too peaked around zero in
accordance with the classical results of Ref. [39]. To
locate the critical point, it suffices to expand in Taylor
series Eq. (6). As in the conventional Dicke model, a
temperature-independent threshold Ω2

c ¼ 2Δ emerges. For
Ω < Ωc, the phase transition is inhibited at all temper-
atures. Whenever the magnitude of the coupling exceeds
this threshold value, the critical temperature is located
at Tc ¼ Δ=arctanhð2Δ=Ω2Þ.
Above the critical temperature Tc the only solution to

Eq. (6) is a paramagnetic state, withmk ¼ 0 for all k. Below
Tc, different solutions appear. We now set out to classify
these solutions and their stability under temperature
decrease. For this analysis, we both considered the
Hessian matrix ∂2f=∂mk∂ml (see Supplemental Material
for its explicit expression [41]) and numerical optimization
(Fig. 2). The key point, as mentioned above, is that in this
symmetry-broken phase the system takes 2M degenerate
ground states (as well as many metastable states energeti-
cally well separated from the ground states). In other words,
also in this fully quantum limit the free-energy landscape
still closely resembles that of the Hopfield model [39].
The ground state solutions have the explicit form:

mk ¼ mð1Þð0; 0;…; 0|fflfflfflfflffl{zfflfflfflfflffl}
k−1times

; 1; 0;…; 0|fflfflfflfflffl{zfflfflfflfflffl}
M−kþ1times

Þ: ð8Þ

Equation (6) for the order parameter mð1Þ reduces
to 2μðmð1ÞÞ ¼ Ω2 tanh (βμðmð1ÞÞ), where μðmð1ÞÞ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ2 þ Ω2ðmð1ÞÞ2

q
. In the zero temperature limit the order

parameter can be evaluated exactly:

FIG. 2 (color online). Order parameter mð1Þ in Eq. (9) as a
function of Δ in the ultrastrong coupling regime (Ω > Ωc) at
T ¼ 0. On the theoretical curve (dashed line) are superposed the
results (green dots) of a naive numerical optimization algorithm
minimizing the ground state energy ansatz in Eq. (11). The
parameters of the simulation are Ω ¼ 4, N ¼ 100, M ¼ 10.
Green dots are the result of a single realization of the disorder.
This plot suggests that at N ¼ 100 the system is already close to
the thermodynamic limit behavior. The classical Hopfield model
is recovered in the limit Δ → 0.
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mð1Þ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2

4
−
Δ2

Ω2

r
: ð9Þ

At zero temperature the most interesting state is the
ground state (GS) of the Hamiltonian equation (2). Inspired
by the calculation above we propose the variational ansatz
for the GS:

jGSi ¼ jα1; α2;…; αMijspinðα1;…; αMÞi; ð10Þ

where jα1; α2;…; αMi is the product of M coherent states
and the spin part is factorized. The mean value of the energy
in this GS is given by

EGSðmÞ ¼ m ·m −
D ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Δ2 þ Ω2ðg ·mÞ2
q E

g
: ð11Þ

This expression exactly equals the free energy computed
previously in the limit β → ∞, which leads us to conjecture
that our factorized variational ansatz is exact. The quantum
phase transition is located at the critical coupling
Ω ¼ Ωc ¼

ffiffiffiffiffiffi
2Δ

p
, at which the paramagnetic solution

becomes unstable. In the symmetry-broken phase we have
2M degenerate ground states of the form

jGSik ¼ j0; 0;…; 0|fflfflfflfflffl{zfflfflfflfflffl}
k−1times

;�mð1Þ; 0;…; 0|fflfflffl{zfflfflffl}
M−ktimes

ijspinð�mð1ÞÞik;

ð12Þ

with k ¼ 1;…;M. The spin wave function is also factor-
ized jspinð�mð1ÞÞik ¼

Q
ijsiik, with

jsiik ¼
1

N

 
−
−Δþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ2 þ β2ik

q
βik

jeii þ jgii
!
; ð13Þ

whereN is a normalization, βik ¼ gikmð1Þ, and jeii, jgii are
σzi ’s eigenstates. It is worth noting that, as expected, the
ground state energy is a self-averaging quantity, whereas
the ground states are not, being disorder dependent also in
the thermodynamic limit.
The above calculation shows that in the superradiant

phase, the ground state of the system is a quantum super-
position of the 2M degenerate eigenvectors given by
Eqs. (12) and (13). Their explicit form suggests that at
fixed disorder and mode number the information about the
disordered couplings belonging to the kth mode is printed
on the atomic wave function. Moreover, the photonic parts
of the wave functions are all orthogonal for k1 ≠ k2 in the
thermodynamic limit. This implies that, in principle, a
suitable measure on the photons subsystem causes the
collapse over one of the 2M ground states and gives thus
the possibility to retrieve information (“patterns”) stored in
the atomic wave function.

One may wonder how these ideas may translate in a
feasible experimental scheme. As mentioned above, a
single-mode Dicke model has been recently realized with
cavity-mediated Raman transitions in cavity QED with
ultracold atoms [18]. A multimode cavity-QED setup
supporting disordered couplings has been proposed in
Refs. [30,31], and preliminary evidence of superradiance
in this system was found in [44]. Setups operating in a
multimode regime were recently suggested also in circuit
QED [45–47]. Thus, the ideas on quantum pattern retrieval
may directly apply on cavity-QED experimental setups
similar to the ones studied in Refs. [30,33,48]. The only
missing ingredient is a concrete strategy to tune the atom-
photon interactions. While this step might be technically
involved, single-atom manipulation techniques are rapidly
developing [49]. This technology should make it possible
to fix the position of the atoms, and thus tune the coupling
constants.
We surmise that multimode Dicke quantum setups with

controllable disorder could be used beyond storage, to
simulate specific optimization problems. Indeed, finding
the ground state of classical spin models with disordered
interactions is equivalent, in most cases, to finding sol-
utions of computationally expensive nonpolynomial prob-
lems [35]. For example, the simplest nonpolynomial-hard
problem, number partitioning, could be implemented in a
single-mode cavity-QED setup with controllable disorder
as follows. Number partitioning can be formulated
as an optimization problem [50]: given a set A ¼
fa1; a2;…; aNg of positive numbers, find a partition,
i.e., a subset A0 ⊂ A, such that the residue E ¼
jPaj∈A0aj −

P
aj∉A0ajj is minimized. A partition can be

defined by numbers Sj ¼ �1: Sj ¼ 1 if aj ∈ A0, Sj ¼ −1
otherwise. The cost function can be replaced by a classical
spin Hamiltonian: H ¼PN

i;j¼1 aiajSiSj, whose ground
state is equivalent to the minimum partition. In a single-
mode cavity-QED network, couplings have the simple form
gi ¼ cosðkxiÞ [31]. By the definition of a ¼ maxAaj and
~aj ¼ aj=a, single-atom manipulation techniques might
make it possible to engineer the gi’s in order to implement
a given instance of the problem, provided that the cavity is
in the “blue” detuned regime and hence the couplings have
the appropriate sign [see Eq. (3)]. With a suitably slow
annealing of the atomic detuning Δ (to ensure applicability
of the adiabatic theorem), the system should collapse on
qubit configurations that are solutions of the corresponding
optimization problem.
In conclusion, this Letter provides the first rigorous

analysis of the multimode disordered Dicke model, valid
beyond the weak-coupling regime and exact in the thermo-
dynamic limit. The equivalence between the multimodal
disordered Dicke model and a quantum Hopfield network
[51], together with the proposal of a cavity-QED setup
implementing a nonpolynomial optimization problem,
demonstrates the possibility of quantum computational
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abilities of this new class of quantum simulators. Our
proposal is conceptually complementary to a standard
quantum computation perspective [52,53]. Indeed, the
information can be “written” on the qubits through a
quantum annealing on the detuning Δ, similarly to what
happens for adiabatic quantum computation [4–6].
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