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Introduction

The purpose of this thesis work is a deep theoretical study of the physical characteristics
and of the annihilation dynamics of a positronium atom (Ps) inside condensed matter,
especially in porous and amorphous materials, to the aim of interpreting experimental
observations. The need for improved theoretical models with respect to simple and well
known examples found in past literature is justified by the lack of a simple explana-
tion for the well known phenomenon of the lowering of the contact density, a quantum
parameter describing the electron density at the positron position. Given that this pa-
rameter is experimentally accessible, connecting its value to specific properties would be
extremely useful in the context of structural analysis of materials.

The thesis is organized as follows: in a first chapter we will review the physics of
both Ps in vacuum and in matter. Special attention will be devoted to the introduction of
the magnetic quenching effect and to the concepts of pickoff process and contact density,
which are fundamental to understand the current research. In the second chapter we
will describe the most famous models and theoretical techniques used in literature to
describe Ps, particularly when a confinement effect in small cavities is present, together
with their limitations and their failure in describing some experimental aspects.

In the third chapter we analyze a simple two-particle model we formulated to de-
scribe Ps confined in nanopores. This model is based on the observation that the confin-
ing potential acting on Ps is a net result of two independent and different contributions,
acting on the electron and on the positron separately. In particular, a positive value for
the positron work function, as derived by theoretical models and found, for example,
in silica, suggests that the positron is attracted toward the medium and then is not con-
fined a priori. The well known confining behavior of Ps is then related to the repulsive
electron-electron interaction at short distances and to the strong Pauli exchange forces
with bulk electrons. In this picture, it is the electron in o-Ps that prevents large overlap
between Ps and electrons in matter.

By applying approximate semi-analytical techniques, a variational method approach,
and finally a quantum montecarlo code, we were able to demonstrate that our model cor-
rectly describe the lowering of the contact density, obtaining also promising results in the
comparison with experimental data. Despite that, this model was not fully satisfactory,
because it is based on a macroscopic parameter, the positron work function, which is not
clearly defined for all kind of materials, nor is it easy to obtain experimentally.

For this reason in the fourth chapter we reconsider the whole problem of Ps con-
finement in porous materials using a different approach, i.e. taking into full account
exchange interactions with surrounding electrons. In particular, we will show how this
problem can be treated by means of symmetry adapted perturbation theories (SAPT)

v
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and local density approximation (LDA). Despite the difficulty of dealing with the full
many-body wavefunction, we will show that, with a few reasonable approximations, it
is possible to formulate a simplified model which accounts for the lowering of the con-
tact density in a natural and simpler way. In turn, this will allow us to clarify some
aspects of the pickoff process which still needed a theoretical description.



Part I

Theoretical background





CHAPTER 1

Positronium physics

In recent years the hydrogenlike bound state of an electron and a positron, namely the
positronium atom (Ps), has been extensively studied in the context of structural analysis
of materials. As a matter of fact, its characteristic behavior inside matter enables to
extract useful information about the medium itself, effectively using Ps as a probe.

Experimentally, Ps is formed implanting positrons inside the material to be studied.
While in metals positrons annihilate without forming a bound state, there is a vast class
of materials where Ps formation mechanisms in bulk are accessible, as for example in
zeolites[1], porous materials[2], amorphous and crystalline SiO2 [3], polymers[4] and
many more. Ps formation is commonly related to many material-specific properties, like
internal structure, electron density, positron work function and ionization energy. After
a thermalization process in bulk[5] [6], the positron captures an electron from the host
material and enters regions of low electron density(i.e. free spaces or pores) as a Ps
atom[7], in particular in the long-living form of o-Ps (see later).

If pores are not interconnected, Ps will be confined inside these sites until its annihi-
lation, a process which in turn is strongly related to the local properties of the material.
This connection is usually provided by means of the pick-off annihilation process, in
which the positron inside Ps annihilates with an external electron of the surrounding
material. While in vacuum the annihilation rate depends on the electron density at the
positron position (the contact density k [8]), in matter the pick-off process dominates as
it strongly reduces the lifetime of the long-living component o-Ps from the vacuum value
(142ns) to a few ns [9] .

Usually the pick-off signature of o-Ps obtained with PALS (Positron Annihilation
Lifetime Spectroscopy) experimental techniques can be easily separated from faster an-
nihilation processes related to other annihilation channels. Furthermore, the contact den-
sity can also be experimentally determined either by exploiting the magnetic quenching
of Ps or by analyzing the 3γ/2γ generation ratio [10]. This enable to connect data with
suitable models of the properties of Ps in small cavities and to obtain information on
pore dimensions and other material characteristics.

In this chapter we give an overview of the Physics of Ps in vacuum and in matter,
in order to introduce some concepts and properties that are necessary to understand the
following work.

1.1 General properties of Ps in vacuum

1.1.1 Energy levels and annihilation rates

Positronium (Ps) is an atomic system consisting of an electron and its anti-particle, a
positron, bound together via Coulomb force in a so–called exotic atom. Given that both
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constituents are stable elementary particles without substructures, Ps is the simplest
quantum electrodinamical bound system in nature, and the only relevant interaction
is the electromagnetic one. Moreover it can be assumed that the two particles have the
same mass me and opposite charge e.

Ps is hydrogen-like, but since the reduced mass is µ = me/2, the bare values of the
energy levels are reduced to half those found in the hydrogen atom, so that the binding
energy of ground state positronium is approximately ≈ 6.8 eV in the non-relativistic
approximation: [5]

Enot rel. = − mee
4

4n2~2

EGS
not rel. = −mee

4

4~2
= −6.8 eV

(1.1)

The existence of this bound state was predicted by Mohorovicic [11] in 1934 and it was
first detected from its annihilation properties γ–photons in 1951 by Deutsch at MIT [12].

Like for hydrogen, positronium ground state is almost degenerate with respect to its
spin configuration. The singlet state (S = 0, sz = 0) is called para-Positronium (p-Ps ) and
has an anti-symmetric spin configuration, while the triplet state (S = 1, sz = −1, 0, 1) is
called ortho-Positronium (o-Ps ) and it has a symmetric spin configuration. In absence of
an external magnetic field, the portion of Ps created in the two configurations is roughly
1 : 3, being the o-Ps state triply degenerate. The small Hyperfine splitting ∆st between
the singlet and triplet spin configuration in the ground state n = 1, l = 0 Ps is given
by[13, 14]:

∆st =
7

6
ERYDα

2 ≈ 8× 10−4eV (1.2)

where 4/6 comes from the spin-spin interaction and 3/6 from the one-photon virtual
annihilation of o-Ps . The short-lived p-Ps lies lower in energy but since radiative tran-
sitions from triplet to singlet state are forbidden (under electric dipole approximation)
o-Ps is stable in vacuum[15].

Unlike hydrogen there are some important differences between the two spin con-
figurations due to their annihilation properties. Indeed, in order to conserve angular
momentum and to impose CP invariance, Yang (1950) [16] and Wolfenstein and Raven-
hall (1952) [17] concluded that positronium in a state with spin S and orbital angular
momentum L can only annihilate into nγ gamma–photons, where

(−1)nγ = (−1)L+S . (1.3)

Equation 1.3 predicts that annihilation of the p-Ps (11S0) and o-Ps (13S1) states can
only proceed by the emission of even and odd numbers of photons respectively.

In both cases the lowest order processes dominate although observation of the five-
photon decay of o-Ps has been reported [18]. The annihilation rate is directly connected
with the number of photon created in each annihilation process by a factor of the order of
the fine structure constant (α ' 1/137.036)coming directly from the Feynman rules. This
way p-Ps annihilation rate is about 103 times greater than that of the o-Ps . This means
that the mean lifetimes of the two states are very different. The lowest order contrubu-
tions to the annihilation rates for the 1S0 and 3S1 states of positronium with principal
quantum number n were first calculated by Pirenne (1946) and Ore et al.(1949) [15, 19]
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respectively, and are given by:

λ2γ(n1S0) =
mc2α5

2~n3
(1.4)

and

λ3γ(n3S1) =
2

9π
(π2 − 9)

mc2α6

~n3
(1.5)

In the following, we will use λ2γ and λ3γ as a short notation for the ground state (n = 1)
annihilation rates. It is found that λ2γ ' 8GHz, whereas λ3γ ' 7MHz.

The reciprocals of these annihilation rates are the lifetimes of the 1S0 and 3S1 states
and they are around 124ps and 142ns respectively. Higher orders annihilation process
are reduced approximately by a factor α for each additional photons and thus are com-
monly discarded. Given that p-Ps /o-Ps formation ratio in vacuum is 1/3, we introduce
here the spin-averaged annihilation rate

λ̄ = (
1

4
λ2γ +

3

4
λ3γ) = 2.01[ns]−1 (1.6)

which will be extensively used throughout this work.
It is interesting to note that lifetimes of excited Ps states in vacuum, i.e. with n > 1, are

much longer. Alekseev (1958)[20] calculated the lifetime against annihilation for Ps in the
2P states to be > 10−4s , which is several orders of magnitude greater that the mean life
for optical de-exitation. As an example, the 2P−1S transition has a characteristic lifetime
of 3.2ns(in both spin configurations). The actual lifetime of an excited state may therefore
be determined mainly by the lifetime of the atomic transition. Therefore, instead of the
positronium annihilating directly in a 2P state, it is far more likely to make an optical
transition to an 1S state, where annihilation than take place with standard rates λ2γ and
λ3γ .
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1.1.2 The wavefunction of free Ps

As anticipated in the previous section, the non-relativistic description of Ps in vacuum
can be done using the same two-body technique used for the hydrogen atom, the main
difference being that, since positron’s and electron’s mass are equal, the center of mass
will be in the middle between the two particles. The solution of the Schrödinger equation
in free space is easily found by separating center of mass and relative position variables,
R and r respectively:

r = rp − re R =
rp + re

2

p =
pp − pe

2
P = pp + pe

(1.7)

where rp(re) is the positron(electron) position. Since the hamiltonian is separable in
these coordinates, its wavefunctions (solution of the eigenvalue problem) will factorize:

Ψ(R, r) = Φk(R)ϕnlm(r, θ, φ) (1.8)

The relative wavefunction ϕ depends on the well know quantum numbers (n, l,m)

ϕnlm(r, θ, φ) = Rnl(r)Ylm(θ, φ) (1.9)

where Rn,l(r) is the radial part of the wavefunction, Yl,m(θ, φ) are the spherical har-
monics functions. Φk describes the free motion of the center of mass, i.e. a plane wave
parametrized by a wave vector K. For the ground state, assuming for simplicity nor-
malization of Φk on a large volume V , we explicitly have:

ΨGS(R, r) =
1√
V
eiK·RR10(r)Y00(θ, φ)

=
1√
V
eiK·R

2√
4π

(
1

2a0
)3/2e−r/2a0

(1.10)

where a0 = 4πε0~2

mee2
≈ 0.529Å is the Bohr radius.

The full ground state wavefunction will be just the product of the spatial and the spin
component:

ΨPs
s,sz (p, e) = ΨGS(R, r)χs,sz (σp, σe) (1.11)

where we have introduced the spin-spatial coordinates e = (σe, re) and p = (σp, rp),
while χs,sz are the well known eigenfunctions of S2 and Sz :

χ00(σ1, σ2) =
s↑(σ1)s↓(σ2)− s↓(σ1)s↑(σ2)√

2

χ10(σ1, σ2) =
s↑(σ1)s↓(σ2) + s↓(σ1)s↑(σ2)√

2

χ11(σ1, σ2) = s↑(σ1)s↑(σ2)

χ1−1(σ1, σ2) = s↓(σ1)s↓(σ2)

(1.12)

which describe the singlet p-Ps state and the 3 triplets o-Ps states respectively.
Beside the spin configuration, the most important parameter entering the description

of Ps annihilation is the so-called contact density k0. The contact density is defined as
the probability of finding the electron at the positron position [8], and it’s related to the
spatial part of the wavefunction. The importance of this parameter is due to the fact
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that the annihilation rates of both p-Ps and o-Ps in vacuum are proportional to k0, so that
Eq. 1.4 and Eq. 1.5 can be equivalently written as[14]:

λ2γ = 4πr2
0ck0 (1.13)

for p-Ps and

λ3γ =
4

9π
(π2 − 9)αλ2γ (1.14)

for o-Ps , where r0 = α2a0 is the classical electron radius and c is the speed of light. In
vacuum, the value in of the contact density k0 can be easily derived with the help of a
Dirac delta:

k0 =

∫
|ΨGS(R, r)|2 δ3(rp − re) d

3r+ d
3r−

=

∫
|Φ(R)|2 |ϕ100(r, θ, φ)|2 δ(r)

4πr2
r2 sin θ dr dθ dφ d3R

=

∣∣∣∣ 2√
4π

(
1

2a0
)3/2e−r/2a0

∣∣∣∣2
∣∣∣∣∣
r=0

=
1

8πa3
0

(1.15)

where we have used the expression of the Dirac delta in spherical coordinates. The factor
8 in the denominator comes from the fact that the Ps Bohr radius is twice the hydrogen
Bohr radius a0.

1.2 The annihilation operator

As we’ve seen, positron annihilation rates with the bound electron of ground state Ps in
vacuum are theoretically (and experimentally) well known and understood. This is not
generally true in matter, where a fully quantum electrodynamical (QED) description of
the electron-positron annihilation is not de facto possible.

As pointed out by many authors [21], this QED phenomenon can be described in
a simpler way through the introduction of an effective absorption potential −i~λ̂/2 in
the ordinary time-dependent Schrödinger equation of the quantum mechanical system
under examination, where λ is a suitable loss rate operator. Being imaginary, this po-
tential leads to an exponential decay of the positron (positronium) wavefunction, which
accounts for particle loss and which rate can be determined via PALS experiment (see
Sec. 1.6). The factor 1/2 arises from the fact that the general definition is given in terms
of the probability density:

d

dt
|ψ|2 = −λ|ψ|2 (1.16)

where as usual λ = τ−1 is the inverse of the lifetime.
However, this time-dependent approach is often pushed aside in favor of a time-

independent one. In the standard theory of positron-atom scattering, for example, the
system is usually described in terms of the Hamiltonian Ĥ0 including only the Coulomb
potentials and not the absorption term. The wave function Ψ0 thus obtained is then used
to calculate the pair annihilation rate during the collision λ as expectation value of λ̂:

〈Ψ0| λ̂ |Ψ0〉 = λ (1.17)
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In this context, this is justified by the fact that collision time is much shorter than Ps
lifetime and the probability of pair annihilation during the collision is small[21, 22]. In
general, it is assumed that the imaginary part of the energy is so small with respect to
the real part that it can be treated as a perturbation of the time independent solution. As
an example one may note that for p-Ps one has ~λ2γ/2 = 2.6µeV, which is several order
of magnitudes lower than the ground state excitation energy.

Historically, this approach was also widely used in the context of positron annihi-
lation not only in metals, where a proper bound Ps state can not be formed, but also
in liquids and condensed matter. In all cases, the form of λ̂ is chosen in a way that its
expectation value over the unperturbed positronium 1s wavefunction recovers known
vacuum values.

The most common expression of the total annihilation operator for a positron sur-
rounded by N electrons is the sum of N formally identical terms1

−i~
2
λ̂ = −i~

2

N∑
i=1

λ̂i = Nλ̂1 (1.18)

each given by[9]:

λ̂i = 8πa3
0δ

3(rp − ri)

[
1− Σp,i

2
λ2γ +

1 + Σp,i
2

λ3γ

]
(1.19)

where 8πa3
0 is the inverse contact density of unperturbed positronium, rp and ri are

positron and electrons coordinates, respectively, and Σp,i is the spin exchange operator.
In this approximation λ̂ is basically a ”contact operator” i.e., it is a linear combination of
δ functions of the electron positron distance. The spin exchange operator Σ guarantees
that the antisymmetric spin state (p-Ps ) annihilate via 2γ emission while the symmetric
spin state (o-Ps ) via 3γ emission. It’s easy to see that this form of λ̂i is diagonal in the
n = 1 subspace of unperturbed Ps and gives the correct annihilation value for p-Ps and
o-Ps states in vacuum.

1.3 Positronium in matter

Positronium cannot be found in nature, but abundant emission of Ps in the vacuum
has been observed by bombarding surfaces of different solid materials with a positron
beam. However, positronium formation is just one possible outcome of the multiple
annihilation channels of positron in matter. For this reason in the first part of this section
we will review the main characteristics of positron annihilation in matter.

1.3.1 Positron annihilation in matter

Whenever a positron enters a medium or encounters an atom it will eventually annihi-
lates with an electron at a rate which will depend on the local electron density[5]. In con-
densed matter for example, positron lifetimes in bulk are typically less than 500ps (if no
Ps is formed), while in low density gases this can be order of magnitudes longer. Gener-
ally when a positron reaches the surface of a sample, it can either backscatter or enter into
the material. The fraction of backscattered positrons will be strongly dependent on both

1The reader may note that for a system of more electrons, the expectation value must be calculated on a
completely antysymmetric many body wavefunction.
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the type of the material and implantation energy. On the contrary positrons entering a
solid lose their energy very effectively through Coulomb scattering. This thermalization
process is usually faster than the annihilation rate, so that the majority of positrons are
thermalized before annihilation[23]. After this process the positron essentially remains
in a free or delocalized state and it starts to diffuse around. In this phase it can either
directly annihilate or be emitted back in the vacuum as slow e+ or Ps.

In metals, positron behavior has been extensively studied by many authors. Given
the possibility of describing bulk conduction electrons as an electron gas (HEG), metals
provide indeed a natural framework to test ab initio perturbation theories of positron-
electron interaction. Kahana [24] first showed that an accurate description of the total
annihilation rate in many metals of any density can be obtained by iterating the screened
electron-positron potential deduced in the high-density limit. In general, for a system of
low energy electrons and positrons, the annihilation rate is directly proportional to the
electronic density at the positron position. Given the Coulomb attraction, this quantity
is strongly dependent on the short range correlations between the two annihilating par-
ticles. If one neglects positron-electron correlations, the resulting system of a positron
interacting with an electron gas in a uniform background-charge (jellium) is recovered.
This zero-order approximation is referred to as independent particle model (IPM). Im-
proved calculations must include correlations. This is usually achieved through the in-
troduction of an enhancement factor which describes the piling up of electrons around
the positron (screening charge). We will review IPM and the enhancement factor in Sec-
tion 2.3. We note here that at extreme low densities one would expect the positron to be
correlated with just one electron in a quasipositronium atom. However, given the non-
vanishing exchange interactions between electrons, there is complete mixing of triplet
and singlet spin states, so that the state (and its annihilation rate) will be more similar to
that of a positronium negative ion, as briefly discussed in subsection 1.5.

Experimentally it was discovered that real metals often exhibit a long-lived compo-
nent in the annihilation spectra. It was soon realized that this can be easily explained by
the formation of a spatially localized positron state. This in turn is linked to the pres-
ence of defects inside the metals, such as vacancies, voids, ionic centers and so on[25],
characterized by a low electron density. In particular this is possible thanks to the high
trapping probability of the positron, which makes experimental methods sensitive to de-
fects already at low defect concentrations(∼ 10−6) [26]. First principle calculations for
positron-annihilation in defected materials are usually performed in the framework of
two-component density functional theory where the vacancy is approximated as a hole
in the jellium background[27, 28]. These calculations assumed great importance espe-
cially in the study of voids in materials used in nuclear reactors technology, since they
provide the only way to experimentally measure their size and distribution.

Electron-positron correlations play a major role also in the study of positron-atom
interactions. Beside the enhancement of the electron-positron contact density, the main
correlation effects in this case are the polarization of the atomic system by the positron
and the virtual positronium formation[29]. As for metals, the first one is very impor-
tant for calculating positron annihilation rate while the last two effects are crucial for an
accurate description of positron-atom scattering.

While some quartz and ionic crystals exhibit only fast positron decay (for example in
NaCl with a lifetime of 2.0 10−10s), other materials like common insulators and gas show
widespread occurrence of an additional slow mode of decay. The situation is slightly
different from what we saw before regarding defected metals because this time lifetimes
are much longer. It is generally accepted that this is due to the formation of o-Ps [30].
Since, as opposite to metals, there are no free conduction electrons to interact with, Ps



10 1.3 Positronium in matter

Figure 1.1: Schematic energy-level diagram for electron and positron in solids.

can be considered more or less isolated from the electronic charge of surrounding atoms.
Before discussing the behavior of Ps, we will review the energetics of its formation in the
next section.

1.3.2 Positron and electron energy levels in solids

In order to qualitatively understand positronium formation and trapping in solids, it is
useful to introduce two standard measurable quantities: the positron work function and
the positronium formation potential [31]. The work function is defined as the energy
required to remove an electron or a positron from the material to a state at rest in the
vacuum nearby the surface, and thus it strongly depends on the properties of the sur-
face. In every standard band-structure calculation, both electron and positron energy
levels are solved respect to a common reference level called crystal zero. However this
level is defined for perfect infinite lattices without a surface and so it is a bulk property.
For instance, the electron chemical potential µ− is defined (see Fig. 1.1) as the distance
of the Fermi level from the crystal zero. Similarly, the distance of the lowest positron
energy level from the crystal zero is the positron chemical potential µ+. The crystal zero
is related to the Coulomb potential and it can be defined, for example, as the average
electrostatic potential in the infinite lattice, or the average value of the electrostatic po-
tential on the surface of the Wigner-Seitz cell. The surface effects are collected in a term
called surface dipole ∆, that is just the energy distance between the electrostatic poten-
tial level, which a test charge feels in the vacuum, and the crystal zero. This quantity is
the same for electron and positron but it has a different sign due to their opposite charge.
The surface dipole depends on the electronic structure of the surface, especially on the
spilling of the electron density into the vacuum. The electron work function φ− is the
distance between the absolute Fermi level and the vacuum level and thus is the sum of
the electron chemical potential and of the surface dipole:

φ− = ∆− µ− (1.20)

In a similar way we can describe the positron work function:

φ+ = −∆− µ+ (1.21)
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Figure 1.2: Calculated positron affinities A+ (eV ) for elemental metals and group-IV semicon-
ductors (taken from ”Theory of positrons in solids and on solid surfaces”, Puska and Nieminen,
[31])

As we have already seen, inside bulk metals or semiconductors, Ps can exists only as
a quasi-particle (usually known as q-Ps) and is not stable. Near the surface, q-Ps can
escape as free Ps into the vacuum, and the extraction of the thermalized positron and the
Fermi-level electron costs the sum of the two work functions. When forming Ps outside
the surface, the binding energy of EPs = −6.8eV is gained. The energy balance gives for
the Ps formation potential εPs:

εPs = EPs + φ+ + φ− (1.22)

where φ+ and φ− are the positron and electron working function. The more negative εPs
is, the more convenient is for the positron to form Ps. The negative of the sum of these
two working functions is called positron affinity A+. The sign convention is such that
the more negative the positron affinity is, the deeper will be the positron energy level in
the solid and the harder will be to extract it. We can rewrite Eq.1.22 as:

εPs = EPs −A+ (1.23)

Positron affinities and Ps formation potentials have been investigated and calculated
by many authors [31, 29]. In Fig. 1.2 shows an example of calculated positron affinities
for several elemental metals and semiconductors.

In metals, positron affinity is commonly a negative quantity. Its magnitude rises from
the center of the transition-metal series towards left and right[31]. When the distances
between the positive ions in the lattice are relatively large, the Coulomb repulsion felt
by the positron will be small in the interstitial region. This is the qualitative explana-
tion of the strong positron affinities found for example in alkali metals. However strong
affinity values are found also in materials where bond distances are short (group-IV
semiconductors like Si and Ge). This is due to the lattice having a structure (for example
diamond structure) with large open interstitial regions where positrons can reside. In all
these materials a free-positron or Ps-atom escape is therefore predicted to be not possi-
ble. On the other hand, there are materials where the magnitude of the positron affinity
is small (transition-meta1 series). Usually these are used as efficient positron moderators
since they have a large negative positron work function. Fig. 1.3 shows some positron
bulk lifetimes τ calculated by Puska[31] for elemental metals and group-IV semiconduc-
tors. It is clear that where Ps formation is favorable, positron lifetimes are shorter due to
the extremely short para-positronium lifetime component.
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Figure 1.3: Calculated positron bulk lifetimes τ (ps) for elemental metals and group-IV semicon-
ductors (taken from ”Theory of positrons in solids and on solid surfaces”, Puska and Nieminen,
[31])

1.3.3 Ps formation

Positronium formation involves the capture by an incident positron of one electron of the
surrounding, to form a bound state. The most simple framework where Ps formation is
possible is that of positron-atom scattering, where the mechanism can be described by
means of a rearrangement collision channel. In such a charge-transfer process, Ps may be
formed in any excited state ( with principal quantum number n > 1) provided that the
kinetic energy of the incident positron, E , exceeds the difference between the ionization
energy of the target,Ei , and the binding energy of the positronium in that state:

E ≥ Ei − 6.8/n2eV (1.24)

This inequality shows a threshold behavior. It is clear that positronium formation in the
ground state is possible even at zero incident positron energy if the ionization energy of
the target is less than 6.8eV (for example in alkali metal atoms). However in the most
common situations, the threshold energy is a positive value (for example, it is at 6.8eV
for atomic hydrogen and 17.8eV for helium)[5].

Positronium formation in solids strongly depends on material characteristic. As we
saw, it is not possible in metals because of the large amount of free electrons interacting
with the positron, which lead to a rapid annihilation. In insulators, Ps formation can be
see as a two-step process where a Ps or a quasi-particle state is formed first in bulk and
then it is emitted from the surface in vacuum as a Ps atom.

Historically, two main mechanism of Ps formation in bulk have been proposed: the
Ore model and the spur model. Both can be energetically described by the positron work
function φ+ and the electron work function φ− which have already been discussed in
the previous section. We shall just recall here that, in metals, there is no band gap and
energy states are filled up by electrons to the Fermi level so that it is straightforward to
define the minimum energy required to extract them from the bulk. On the contrary in
insulators the work function is associated with surface states (see the discussion in the
previous section) which are usually higher in energy with respect to the valence states
inside the bulk. Furthermore, the electron work function will be of the same order of
magnitude of the band gap inside the material, usually well larger than 6.8eV so that Ps
formation from a valence electron is an extremely hard process: the binding energy of Ps
alone is not sufficient to compensate for the extraction of the positron and of the electron
from the surface.
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This difficulty is overcome by noting that the thermalization of positrons in an insu-
lator is less efficient than in a metal.

The Ore model was first created to explain Ps formation mechanisms in gases. In
this scenario, a Ps bound state is formed during the slowing down of a ”hot” positron
when its residual kinetic energy Te+ is still high enough to pull out an electron from a
molecule, leaving behind a positively charged radical. If IG denotes the first ionization
potential of a molecule, Te+ must then be greater than IG−EPs. At the same time an up-
per bound T Ps

Ore ≤ IG on the Ps kinetic energy must be present since otherwise electronic
excitations and ionizations processes dominate and the species becomes unstable. These
two thresholds define the so called ”Ore gap”. [32] In liquids and solids this model must
be modified by taking into account the normally unknown affinities of the medium for
electrons, positrons, and Ps atoms.[33] In a simplified picture, the Ore gap may be simply
retrieved by substituting the binding energy of Ps in vacuum with that of a quasifree-Ps
(qPs) in matter EqPs ≤ 6.8eV and noting that the energy required to extract a valence
electron is roughly equal to the band gap Egap. The qPs atom in solid is a mobile sys-
tem, as long as it is not trapped by a defect or self trapped in a phonon-cloud; it will
eventually reach and escape from the surface with a residual kinetic energy of the order
of few eV depending on the depth of formation and on the surface properties. We can
write the maximum emission kinetic energy of qPs using the electron and positron work
functions is given by:

T
qPs
Ore = −φ+ − φ− + Te+ + EqPs (1.25)

Despite its general success, the Ore gap was shown to vanish for example in molecular
liquids, which explains the inefficiency of the Ore mechanism there[6] and requires the
introduction of other formation mechanisms.

On the other hand, if a positron fails to form Ps when still hot, it will find itself in
a ”spur”, i.e in a group of reactive intermediates like free electrons, positive ions and
various excited species and radicals created during its slowing down. In this case, if the
average e+-e− distance in the spur is such that the Coulomb interaction energy is greater
than the thermal one, a Ps atom can be generated[34]. This mechanism of Ps formation
from thermal e+ was proposed by Mogensen[33] and is called spur model. In the spur
model, the energy needed to extract one excited electron to the vacuum level will be just
φ−−Egap (which is usually just a few eV), and the maximum emission kinetic energy of
Ps can be derived from Eq. 1.22:

T Ps
spur = −φ+ − φ− + Egap + 6.8eV (1.26)

This process was studied for example in crystalline ice [35] and it was found to become
more and more relevant at higher positron implantation energy Te+ , where the Ps yield
increases. The Ps yield probability can be expressed as: [36]

p(Te+) = pmax + (p0 − pmax)e−
1
2 (
T
e+
E1

)β (1.27)

where p0 , E1 and β are suitable empirical parameters, while pmax is the maximum Ps
yield in the bulk. After formation in bulk, Ps quickly thermalizes and diffuses inside the
material until it eventually reaches the surface and if it finds favorable conditions it is
emitted into vacuum.

Although the two models were long considered as alternatives, they should be viewed
as complementary, and various experiments have detected a fraction of Ps formed by
each process.
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Figure 1.4: Schematic of the possible annihilation channels in porous materials.

Re-emission from the surface of a target under a positron beam is the most com-
mon mechanism of Ps production. However it exists also the possibility of Ps forming a
trapped state inside the material itself. In liquids, for example, Ps is supposed to dig its
own trap (”self-trapping”). In solids on the contrary, traps are geometrically defined by
the rigid arrangement of atoms and molecules. In particular, Ps formation is well known
in porous materials i.e. materials that present free spaces, dislocations or some sort of
cavities in general. This particular situation is actually the object of the present work and
we will discuss it in the next section.

1.3.4 Ps in porous materials

In insulating materials, Ps will preferentially locate in low-electron density regions, such
as defects, pores, cracks, and voids in general. We saw that in metals it is the bare
coulomb repulsion to force positrons into low-electron density vacancies. On the other
hand in porous material, it’s the reduced dielectric interaction present inside a void that
energetically favors Ps trapping[37].

If a Ps or q-Ps is formed in the solid phase of a porous material, it will diffuse to
the nearest pore’s surface and it will eventually escape form bulk to enter inside of it,
because in practice the pore works as a potential well for Ps. It will further localized there
after loosing a small amount of energy by the numerous collisions with the pore wall.
The confining behavior of Ps is commonly related to the Pauli exclusion principle which
prevents Ps electron from entering an already occupied atomic orbital of the surrounding
environment[38, 39, 40, 41]. This kind of Pauli repulsions become very strong at short
distances so that the cavity becomes essentially a quantum well for the electron.

Ps spin state in the cavity region will be the projected onto the singlet or triplet con-
figuration, leading to the usual p-Ps -o-Ps formation probability of 1

4 −
3
4 . This in turn

leads to two distinct lifetime components in the annihilation spectra: a shorter one as-
sociated to p-Ps and a longer one associated to o-Ps . Those lifetimes are different from
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their counterpart in vacuum, especially the triplet one. Indeed, the singlet interaction of
Ps positron with surrounding molecular bound electrons of opposite spin shortens the
lifetime of o-Ps by mixing in the fast 2γ decay mode during wall collisions.

The mechanism by which the Ps positron annihilates not with its bound electron but
with a surrounding electron of opposite spin is called pickoff process. Pickoff is a fast
2γ annihilation channel which can shorten o-Ps lifetime from 142ns to as low as 1ns,
and which reduces the 3γ/2γ branching ratio. Furthermore it is also the reason why
o-Ps plays the key role in probing porous materials, as its description can be connected
to the properties of the surrounding.

This can be easily seen in a classical picture where a single-particle Ps bounces around
the cavity as a gas atom: the smaller the cavity, the higher the bouncing rate and the
higher the pickoff annihilation, which can be seen as a surface effect.

The most general relations for Ps triplet/singlet annihilation rate in matter must then
include the pickoff annihilation rate λpo and they can be written as[9]:

λt = krλ3γ + λpo (1.28a)
λs = krλ2γ + λpo (1.28b)

where kr represents the internal relative contact density, i.e. the ratio between the contact
density in matter and in vacuum (Eq. 1.15), which is generally different from unity. Many
different theoretical models connecting kr and λpo to material characteristics have been
proposed and we will review the most important in the next chapter.

1.4 Ps in magnetic field

Besides pickoff process with external electrons, there is another factor which can deeply
modify Ps annihilation properties even in vacuum: the presence of an external magnetic
field. Given that it is experimentally simple to add such field to any Ps formation exper-
iment, its effects are widely studied and many different treatments regarding Ps annihi-
lation in the presence of magnetic fields are present in literature. Historically, the first
one is due to Halpern[42] and it focused on studying the time variation of the probability
amplitudes of the various states starting from the time dependent Schrödinger equation.
On the other hand, a slightly different approach was used for example by Bisi[43, 44]
and others. This time eigenstates are first calculated by standard perturbation theory in
a time independent framework and annihilation is then taken into account as the expec-
tation value over these eigenstates. In the following we’ll give a complete review of the
problem, underlying the differences. To keep a general notation we will call λs (λt) the
annihilation rate of p-Ps (o-Ps ) without magnetic field. In vacuum of course λs = λ2γ

and λt = λ3γ , while in matter their value may include pickoff annihilation as well.
The magnetic perturbation terms induced by a static magnetic field B in Ps hamilto-

nian reads[45]:
V̂B = +µ0gese ·B − µ0gpsp ·B (1.29)

where ge (gp) and se (sp) are the electron(positron) gyromagnetic ratio and vector spin
operator respectively. In practice, both the gyromagnetic ratios can be taken equal to the
free electron gyromagnetic ratio g = 2 in common situations2. Taking the field direction

2 Corrections with respect to this value are due to QED effects and the fact that Ps is a bound system and
are usually so small they are neglected. For example, for a S-state, it has been calculated [46]:

ge(n) = g(1−
5α2

24n2
−

T

2mc2
) (1.30)
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along the z axis, V̂B can be written using the Pauli matrices σz as:

V̂B =
µ0gBz

2
(σez − σpz) (1.31)

For this interaction, it turns out that the diagonal matrix elements over the spin basis
states |Ψjm〉 (being j the eigenvalue of the total spin S2 and m of the z component Sz )
are zero, showing the well known fact that Ps has no linear Zeeman effect. The only non
vanishing matrix elements are the off diagonals:

〈Ψ00| V̂B |Ψ10〉 = µ0gBz

〈Ψ10| V̂B |Ψ00〉 = µ0gBz
(1.32)

Triplet states withm = 1,−1 are not affected by the field (their lifetime is left unchanged)
while the m = 0 singlet and triplet states become mixed. Following Halpern, we’ll start
from the time dependent Schrödinger equation for these states:

i~
d

dt
|Ψ10(t)〉 =

[
Ĥ0 − i

~
2
λ̂

]
|Ψ10(t)〉+Mz |Ψ00(t)〉 (1.33a)

i~
d

dt
|Ψ00(t)〉 =

[
Ĥ0 − i

~
2
λ̂

]
|Ψ00(t)〉+Mz |Ψ10(t)〉 (1.33b)

where Ĥ0 is the unperturbed Ps hamiltonian,Mz = µ0gBz and the imaginary potential
term −i~2 λ̂, where λ̂ is the annihilation operator (see 1.2), explicitly takes into account
the particle loss due to annihilation. By definition Ĥ0 |Ψjm〉 = Ejm |Ψjm〉 and separating
the time dependence of the amplitudes and phases of these states as:

Ψ10(t) = A10(t) exp

[
−
(
i
E10

~
+

1

2
λt

)
t

]
(1.34a)

Ψ00(t) = A00(t) exp

[
−
(
i
E00

~
+

1

2
λs

)
t

]
(1.34b)

we obtain:

i~
d

dt
A10(t) = MzA00(t) exp

[
+

(
iω0 −

1

2
λ′
)
t

]
(1.35a)

i~
d

dt
A00(t) = MzA10(t) exp

[
−
(
iω0 −

1

2
λ′
)
t

]
(1.35b)

where ω0 = ∆st/~, ∆st = E10−E00 > 0 is the hyperfine splitting (see 1.2) and λ′ = λs−λt.
This system of linear differential equations of first order can be solved differentiating for
example 1.35a with respect to time and using the result in 1.35b to obtain:

Ä10(t)− (iω0 − λ′/2) Ȧ10(t) +
M2
z

~2
A10(t) = 0 (1.36)

which solutions are of the form

A10(t) = C1e
+α+t + C2e

+α−t

A00(t) = D1e
−α−t +D2e

−α+t
(1.37)

where T is the kinetic energy of the atom.
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where D1 and D2 are related to C1 and C2 through Eq. 1.35a and with

α± =

(
iω0 − 1

2λ
′)

2

1±

√√√√1−

(
2Mz

~
(
iω0 − 1

2λ
′
))2

 (1.38)

Following [42] we assume λ′ � ω0 andMz � ω0 we take only the first order expansions:

α+ =

(
iω0 −

1

2
λ′
)
− α−

α− = −i M
2
z

~2ω0
− 1

2
λ′
M2
z

~2ω2
0

(1.39)

so that finally we have:

Ψ10(t) =C1e
−i(E00

~ −
x2

4 ω0)te−
1
2 (λs−λ′ x

2

4 )t (1.40a)

+ C2e
−i(E10

~ + x2

4 ω0)te−
1
2 (λt+λ

′ x2
4 )t

Ψ00(t) =D1e
−i(E00

~ −
x2

4 ω0)te−
1
2 (λs−λ′ x

2

4 )t (1.40b)

+D2e
−i(E10

~ + x2

4 ω0)te−
1
2 (λt+λ

′ x2
4 )t

with x = 2Mz
~ω0

. Eq.1.40 shows that it is possible to form linear combinations of Ψ10(t)

and Ψ00(t) which decay with a simple exponential law. These states have then energies
given by:

E00 −
x2

4
∆st (1.41a)

E10 +
x2

4
∆st (1.41b)

and decay rates

λs − λ′
x2

4
(1.42a)

λt + λ′
x2

4
(1.42b)

respectively. The same result could have been obtained with perturbation theory by a
direct diagonalization of the t = 0 hamiltonian. The perturbed real eigenvalues for the
energy in the m = 0 subspace are found to be[43]:

Ẽ10 =
1

2

[
(E00 + E10) + ∆st

√
1 + x2

]
(1.43a)

Ẽ00 =
1

2

[
(E00 + E10)−∆st

√
1 + x2

]
(1.43b)

with eigenfunctions given by:

Ψ̃1,0 =
Ψ1,0 − yΨ0,0√

(1 + y2)
(1.44a)

Ψ̃0,0 =
Ψ0,0 + yΨ1,0√

(1 + y2)
(1.44b)
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where y = (
√

1 + x2 − 1)/x satisfies limB→0 y = 0 and symbols in 1.44 are arbitrarily
chosen in a way so that perturbed states and energies tend adiabatically to the respective
unperturbed values at zero field:

Ψ̃j,0
B→0
= Ψj,0 (1.45)

The physical interpretation is that the perturbed o-Ps states contains an amount of p-Ps equal
to y2

1+y2 and vice versa. As a result, annihilation rates for these states will modify accord-
ingly (keeping in mind the orthogonality of the unperturbed states):

λ̃t =
y2λs + λt

1 + y2
(1.46a)

λ̃s =
y2λt + λs

1 + y2
(1.46b)

It’s easy to note that Halpern results Eq. 1.41 and Eq. 1.42 are just the first order expan-
sions in x of Eq. 1.43 and Eq. 1.46 respectively.[44]

To summarize, the quasi-degeneracy of Ps ground state in vacuum is broken when an
external magnetic field is present. o-Ps and p-Ps become mixed and this opens the pos-
sibility for a 2γ decays also for the triplet state, which is the so called magnetic quenching
effect.

1.4.1 The magnetic quenching parameter

Experimentally, it’s useful to introduce the quenching parameter R which is defined as the
ratio of the number of the annihilation events (count) in a given time interval [t1; t2],
with and without field.

The time interval is usually taken long enough to account for statistical weight. Since
the magnetic quenching does not change much the annihilation rate of p-Ps , the instant
t1 is chosen in such a way to include the annihilation events from o-Ps as the main con-
tribution, at the same time discarding background events such as the direct positron
annihilation. In other words, this means that one neglects all the annihilation counts
coming from the smaller lifetime components of a spectra λ−1

i � t1.
Assuming that the magnetic field does not change the ratio of Ps formed in p-Ps or

o-Ps states( 1
4 and 3

4 respectively), we call n1(n3) the number of positronium atoms at time
t in the singlet(triplet) state.

For the purpose of completeness we use here the explicit expressions for Ps annihi-
lation rates in matter given in Eq.1.28, which were introduced in Section 1.3 and which
will be extensively explained in subsequent chapters:

λt = krλ3γ + λpo (1.47a)
λs = krλ2γ + λpo (1.47b)

Following Bisi[43], the contribution to the two-quantum annihilation during the time dt
given by o-Ps is found to be:

2

3
λte
−λtt(

λpo

λt
) dt (1.48)

for the two m = ±1 states and:

1

3
λ̃te
−λ̃tt(

λ̃po

λ̃t
) dt (1.49)
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for the m = 0 state, where in analogy with eq.1.46 we have defined

λ̃po =
y2λs + λpo

1 + y2
(1.50)

At the same time the contribution to the three-quantum annihilation will be:

2

3
λte
−λtt(

krλ3γ

λt
) dt (1.51)

and
1

3
λ̃te
−λ̃tt(

krλ
′
3γ

λ̃t
) dt (1.52)

respectively, with

λ′3γ =
λ3γ

1 + y2
(1.53)

If we admit the possibility of detecting only a fraction f of three-quantum decays, the
total number of annihilation events will be proportional to:

∝
∫ t2

t1

[
2

3
λte
−λt(

fkrλ3γ + λpo

λt
) +

1

3
λ̃te
−λ̃t(

fkrλ
′
3γ + λ′po

λ̃t
)

]
dt

=
2

3
(e−λtt1 − e−λtt2)(

fkrλ3γ + λpo

krλ3γ + λpo
)+

+
1

3
(e−λ̃tt1 − e−λ̃tt2)(

fkrλ3γ + y2λs + λpo

krλ3γ + y2λs + λpo
)

(1.54)

It’s easy now to evaluate the quenching R :

R =
2

3
+

1

3
α
e−λ̃tt1 − e−λ̃tt2
e−λtt1 − e−λtt2

(1.55)

with

α =
(fkrλ3γ + y2λs + λpo)(krλ3γ + λpo)

(fkrλ3γ + λpo)(krλ3γ + y2λs + λpo)
(1.56)

If all annihilation events in the time window are detected, then f = 1 and α = 1. In
practical situations the factor α differs from unity less than a few percent and it is little
sensitive to the material[43]. Eq. 1.55 was extensively used to experimentally find the
value of the relative contact density kr. This is done by a least squared fitting procedure
of the curve R(B) to data obtained on samples with different applied magnetic field
B[2, 47, 48, 49, 50, 51, 52].

1.5 The Ps negative ion

Here we briefly discuss the properties of the positronium negative ion Ps−, because
this element is often considered as a limiting case in many studies on Ps annihilation
in materials. Ps− is a well known three-body system[53, 54, 55, 56] which exists as a
bound state only when the two electrons have opposite spin configuration. In this case,
its ground state energy of E ≈ −7.13eV is just slightly lower than that of the system of
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Ps + free electron (∼ −6.8eV). Its ground state wavefunction is usually separated in a
spin and a spatial part by fixing an (arbitrary) positron spin direction:

ΨPs−(p, 1, 2) = φPs−(rp; r1, r2)χ00(σ1, σ2)s↑(σp) (1.57)

where χ00 is the electron-electron singlet spin distribution, s↑ represent the positron spin
function and the spatial wavefunction φPs− satisfies the symmetric condition φPs−(rp; r1, r2) =
φPs−(rp; r2, r1).

Using the identity:

χ00(σ1, σ2)s↑(σp) =
1√
2
χ11(σp, σ1)s↓(σ2)− 1

2
(χ00(σp, σ1) + χ1,0(σp, σ1))s↑(σ2) (1.58)

and the analogue valid for χ00(σ1, σ2)s↓(σp), the annihilation rate of Ps− for a reference
positron spin can be formally calculated as expectation value of the annihilation operator
exposed in Eq. 1.18 and Eq. 1.19:

λPs− = 2λ̄8πa3
0

∫
|φPs−(rp; rp, r2)|2 d3rp d

3r2 (1.59)

and it was numerically found to be λPs− ≈ 2.09[ns]−1, a value very similar to the spin
averaged annihilation rate of Ps in vacuum λ̄ ≈ 2.01[ns]−1, which means that the total
contact density is almost the same of the contact density of free Ps:∫

|φPs−(rp, rp, r2)|2 d3rp d
3r2 +

∫
|φPs−(rp, r1, rp)|2 d3rp d

3r1

≈
∫
|ΨPs(rp, rp)|2 d3rp

= k0 =
1

8πa3
0

(1.60)

Specifically, the numerical exact result is∫
|φPs−(rp, rp, r2)|2 d3rp d

3r2 =

∫
|φPs−(rp, r1, rp)|2 d3rp d

3r1

= 0.02073 a.u.
≈ 0.52 k0

(1.61)

This result is commonly explained as a classical picture of Ps− where only one electron is
closely bound to the positron while the other is loosely bound to the inner neutral Ps[57].
In this picture, the one half factor in the contact density comes from the normalization ,
i.e, from the symmetrization of the total wavefunction.

In other words, a bound Ps state in vacuum will repel electrons with the same spin
and it will have only a small attraction to electrons of opposite spin, with an energy gain
of ∆E ≈ 0.3eV.

1.6 Experimental techniques

One of the great virtues of using positrons and positronium as a probe is that they can
penetrate deep into the inner of the sample. High energy positrons thermalize so fast
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that one need only to consider low-energy nonrelativistic interactions with the surround-
ing matter [30]. As we saw, the annihilation rate and the momentum distribution of
the emitted photons depend in many cases only on the product of the positron wave
function times the wave function of the electron being annihilated. Thus it is clear that
experimental measurements of the lifetime and momentum distribution give direct in-
formation about the interior of the sample.

A further advantage is that the information contained in the annihilation process is
transported to the observer as high-energy gamma rays which escape without appre-
ciable attenuation or scattering from reasonably small samples. This is in contrast with
method where the surface properties of a solid under investigation may strongly influ-
ence the results as for example in x-ray emission.

Generally, positron annihilation techniques are mostly used to examine porosity. The
two most driving industrial application are the the characterization of defect in nuclear
reactor materials and of pores in dielectric materials, which are largely used in semicon-
ductor industry[6].

Positron annihilation spectroscopy (PAS), sometimes specifically referred to as Positron
annihilation lifetime spectroscopy (PALS), is a non–destructive spectroscopy technique
to study voids and defects in solids. The technique operates on the principle that, when
a positron or positronium annihilate through interaction with electrons of the material,
they release gamma photons that can be detected.

Usually, positrons are produced from a radioactive source like the 22Na isotope, with
a process similar to β decay. The nuclear de–excitation also produces a gamma photon
with energy 1.28MeV, which detection is used as a “starting signal” in most experiments
(excluding trapping techniques). The time interval between the entering instant of the
positron into the material, practically coincident to the starting signal, and the detection
of gamma photons due to annihilation corresponds to the lifetime of a positron, or that
of a positronium atom in the case of a formation of such a bound system.

When the positron enters the material uder examination, a great number of anni-
hilation channels are possible, each with a characteristic lifetime τi = 1/λi. The most
important annihilation processes take place after an initial thermalization stage in which
the positron loses its kinetic energy by scattering with electrons in the medium. After
the thermalization process, the positron essentially remains in a free or delocalized state
and starts to diffuse around. In this phase it can be emitted directly in vacuum (as e+

or as Ps) or it can be trapped in a new surface state inside the material, from which it
annihilates.

The total positron lifetime spectrum, i.e. the probability of an annihilation at time t,
is the sum of these exponential decay components:

−dn(t)

dt
=
∑
i

Iiλi exp−λit (1.62)

with relative intensities Ii. Here n(t) is the probability that a positron is still alive at
time t after its emission. The lifetime spectrometer consists of a start and a stop detector,
each of them made by coupling a fast scintillator to a photomultiplier. The timing pulses
are obtained by differential constant–fraction discrimination. The time delays between
the start and stop signals are converted into amplitude pulses the heights of which are
stored into a multichannel analyser, so that the original lifetime components τi and their
intensities Ii can be calculated.

In practice, the number of components used in the fitting analysis of a typical PALS
spectrum is limited, given the difficulty in resolving components too close to each other.
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In materials where Ps is formed (e.g. polymers, porous materials) this number is usu-
ally set to three: τ1, τ2 and τ3. In the common interpretation, the shorter component
τ1 ∼ 0.125ns is associated to p-Ps annihilation, the intermediate lifetime τ2 ∼ 0.3− 0.5ns
is due to direct positron annihilation while the longest τ3 ∼ 1 − 10ns is associated to
o-Ps annihilating via pickoff process. In some cases one may resolve up to three compo-
nents associated to o-Ps , with a total of five lifetime values[58].

Despite the relationship between τ1, τ3 and Ps formation is widely accepted, its impli-
cations on the relative intensities I1, I3 of the two annihilation channels are rarely taken
into account. Indeed, any model associating different annihilation rates to different Ps
spin states, predicts by construction a 1/3 probability ratio for p-Ps /o-Ps formation by
an unpolarized positron. In turn, the ratio between the respective measured lifetime
intensities must assume the same value, so that the condition

I1 =
1

3
I3 (1.63)

must be imposed during the spectrum analysis. However, it is common practice to ig-
nore condition 1.63 and let all the intensities vary during the fitting procedure. This way,
given the greater number of free parameters, the fit convergence will improve. The rea-
son for this choice may be a general lack of interest towards the shortest components of
the spectrum, given that it is the longest one, τ3, which is used to recover information
on material properties. We want to stress that without condition 1.63 neither τ1 nor τ3
could in principle be associated to Ps states without introducing arbitrary assumptions
on Ps formation mechanism.

Moreover, as we saw in section 1.4, useful information can be also found coupling
PALS experiments with an external magnetic field.

This technique was often employed in the past to evaluate the contact density. How-
ever this is not the most practical method, and in fact it is possible to derive the contact
density value, in the absence of magnetic field, from an accurate best-fitting analysis of
lifetime spectrum experimental data if 1.63 is imposed. [2, 10] Using Eqs. 1.28, the contact
density value can then be derived from3:

kr =
λ1 − λ3

λ2γ − λ3γ
(1.64)

Examples of contact densities calculated with this technique are given in Chapter 4 for a
lot of different materials.

Finally, the less common technique of detection of the three quantum yield allows
one to get an independent value of the relative contact density when the Ps features in
the investigated medium are known.

3This method requires τ1 to be measured with extreme accuracy, a drawback that can be overcome by
modern experimental setup.



CHAPTER 2

Theoretical models

At present, the most used models describing Ps inside small cavities are based on the
Tao-Eldrup (TE) approach [59, 60], which relates pick-off annihilation rates λpo to pore
sizes by considering Ps as a single quantum particle trapped inside an infinite potential
well. At the state of the art, these models can describe various cavity geometry (e.g. the
rectangular Tao-Eldrup model(RTE) [61]) and can easily include temperature as well as
the effect of a finite potential well[62]. However, it has been pointed out that the single
particle assumption, by definition, can give no information about the internal structure
of the confined Ps, hence on the contact density parameter[38].

Fully ab initio treatments of a two-particle bound system inside a host material require
huge computational efforts, mainly due to the fact that the adiabatic approximation,
usually valid for heavy atom nuclei, cannot be applied to Ps. Recently, Zubiaga et al. [63]
had derived a full-correlation positron potential for Ps interacting with a single He atom,
which then they used to build a single particle Schrödinger equation for Ps inside a
spherical pore structure in solid He. Although this approach is able to provide accurate
distributions and pick-off annihilation rates for a small defect in a crystal structure, it
requires extensive calculations for more complex systems.

Less expensive approaches still consider both Ps constituent particles as independent
but use effective potentials to describe their interactions with the material. Depending
on the chosen potential, these can range from simple models which can be solved ana-
lytically [64, 65], to ones that require numerical approaches like the variational method
or Quantum Montecarlo (QMC) methods.

In this chapter we will review the main models starting from the one body models.
We will dedicate a section to introduce QMC techiniques since a part of our work, which
we will describe in the third chapter, involves their use.

2.1 One particle models

Historically, the first kind of models created to describe Ps behavior in porous materials
are one-body models, in the sense that Ps is described as a single quantum particle.
Interaction potentials between Ps atom and surrounding molecules are then commonly
approximated by simple trapping quantum wells either infinite and finite.

Originally, Ps trapping concept was introduced by Ferrel to explain the unexpectedly
long lifetime of the o-Ps atom found in liquid helium[30]. He suggested that due to the
strong exchange repulsion between the o-Ps electron and electrons of the surrounding
He atoms, Ps forms a nanobubble around itself. He also gave an estimate of the equilib-
rium radius R of the nanobubble by minimizing the sum of Ps energy in a spherically
symmetric potential well (EPs = π2~2/4mR2, where energy is measured in Rydberg) and
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the surface energy 4πR2σ, where σ is the surface tension coefficient:

R = a0

(
π

8σa2
0

)1/4

(2.1)

To get an idea about the range of validity of this approximation, the Ps atom can be
though of as a rigid sphere with a Bohr radius of 2a0 ∼ 0.1nm, i.e. double the size of
an Hydrogen atom. This is of the same order of usual molecular bonds, where the mean
length is about δ = 0.15 − 0.2nm. In mesoporous materials, cavities are in the range
2−50nm and it is easy to see why a semi-classical single-particle picture of Ps in a quan-
tum well is suited for the job. Surprisingly, this kind of approach works quite well also
in nanoporous materials, where cavities are as small as a few tenth of nanometers. At
this size, the internal structure of Ps begins to be relevant. Furthermore, the definition
of a ”cavity radius” is somehow tricky since the sharp potential barrier would have a
gradient comparable in size to the pore dimension. The main goal of these early models
was to explain the modification to Ps lifetime observed in PALS experiments. In particu-
lar the pickoff process where the positron in o-Ps annihilates with an electron of opposite
spin from the surroundings.

2.1.1 The Tao-Eldrup model

The most popular model connecting the size of free spaces inside matter where o-Ps is lo-
cated and its lifetime was proposed by Tao in 1972 [59] and later modified by Eldrup[60].

The localization of Ps, described as a single quantum particle, inside a spherical vol-
ume of sizeRc was simplified by Tao into a strict confinement inside an infinite potential
barrier of size Rc + ∆, which basic idea is shown in Fig. 2.1 and explained below.

As a matter of fact, given the infinite strength of the confining potential, Ps wave-
function vanishes at a chosen boundary and outside. If this boundary coincide with the
cavity, Ps has no overlap with surrounding electrons. This means in particular that pick-
off annihilation could not take place. To take that into account, Tao assumed a boundary
located at a shell of thickness ∆ surrounding the cavity, and considered a constant pick-
off rate, that is:

λpo = Poutλbulk (2.2)

where Pout is the probability of finding Ps in the region [Rc;Rc + ∆] and λbulk is the
decay rate in bulk, which is assumed to be independent from the electron density of
the material and equal to the average of the decay constant of o-Ps and p-Ps in vacuum
(Eq 1.6) λbulk ≡ λ̄ = 2.01[ns]−1.

The solution of such a model is a basic exercise of quantum mechanics, and the
ground state Ps wavefunction results:

ΨTE(R) =
1√

2π(Rc + ∆)

sin (πR/(Rc + ∆))

R
(2.3)

so that finally

Pout = 4π

∫ Rc+∆

Rc

|ΨTE(R)|2R2 dR

λpo = λ̄

(
1− Rc

Rc + ∆
+

1

2π
sin

2πRc
Rc + ∆

) (2.4)

This formula connects two generally unknown geometrical parameters, Rc and ∆, to the
measurable annihilation rate. To be experimentally useful, it is assumed that ∆ is an



Theoretical models 25

Figure 2.1: Schematic of the Tao Eldrup approximation. The description of a Ps atom in a finite
potential well (top) is transformed into the simpler particle-in-a-box model (bottom). At the same
time, the complex electron density profile is simplified into a step function, which vanishes in the
inner part of the cavity and takes a constant value ρe = k0 in a surface layer of thickness ∆. Rc
is the cavity radius (free space region). The value of ∆ is chosen in order to recover the correct
pickoff annihilation rate.
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universal constant which value is determined by fitting this model on materials where
pore dimensions are known from different experiments.

The now commonly accepted value ∆ = 0.166nm was initially obtained from ma-
terials with void radii Rc in the range Rc = 0.32 − 0.38nm and with predicted lifetime
between 2.45 and 3.2 ns. Generally, TE is considered valid only for nanometric sized
cavities (Rc < 2.5nm)[66], where Ps excited states are not accessible by means of thermal
energy.

As already said, equation 2.2 implicitly assumes no dependency of pickoff annihi-
lation on the electron density of the material. One may naively assume that it can be
derived from the more general expression (see Sec. 2.3),

λpo = πr2
0c 4π

∫
ne(R)|ΨTE(R)|2R2 dR

= πr2
0cρePout

≈ λ̄ ρe
k0
Pout

(2.5)

by arbitrary fixing the electron density distribution of the material ne(R) to a constant
value ρe corresponding to the contact density in vacuum k0. This assumption has the
advantage of reducing the number of parameters and furthermore it transfers all the
complication in determining the value of ∆.

Such a constant electron density is in fact extremely high, being closer to values usu-
ally found in bulk rather than at the cavity surface. This is in contrast to the commonly
accepted picture where the positron interacts only with a low-density surface layer of
electrons belonging to outer atomic orbitals. However, the successful agreement be-
tween predicted radii and experimental data suggests that ρe ∼ k0 in fact in many ma-
terials. This is not surprising when one understands that the electron density ne(R) in
Eq.2.5 is implicitly evaluated at the positron position rp. The condition ne(rp)→ k0 then
resembles the low-density limit of Barbiellini enhancement factor used in many-body
approaches, which we will discuss in Section 2.3.1 (Eq. 2.44).

TE completely removes the dependency on the material chemical properties from
the annihilation rate, thus making this last one a matter of pure geometry. The interest
of the chemist community together with the increase of experimental precision of PALS
has recently raised the question of obtaining information not only on the geometry of the
pores (Rc) but also on chemical properties of the surrounding medium. To this scope,
many extension to TE have been proposed in the last decades. Some of them have the
same number of free parameters as the TE, while others include additional parameter
which have to be determined somehow.

2.1.2 Finite potential TE

Dutta et al.[62] considered the effect of a finite potential well, of height U0 in the TE
framework. This approach has several advantages. First, it removes the unphysical in-
finite potential barrier, which means in particular that a Ps bound state will disappear if
cavity radius becomes too small. More importantly, it removes the need for a geometri-
cal shell layer ∆, since this time Ps wavefunction can spread outside the cavity wall to
the bulk where pickoff annihilation takes place. The general ground state solution of a
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single particle in a spherical finite potential well is easily found to be:

ΨDutta =
1√
4π

√
2κ0

1 +Rcκ0


sin η0R

R
ifR < Rc

sin η0Rc
e−κ0(R−Rc)

R
ifR > Rc

(2.6)

where η0 =
√

4mE0/~2 and κ0 =
√

4m(U0 − E0)/~2 and the energy E0 is given by the
eigenvalue condition η0 cot(η0Rc) = −κ0. Pickoff annihilation will be proportional to
the probability of finding the Ps in the surrounding matter, which now has the form

PDutta
out = 4π

∫ ∞
Rc

|ΨDutta(R)|2R2 dR (2.7)

and following [62] it reads:

λpo = πr2
0cρe

Zeff

Z
PDutta

out =
1

4
λ2γ

ρe
k0

Zeff

Z
PDutta

out (2.8)

where Zeff
Z is the fraction of electrons effectively available per molecule for annihilation

(usually only valence electrons since Ps does not penetrate in the core regions)1. In his
work, Dutta considered also the possibility of replacing the sharp discontinuity intro-
duced by the step potential with a smooth profile function for both the potential and the
external electron density. Of course this requires the introduction of new parameters in
the model. In the approximation that both functions vary with the same spatial profile,
Dutta arbitrarily used:

ρ(R) = ρ0

[
1− 1 + e−Rc/∆

1 + e(R−Rc)/∆

]
U(R) = U0

[
1− 1 + e−Rc/∆

1 + e(R−Rc)/∆

] (2.9)

where ∆ now represents the variation length. Since ∆/Rc is considered to be very
small, it can be treated as a perturbation. This introduced an energy correction of δE ∼
E0

2π2∆2κ2
0

3(1+κ0Rc)
and a new eigenvalue condition. The problem of finding the value of ∆ was

solved for liquids introducing an additional minimization condition for the energy, so
that in this case the model has the same number of free parameters as the TE. In [62], via
a fitting procedure over several experimental data with a lifetime in the range 3− 10ns,
the authors found the empirical relationship between the pickoff lifetime and the poten-
tial height U0 and the cavity radius:

λ−1
po (Rc) = 1.88Rc[nsÅ−1]− 5.07[ns]

U0(Rc) = A+B exp[−(Rc −R′c)/D]
(2.10)

with A = 0.40eV, B = 1.25eV,R′c = 3.44Å and D = 2.09Å. Even if this was found for
liquids, the authors showed that the same relationship can extended without modifica-
tion to molecular solids. We note that all predicted cavity sizes were lower than 1nm,
making the model accurate for nanoporous material, exactly like the TE.

However many developments have been done to extend this model up to meso-
porous materials (Rc ≈ 100nm) by including both thermal excitation and different cavity
geometry.

1Note that, given the implicit arbitrariness in the local electron density factor ρe, this expression is not in
contrast with Eq. 2.5.
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2.1.3 The rectangular Tao-Eldrup

Gidley et al showed how it is possible to extend TE maintaining physical simplicity
and avoiding difficult calculations just by switching from spherical to rectangular pore
geometry[61]. In the so called rectangular Tao Eldrup (RTE), Ps wavefunction has the
product form:

Ψijk = ψi(x)ψj(y)ψk(z) (2.11)

where x ∈ [0, a] , y ∈ [0, b] , z ∈ [0, c] and

ψi(x) =

√
2

a
sin

(
iπx

a

)
(2.12)

are just the eigenfunction of the well known particle-in-a-box problem with energy eigen-
values

Ex =
h2

16m

i2

a2
≡ E0

i2

a2
(2.13)

with analogue results for y and z. The three free-parameters a, b, and c makes RTE easily
adaptable to fit different expected geometries of the pores, from cubic to rectangular.
Again, pickoff annihilation is taken into account introducing an outer shell of thickness
∆ (identical for the three dimensions for simplicity) where Ps annihilates with λ̄. If
o-Ps is assumed to be in thermal equilibrium with the pore at temperature T , thermal
average of the annihilation operator can be calculated as usual using the Boltzmann
equation and density matrix λRTE = Tr{ρλ}:

λpo = PRTE
out λ̄+ (1− PRTE

out )λ3γ (2.14)

where PRTE
out given by:

PRTE
out = 1− F (a,∆, T )F (b,∆, T )F (c,∆, T ) (2.15)

with

F (x,∆, T ) = 1− 2∆

x
+

∑∞
n=1

1
nπ sin

(
2πn∆
x

)
exp

(
−E0n

2/x2kT
)∑∞

n=1 exp (−E0n2/x2kT )
(2.16)

being kT the thermal energy. The parameter ∆ is usually chosen so that at T = 0 the
RTE model (with a cubic configuration) agrees with the TE at small pore dimensions.
However, once calibrated, RTE was showed to be successful in fitting PALS data from
a wide range of pore dimensions, up to several micrometers. Also the temperature de-
pendence of PALS experiment could be easily explained by RTE. It should be noted that
in both these models, in principle one could arbitrarily fix the value of ∆ (for example
to the average bonding distance of surrounding molecules) and then use Eq.2.4 data to
empirically find the annihilation rate in bulk λbulk.

Despite the success of the model, no theoretical efforts were made to prove its validity
from fundamental principles.

2.1.4 Models based on classical mechanics

We mention here another simplified shape-free model for pore-size estimation which
was recently proposed by Wada and Hyodo [67]. In their work the authors considered
the classical picture of a finite-size Ps bouncing inside a cavity of generic geometry. This
picture is valid when the Ps mean free path between collisions with the outer cavity
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walls, L̄Ps , is much larger than the thermal Ps de Broglie wavelength λPs = h/
√

4πmkT
(3.05nm at room temperature ). For a finite-size Ps, L̄Ps depends both on a parameter ∆̄
defining its effective mean size and on the mean free length of the pore L̄ = 4V/A (in
particular L̄ = 4RC/3 for a spherical cavity):

L̄Ps = L̄− 2∆̄ (2.17)

The pick-off quenching rate of o-Ps is then simply given by the product of pick-off anni-
hilation probability per collision with the cavity wall, PA , and the collision frequency,
vth/L̄Ps , where vth is the thermal velocity:

λpo = PA
vth

L̄− 2∆̄
(2.18)

The adjustable parameter ∆̄ may be chosen so that Eq.2.18 merges smoothly with the
TE result for an arbitrary small value of cavity radius. This model proved to be in a
good agreement with the RTE for cavity of size bigger than L̄ > 1.28nm, thus showing
that the pickoff process is mainly related to the volume-to-surface ratio in mesoporous
materials.

2.2 Two particle models

Given the increased success of PALS, the huge amount of available data required some
new theoretical insight beyond the single particle approximation. The logical extension
of TE-like models consists in taking separate degree of freedom for the positron and
the electron forming Ps, so to have a two-particle wavefunction Ψ(p, e), p and e being
the spin-spatial coordinate of the positron and electron respectively. This way will be
determined not only the center of mass wavefunction but also the internal structure of
Ps. In particular this approach is the simplest one that is able to describe any variation
of the contact density parameter k with respect to its vacuum value k0 = 1/8πa3

0. The
interest of positronium community is usually limited to o-Ps , so that the spin part of the
wavefunction is commonly neglected. The general expression for the contact density of
a two particle wavefunction is

k =

∫
|Ψ(rp, re)|2δ(rp − re) d

3rp d
3re (2.19)

where the integration is done over the entire configuration space. As usual in any two-
particle system, Ps wavefunction is commonly written as a function of the relative and
center of mass coordinate r and R (Eq. 1.7). If the problem is separable, the general form
of the wavefunction will be

Ψ(R, r) = Φ(R)ϕ(r) (2.20)

and the contact density can be written in the equivalent form:

k =

∫
|Ψ(R, 0)|2 d3R (2.21)

As for one body, two body models reduce the original multiparticle problem to a sim-
pler one by using some effective potentials simulating the interaction with the medium.
Usually these potentials are derived by means of macroscopic approaches, whose va-
lidity remains uncertain. Of course this come to a price since they naturally add more
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and more free-parameters which have to be determined experimentally. Given the total
hamiltonian H of the system, two main approaches can be used to numerically find the
ground state, namely the variational method (VM) and the quantum monte carlo tech-
niques(QMC). We will first review some simple two particle models which were solved
by variational techniques.

2.2.1 The compressed Ps model

An approach somehow in between the one and two-particle models is due to Conso-
lati, Quasso and Trezzi[10]. In their work ”Swelling of Positronium Confined in a Small
Cavity” the authors focused on the relative coordinate r instead of on the center of mass
one. Whereas in TE like models the confinement acts only on the center of mass wave-
function, in this model the same vanish-at-boundary condition on ϕ(r) is imposed. For
simplicity they considered the center of mass stuck in the center of a spherical symmetric
cavity, so that ϕ(r) = Rnl(r)Ylm(θ, φ). Furthermore using u(r) = rR(r) they solve the
Hydrogen-like Schrödinger equation:

d2u

dρ2
+

[
1

4
+
n

ρ
− l(l − 1)

ρ2

]
u = 0 (2.22)

where n, l,m are the usual well known quantum numbers, ρ = 2κr, κ =
√
m|E|/~ and

n = 1/a0κ. The solution is then looked in the form u(ρ) = ρl+1e−ρ/2F (l, ρ) which may be
familiar to the reader. The only difference with respect to the free-Ps case is that the series
expansion for F must not vanish at infinity but at r = 2Rc (if the center of mass is at the
center of the cavity, the maximum radial distance r is related to the cavity diameter 2Rc).
This lead to a principal quantum number n which is no more integer but assumes real
values, with a corresponding shift of the energy levels. F can be obtained numerically
and the authors showed that a few dozens of terms are sufficient to discriminate among
values of F lower than 10−6.

The relative contact density is then given by

kr =
1

n2A2
(2.23)

where A is the normalization constant and both n and A depend on Rc. With this proce-
dure, a numerical relationship between Rc and both n and kr is obtained (with l = 0 for
the ground state). It is found that n differs appreciably from unity only for 2Rc < 0.3nm
and the resulting relative contact density increases by decreasing the cavity radius. This
simple model shows that the confinement alone inevitably leads to a compressed state,
in contrast to the observed swollen Ps. Therefore, there must exist some other effect
which may act on the contact density and which must be taken into account in more
elaborate models.

2.2.2 The springs model

One of the few example of exactly solvable two particle model was due to McMullen
and Stott in 1982[41]. In their work, the authors described all interactions acting on the
electron-positron pair as harmonic potentials, different for each particle. These are in
turn chosen to confine the Ps within a spherically symmetric cavity. The hamiltonian of
this Springs model reads:

H = −~2∆p

2m
− ~2∆e

2m
+

1

2
κ(rp − re)

2 +
1

2
k+r

2
p +

1

2
k−r

2
e (2.24)
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where also the coulomb interaction between the electron and the positron is replaced
by a harmonic attraction. The additional harmonic terms describe external fields acting
on the two particles. These can be either attractive or repulsive. However a realistic
choice of k− would be positive, accounting for the Pauli exchange repulsion with the
surrounding close-shell electrons, whereas a negative k+ would describes the attraction
of the positron to the surrounding ions. The solution ofH0 = −~2∆p

2m −
~2∆e

2m + 1
2κ(rp−re)2

is trivial in the center of mass frame:

Ψ0(r,R) =
1√
Ω
eiK·Rφn(r) (2.25)

where φn is an isotropic simple harmonic oscillator state with n = (nx, ny, nz). It is found
that for the ground state the contact density reads

k =
(mω0

2π~

)3/2

(2.26)

where ω0 =
√

2κ/m. To be consistent with the vacuum limit, the authors decided to set
κ so that the free Ps dipole polarizability was recovered. This condition led to:

κ =
e2

36a3
0

(2.27)

but of course other choices could have been done (for example one can choose κ so that
the vacuum contact density is recovered κ = π2/3~4

8ma40
). The general eigenstates of H were

then found by a set of transformations and the final ground state reads:

ΨHarm(r,R) =

(
(kukv)

1/4

π

)3/2

e−(
√
kuu

2+
√
kvv

2)/2 (2.28)

where

u =
√

2mR sin θ +

√
m

2
r cos θ

v =
√

2mR cos θ −
√
m

2
r sin θ

(2.29)

and kv, ku are given by:

ku/v = 2κ+ k− + k+ ±
√

4κ2 + (k+ − k−)2 (2.30)

As expected, they found that the more k− increase, the more the electron is confined,
which leads to a compressed Ps with an higher contact density. On the other hand,
the more negative k+ the more the positron is polarized, which leads to a ”swollen” Ps
with a lower contact density. In between these two limits, there is a line in the space of
parameters where with kr = 1, e.e where the two effects precisely cancel. The authors
suggested a simple picture to the physical origin of k± in which Ps is confined in a
spherical cavity inside a dielectric: whereas the image forces, which attracts both the
particles towards the walls, manage to pull the positron in the outer electronic shell, they
can not overcome the strong repulsive exchange forces felt by the electron. This picture
is somehow coherent with another famous model of confined Ps due to Stepanov.
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2.2.3 The bubble model

One of the most successful attempt to go beyond TE for Ps annihilation in liquids is
found in the work of Stepanov et al.[68]. Here Ps is pictured as confined inside a bubble
which itself creates. In contrast to Ferrel, the authors point out that the formation of such
a bubble can be related not only to exchange repulsion between electrons, but also to an
enhancement of the Coulombic attraction of the positron-electron pair inside the cavity,
where the dielectric screening is not present. In this Bubble Model the authors introduced
in the hamiltonian two different potential terms for the positron and the electron in Ps
together with a modified coulomb potential which takes into account the polarization of
the medium:

H = −~2∆p

2m
− ~2∆e

2m
+ U+(rp) + U−(re)− Uc(rp, re, Rc, ε) (2.31)

where ε is the relative high frequency dielectric permittivity of the bulk. The main nov-
elty of this simple model are the independent potentials U+ and U−, which are modeled
using the positron and electron work functions φ+ and φ−2:

U+(rp) =

{
0, rp < Rc

− φ+, rp > Rc

U−(re) =

{
0, re < Rc

− φ−, re > Rc

(2.32)

The physical meaning of these form of potential is that if the work function is posi-
tive (i.e. it requires a positive work to be extracted from the bulk) the particle will be
attracted to the bulk and vice versa. On the other hand Uc was calculated for every inter-
particle distance r solving the Poisson equation in the complex geometry of the uniform
dielectric medium with a spherical hole, and turned out to be a complicated function of
Legendre polynomials. The ground state solution was found by means of the variational
method using the trial wavefunction:

ΨStep(r,R) =
exp(−r/2a−R/2b)

8π
√
a3b3

(2.33)

where a and b are the variational parameter. After having found the best a, b, the contact
density is evaluated using Eq. 2.19 while pickoff annihilation is accounted with the TE
formalism 2.2 with P Bubble

out given by

P Bubble
out =

∫
rp>Rc

|Ψ(rp, re)|2 d3rp d
3re (2.34)

which is just the probability of finding the positron outside the cavity wall. The Bubble
model has a total of 4 parameters: Rc,φ+,φ− and ε which have to be determined with in-
dependent measurements. While ε and φ− are easily accessible, this is not in general true
for Rc and φ+. As said in the previous section, in liquid there exist an extra equilibrium
condition which can be used to relate Rc to the macroscopic surface tension σ.

It’s straightforward to find that in the small radius limit kr = k/k0 → 1
ε3 , which

makes the Bubble model one of the few models capable of explaining the lowering of

2Note that in the original paper [68] the author used a different definition for the work functions, which
leads to opposite signs. Here we stick with the common definition.
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the contact density. On the opposite limit, the vacuum value is recovered for large cav-
ities as expected. Regarding the pickoff-radius relationship, the predicted curves vary
depending on the choice of φ±, and TE can be reproduced with the right choice of pa-
rameters.

One may argue that the variational wavefunction 2.33 is too simple to properly de-
scribe polarization effects due to surrounding medium. However the idea of introducing
a dielectric medium in the description of confined Ps is not new and it was already stud-
ied with more powerful numerical methods for example by Bug et al. [69] in their QMC
simulations (see Sec. 2.2.4). Surprisingly, differences of results are very little and are well
compensated by the physical simplicity of the present description.

2.2.4 Quantum Montecarlo techniques

To solve the complex problems posed by these models, apart the variational method
(used for example in the Bubble model), often Quantum Montecarlo (QMC) integration
techniques are considered. The main goal of QMC is to calculate thermal-averages or
ground-state expectation values of a many body system by representing the Schrödinger
equation as a random walk in the multi-dimensional space.[70].

The most famous QMC method, the Path Integral Montecarlo (PIMC) is a powerful
tool to numerically sample the canonical density matrix ρ(R,R′;β) = 〈R| exp(−βĤ) |R′〉
of a system in thermal equilibrium at an inverse temperature β, with a hamiltonian Ĥ
[71]. The knowledge of the density matrix enables to find thermal averages of observ-
ables:

< Â >=
Trρ̂Â
Trρ̂

=
1

Trρ̂

∫
A(R)ρ(R,R;β) dR (2.35)

where R represents the whole coordinates variables of the system (for a two-particle Ps
system R is the six-dimensional position space of the two particles (rp, re)) and the last
equality holds only for operators which are diagonal in the coordinate representation.

In particular, for β →∞(T → 0) any system with discrete energy levels is dominated
by its ground state Ψgs, so that ρ(R,R;β) ∼ e−βEgs |Ψgs(R)|2 and thermal averages be-
come essentially expectation values over Ψgs. In this limit the sampling of the diagonal
density matrix gives the ground state probability distribution of the system. Usually,
such large value of β are not required if the corresponding energy remains smaller then
the energy distance of the first excited state. This is just the situation which occurs when
Ps is confined in a small pore, whereas for larger pores this approximation does not hold.

However, the density matrix of a quantum system is not generally known since its
calculation requires the exact eigenstates of the Hamiltonian. The key aspect of any
PIMC method is the possibility to use an exact Trotter decomposition to write the den-
sity operator at low temperature as a product of M high temperature (ε = β

M ) density
operators:

ρ(β) = e−βĤ =
[
e−

β
M Ĥ
]M

= [ρ(ε)]
M (2.36)

With the help of this formula, the density matrix can be exactly decomposed as a multi-
dimensional integral:

ρ(R,R;β) = 〈R| ρ(β) |R〉

=

∫
〈R| ρ(ε) |R1〉 × 〈R1| ρ(ε) |R2〉

· · · × 〈RM−1| ρ(ε) |R〉 dR1 dR2 · · · dRM−1

(2.37)
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where M is a discretization variable.
The main advantage of this decomposition is that expressions for ρ(ε) in the high

temperature limit are known and are introduced in a natural way using classical ap-
proximations. For example the primitive approximation [72] consist in neglecting com-
mutation terms like [T, V ] in the hamiltonian (which are second order in ε) so that the
density operator becomes:

e−εĤ ≈ e−εT̂ e−εV̂ (2.38)

Theoretically, convergence of the density matrix exists for the primitive approximation
as M → ∞. In the framework of a (two particle) confined Ps, the high temperature ρ(ε)
can be written as a product of three parts:

ρ̂(ε) ≈ ρ̂coul(ε)ρ̂conf(ε)ρ̂bulk(ε) (2.39)

In this expression, ρ̂coul = exp
[
−ε(T̂+ + T̂− + V̂coul)

]
is the density operator of a system

of two particles interacting via an attractive Coulomb potential V̂coul = −e2/r, i.e. the free
Ps system. The strong singularity at the origin makes the coulomb potential unsuitable
for a straightforward primitive approximation. For this reason many authors[73] use
pseudo-potentials like the Yukawa potential:

V̂Yukawa(r; a) = −e
2

r
(1− e−r/a) (2.40)

which make the calculations fast and easy to set up at the cost of adding further arbitrary
parameters on which the convergence must be tested.

However exact analytical expression for the propagator 〈R| ρ̂coul(ε) |R′〉 exists and
it can be expressed in a simple form using a special relation valid for the Coulomb
potential[74, 75]:

ρ(r, r′;β) =
1

4π|r − r′|

(
∂

∂y
− ∂

∂x

)
ρl=0 (x, y;β) (2.41)

With the help of this expression the full 3D density matrix can be obtain from the s-wave
term alone. This form is particularly suitable for numerical calculation and ρ̂coul was
first tabulated by Pollock [76]. The advantage in using the exact propagator is that the
resulting density matrix will be very accurate. Given the cost in computational time,
the exact ρ̂coul is commonly used only when the two particles are close to each other,
i.e. their distance is less then a suitable cutoff radius Rcutoff, while the less expensive
primitive approximation is used outside this region. The remaining terms in (2.39), ρ̂conf
and ρ̂bulk, are the approximations for the confining and bulk potential respectively.

PIMC methods have been used to study Ps trapped inside a cavity by many authors.
In early works, the confining potentials were taken as infinite barrier for both the elec-
tron and the positron, an approximation leading to an increase of the relative contact
density[73][77]. Furthermore no other potentials were considered so that the model was
material-independent and essentially similar to a two-particle TE approach. In another
series of works by Sterne and Bug [78][79], the authors described Ps-positron (electron)
interaction with argon and silica sodalite replacing the infinite potential well with a more
realistic Hartree potential built from the host electron density first obtained with density
functional theory (DFT) calculations. This approach produced promising results but still
requires material-specific calculations to determine the form of the potentials. Again,
another type of QMC techniques, namely the Diffusion Montecarlo and the Variationl
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Montecarlo, have been extensively used to study the ground and excited states of many
Positronium-atom complexes[80, 81, 82], but these have never been applied to study Ps
inside matter.

2.3 Many particle models

In order to further improve the description of Ps in matter, one has to include a certain
number of external particles in the model. Whereas atomic nuclei play no direct role in
the annihilation process, the presence of external electrons can introduce radical modi-
fications. Given the indistinguishability with the Ps electron, this many-body problem
has to be solved respecting Pauli exclusion principle and the total wavefunction Ψ must
be completely antisymmetric:

Ψ(p; · · · , i, · · · , j, · · · ) = −Ψ(p; · · · , j, · · · , i, · · · ) ∀i, j ∈ [1;N ] (2.42)

where spin-spatial coordinates are implicit and p is reserved for the positron. In this
kind of description, particle spin plays an active role on the annihilation and it should
be treated with care. Finding the ground state of such a system is a cumbersome task
which at the state of the art is faced by two-component density functional theory (DFT).
This kind of approach is reserved to the study of positron annihilation in metals and
crystal structures and it has never been used to study Ps. This is not a surprise since if all
electrons are identical the concept of Ps, that is a positron bound to one specific electron,
becomes blurry in condensed matter. However, other ab initio methods (e.g. configura-
tion interaction (CI)) can be used to numerically solve systems where Ps interacts with
a small number of electrons (e.g. Ps−[55, 56], Ps-He [83] or a system of a positron and 4
electrons in a harmonic trap [63]). Furthermore, some formal theoretical analysis of Ps
pickoff annihilation in the presence of external electrons have been done using full anti-
symmetrization of the wavefunction[84, 9]. In the following chapter we will review some
of the first attempts to treat in a someway simple realization of a many-body formalism
this problem. Here we only discuss an important and simple method for introducing
positron-electron correlations.

2.3.1 The Independent Particles model and the enhancement factor

Positron annihilation in metals has been extensively studied by many authors[24]. In this
context electrons are usually considered free, so that the problem reduces to the study of
the annihilation rate of a positron in an uniform electron gas (Jellium) In earlier works
the total wavefunction of the system Ψ was simplified into a product of a positron and an
electron part. The so called ”independent particle model” (IPM) (also known as ”inde-
pendent particle approximation” IPA) used uncorrelated one-body electron and positron
densities ne(r) and np(r) which were optimized by means of a DFT minimization. Elec-
tron and positron spins are commonly neglected in calculation in metals. An uniform
spin distribution for electrons is assumed, so that for every positron spin direction the
probability of forming a singlet-state is 1

4 while a triplet state will occur with probability
3
4 . The spin part of the annihilation operator 1.19 is than taken equal to the spin aver-
aged rate λ̄ and λ̂ becomes essentially a spatial delta function. This way all electrons are
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treated equally and calculations are greatly simplified:

λ = πr2
0c

∫
np(r)ne(r) d3r

= 8πa3
0λ̄

∫
np(r)ne(r) d3r

(2.43)

where the prefactor is due to the Sommerfeld result for the positron annihilation in a
homogeneous electron gas (see Eq. 1.13 for comparison)[24, 85].

It was soon realized that electron-positron correlation effects describing the screening
charge of the electrons around the positron play a major role in the annihilation process.
This fact is specially relevant at low density, where a Ps like bound state will be formed,
thus enhancing the electron density at the positron position. Since the screening length
is usually short, this effect can be described in a local density approximation (LDA) and
the common approach due to Barbiellini is to introduce in 2.43 an enhancement factor
γ(r) given by the amplitude of the electron density on the positron site. [86][87]:

λ = 8πa3
0λ̄

∫
γ(r)np(r)ne(r) d3r (2.44)

Apart from this short-range enhancement, the mean electron density and states remain
unperturbed. This is confirmed by the fact that 2γ angular distribution, hence the mo-
mentum density, shows relatively weak changes with respect to IPM[88].

In this context, the formal expression of the enhancement factor requires the knowl-
edge of the true wavefunction of the system, and for a positron interacting with N elec-
trons is given by:

γ(rp) =

N∑
i=1

∫
|Ψ(rp; r1, · · · , rN )|2

np(rp)ne(rp)
δ3(rp − ri) d

3r1 · · · d3rN

= N

∫
|Ψ(rp; rp, r2 · · · , rN )|2

np(rp)ne(rp)
d3r2 · · · d3rN

(2.45)

The form of γ(rp) is typically approximated within the local density approximation
(LDA) as function of the electron density only. In literature, many different parametriza-
tions of the enhancement factor exist, which are derived from calculations done on a
system of a single positron immersed in an electron gas of mean density ρ[88, 89, 90]. As
an example, we report the fitting result obtained by Mitroy and Barbiellini [89]:

γ(ρ) = 1 + 1.23rs + 0.8295r3/2
s − 1.26r2

s + 0.328r5/2
s +

1

6
r3
s (2.46)

where rs is the electron gas parameter (in atomic units)

rs =

(
3

4πρ

)1/3

(2.47)

It is a known fact that the first two terms in Eq. 2.46 are fixed to reproduce the high-
density random phase approximation limit (RPA), while the last term reproduce the low-
density limit of Ps atom:

lim
ρ→0

ργ(ρ) = k0 (2.48)

Approximations based on Eq. 2.44 have proven to be powerful when combined with a
two-component DFT calculation in various systems ranging from metals to liquids.



Part II

Modeling Ps in porous materials





CHAPTER 3

A two-particle model for Ps confinement in nanoporous
materials

From an experimental point of view, existing models describing Ps in porous materials,
which we described in the previous chapter, are not fully satisfactory. This is due to
the fact that they either fail to predict the lowering of the contact density or they lack in
simplicity since they rely on extensive material-specific calculations.

Recently we have introduced a two-particle model to describe Ps confined in nanopores
by combining the generality of TE approach with specific chemical properties of the sur-
rounding material[38, 39]. Our model is based on the observation that the confining
potential acting on Ps is a net result of two independent and different contributions, act-
ing on the electron and on the positron separately. In particular, a positive value for
the positron work function, as derived by theoretical models[31] and found, for exam-
ple, in silica[91], suggests that the positron is attracted toward the medium and then is
not confined a priori. The well known confining behavior of Ps is then related to the re-
pulsive electron-electron interaction at short distances and to the strong Pauli exchange
forces[38, 40] with bulk electrons. In this picture, it is the electron in Ps that prevents
large overlap between Ps itself and electrons in matter. This fact is confirmed by scatter-
ing experiments of Ps off noble gas atoms and molecules. Indeed, despite the mass and
charge difference, the total cross section of Ps is found to be identical to that of a bare
electron, hence showing that exchange effects dominates the short-range interaction[92].

By applying approximate semi-analytical techniques, the variational method and,
more recently, QMC calculations, we were able to demonstrate that our model correctly
describe the lowering of the contact density, obtaining also promising results in the com-
parison with experimental data on this quantity and on the pick-off annihilation rate,
connected with the pore radius and the positron work function. This chapter is mainly
an extended review of the work already published by us in [38, 39].

3.1 Theory

Starting from the previous observations and assuming for definiteness a spherical cav-
ity of radius Rc centered on the axes origin, we write the Hamiltonian operator for a
system of 2 particles with same mass m and opposite charges ±e subjected to different
potentials:

H =
p2

1

2m
+

p2
2

2m
− e2

|q1 − q2|
+ Vconf(q1) + Vbulk(q2) (3.1)

where q1(q2) is the position of the confined electron (positron). Vconf and Vbulk describe
the particles specific interaction with the surrounding medium. The key concept behind
our model of Ps trapped inside a pore is that the strong confining potential Vconf is mainly



40 3.1 Theory

due to the Pauli exclusion principle. As such it is felt only by the electron and can rapidly
grow to large values near the surface of the cavity. Although its modelization as a finite
well may sounds more physically plausible, the mathematical complications introduced
by this assumption would not light up the important aspects of the problem. Besides
its maximum value, one can argue that also the shape of this potential, which should
strongly depend on the specific type of system in exam (atomic species, geometry of
surrounding lattice, temperature, etc), may have some effects on the overall problem. To
avoid such complications, we will assume a spherical quantum well with infinite depth:

Vconf (q1) =

{
0 if |q1| < Rc

∞ if |q1| > Rc
(3.2)

where Rc defines the radius of the cavity, eventually in a conventional way.
On the other side, the complex interactions between the positron and both bulk elec-

trons and nuclei can be collected into a bulk potential Vbulk. This potential acts only on the
positron and in first approximation can be taken as equal to the opposite of the positron
work function φ+ deep inside the bulk, and zero in the electron-confining cavity. This
way we assume that with a positive value of the positron work function φ+, the positron
is attracted to the bulk and perceives a free volume cavity as a potential barrier. As for
Vconf, the shape of Vbulk between the two limiting values depends on the system under ex-
amination. In particular, using a spherical symmetric step potential approximation, the
transition may not exactly lay at the cavity wall Rc as it does for Vconf.

For this reason, in our first approach to this matter we considered the presence of a
transition surface layer of thickness ∆s, representing the offset between the outermost
position accessible to the electron and the region where positron bulk properties become
predominant. Such an offset, which can be either negative and positive a priori, was
fixed by us at ∆s = +0.17nm. This choice was done having in mind an analogy with the
famous ∆ layer already introduced in the TE model (Sec. 2.1.1). As a matter of fact, we
found out that different reasonable choices of ∆s around the TE suggested value of ∆
had negligible effects on our results, as shown in [38]. In that paper, as detailed later, we
used approximate semi-analytical techniques to derive the contact density from the TE
inspired decomposition of the electron-positron interaction with the medium. The low-
ering of the contact density, which is the primary goal of our model, was demonstrated
and a promising correspondence with experimental Ps lifetime data was found, under
simplified assumptions on the electron density in the medium.

This preliminary success pushed us to find more accurate solutions using numerical
methods, which we are going to discuss in the following. For the sake of minimizing un-
known quantities in the model, we first noted that the introduction of the ∆s parameter,
which in fact is not experimentally known, can be avoided by a proper rescaling of the
positron work function. This can be easily explained by this heuristic reasoning. Given
that the bigger the offset, the bigger the distance between the confined positron and the
bulk, the overall ”pulling strength” of Vbulk must be proportional in first approximation
to the ratio φ+/(Rc + ∆). This way, a vanishing offset would qualitatively yield the
same results if a ”scaled” work function φ̃+ = φ+(Rc + ∆)/Rc is used. However since
Rc � ∆ is expected in all practical situations, the difference between these two quanti-
ties is surely lower than the experimental accuracy of available data. For this reason ∆s
can be neglected here. Then, at variance with [38], we write the bulk potential simply as:

Vbulk(q2) =

{
0 if |q2| < Rc

−φ+ if |q2| > Rc
(3.3)
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The time independent Schrödinger equation of our model reads:[
p2

1

2m
+

p2
2

2m
− e2

|q1 − q2|
+ Vconf(q1) + Vbulk(q2)

]
Ψ(q1, q2) = EΨ(q1, q2) (3.4)

A first attempt of solution of 3.4 was given by us in [38] by means of the usual center
of mass R and relative coordinate r. Noting that the center of mass is not strictly con-
fined inside the cavity (as long as the electron is), we separated the total wavefunction
as a product of a plane-wave like factor times a relative motion part ϕ̃R(r):

Ψ(r,R) ' 1√
Ṽ
eiK·R ϕ̃R(r) (|R + r/2| < Rc) , (3.5)

Here ϕ̃R(r) is a semi-analytical function which depends parametrically on R and takes
into account the confinement effects. Given that an expression for ϕ̃ can be easily calcu-
lated in some limiting situations (i.e. in the center of the cavity and deep inside bulk),
we constructed it as a piecewise continuous function on different R intervals. Although
rudimentary, this form of Ψ(r,R) was already capable of showing some interesting fea-
tures like the lowering of the contact density.

To calculate a more accurate solution of Eq. 3.4, we introduce now a non–standard
change of coordinates that is more suitable for the present situation where the system
is dominated by the confining and the coulombic potentials. This new coordinates are
given by {

r = q2 − q1

p = p2

{
re = q1

P = p1 + p2
(3.6)

and they satisfy the usual commutation relations:[
r̂ei, P̂j

]
= [r̂i, p̂j ] = i~δij

[r̂ei, r̂j ] =
[
r̂i, P̂j

]
= [r̂ei, p̂j ] =

[
P̂i, p̂j

]
= 0

(3.7)

Here re is again the confined electron position, while r represents the relative distance
with the positron. With this variables the Hamiltonian operator in Schrödinger repre-
sentation becomes (in atomic units):

H = −1

2
∇2
re −∇

2
r + ∇re ·∇r −

1

r
+ Vconf(re) + Vbulk(re, r)

= H0 + Vmix

(3.8)

where we have separated the mixing Potential

Vmix = ∇re ·∇r + Vbulk(re, r) (3.9)

from an ”unperturbed” hamiltonian

H0 = −1

2
∇2
re −∇

2
r −

1

r
+ Vconf(re) (3.10)

It can be easily shown that the Hamiltonian H0, which contains both the Vconf and the
coulombic potential, is separable and has exact solutions. For completeness we will
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Figure 3.1: Coordinates used in Eq. 3.15.

derive its eigenfunctions in Appendix A. For the ground state energy and wavefunction,
one has

E0 =
π2

2R2
c

− 1

4
(3.11)

and:

Ψ0(re, r) =
1

N

sin(πre/Rc)

re
exp[−r

2
] (3.12)

respectively.
We note that the separation in Eq. 3.8 can wrongly suggests to consider Ĥmix as a

”small” perturbation and to study the problem in the perturbation theory framework.
However we found out that while Vbulk is indeed small, the term ∇re ·∇r is not, so that
any perturbative approach fails in practice.

Given the spherical symmetry, the problem is symmetric both with respect to axial
rotation around the direction of re, and with respect to a rigid rotation of both particles
around the center of the cavity. In particular it is invariant under the inversion operator
I : (r, re) → (−r,−re) which preserves the angle α between the two vectors re and r.
From these considerations, it seems natural to search for a ground state wavefunction
which depends only on the absolute values r ∈ [0;∞], re ∈ [0;Rc] and on the angle
α(r, re) ∈ [0;π] between them, which satisfies:

cosα = sin θ sin θe cos(φ− φe) + cos θ cos θe (3.13)

where (r, θ, φ) and (re, θe, φe) are the spherical coordinates for r and re respectively.
The volume element in these new coordinates is dΩ = r2

er
2 sinαdre dr dα, as expected.

Furthermore, for any function f(re, r, α) having the same symmetries of the system one
has: ∫ ∫

f(re, r, α) d3re d
3r =

= 8π2

∫ Rc

0

∫ ∞
0

∫ π

0

f(re, r, α)r2
er

2 sinαdre dr dα

(3.14)
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where the factor 8π2 comes from integration over the ”mute” angular coordinates. By
using these variables, the new Hamiltonian of the system assumes the form:

H̃ =− 1

2

[
∇2
re + 2∇2

r +
2re

2 + r2 + 2rre cosα

r2re2
∇2
α

− 2 cosα∇2
re,r + 2

sinα

r
∇2
re,α + 2

sinα

re
∇2
r,α

+
2

re
∇re +

4

r
∇r +

2re
2 cosα+ r2 cosα+ 2rre

r2re2 sinα
∇α
]

− 1

r
+ Vconf(re) + Vbulk(r, re, α)

= Hconf + Vbulk

(3.15)

where Hconf collects H0 and the kinetic part of Vmix.
Calculation of the relative contact density requires the knowledge of the two–particle

ground state wavefunction ΨGS(re, r, α) in ~r = 0, integrated over the electron position
in the cavity[38]. The general definition was given in Eq. 2.19- 2.21 and with current
notation reads

kr = 8π

∫
|ΨGS(re, rp)|2 δ(re − rp) dre drp (3.16)

where 8π is the inverse of the contact density of Ps in vacuum in atomic units. The
expression of the delta function in spherical coordinates with azimuthal symmetry is:

δ(r) =
1

2π

δ(r)

r2

δ(α)

sinα
(3.17)

Combining Eq. 3.17 and Eq. 3.14 with Eq. 3.16, the final expression for the relative contact
density reads:

kr =4

∫ Rc

0

|ΨGS(re, 0, 0)|2r2
e dre (3.18)

For the pickoff annihilation rate, we use here the approximation given in Eq. 2.5:

λpo = λ̄
ρe
k0
P+

out (3.19)

which is proportional to the probability of finding the positron in the electron cloud
outside the cavity:

P+
out =

∫
|re+r|>Rc

|ΨGS(re, r, α)|2r2
er

2 sinαdre dr dα (3.20)

The factor ρe represents the (constant) effective electron density at the positron position.
As a matter of fact, this quantity is extremely hard to estimate both because it has a very
specific dependence on the physical properties of the material surrounding the cavity,
and because it depends on electron-positron correlations effects.

Here we follow a simplified analysis carried out by Ferrel [30] and successfully used
in molecular substances by Dutta [62] (as seen in Eq. 2.8), where it is assumed that the
positron ”samples” only the fraction Zeff of electrons laying in outer molecular shells
and does not penetrate in core regions. These electrons in turn can be roughly thought
as uniformly spread out over the molecular volume. A suitable approximate expression
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Table 3.1: Experimental data on relative contact density κr and pick–off lifetime τpo for some
selected molecular solids. The column τ ′ reports the lifetime normalized with respect to the ef-
fective electron density ρ−, calculated using the atomic Van der Waals radii (see text), taken from
Ref. [93]: H = 0.11, C = 0.17, N = 0.155, O = 0.152, Si = 0.21 nm.

Name formula κr τpo [ns] ρ− [nm−3] τ ′ [ns] marker
Octadecane (liquid) C18H38 0.69 ± 0.07 2.92± 0.03 189.5 2.05 �
Octadecane (solid) C18H38 0.85 ± 0.05 1.5± 0.01 198 1.1 �
Butyl–PBD C24H22N2O 0.88 ± 0.11 1.41 ± 0.07 241.3 1.26 ♦
Benzene C6H6 0.71 ± 0.06 3.26± 0.03 102.7 2.4 N
Polyethylene (C2H4)n 0.6 ± 0.06 2.6± 0.05 170.3 1.6 •
2,5–diphenyl–1,3,4–oxadiazole (PPD) C14H10N2O 1.05 ± 0.11 1.22 ± 0.01 252.3 1.14 H
Bhyphenil C12H10 0.82 ± 0.06 1.14± 0.01 307.8 1.0 4
Polyethylene terephthalate (Mylar) (C10H8O4)n 0.78 1.82 274.8 1.85 ?
Amorphous silica a–SiO2 0.95 ± 0.03 1.59± 0.02 433 2.55 �
Guaiazulene C15H18 0.64 1.84± 0.01 279 1.79 ©
Polymethylmethacrylate(PMMA) C5H8O2 0.65 ± 0.03 2.23± 0.04 255.5 2.11 •
p–terphenyl (doped with anthracene) C18H14 0.8 ± 0.02 1.43± 0.01 277.5 1.47 �
p–terphenyl (doped with chrysene) C18H14 0.83 ± 0.02 1.16± 0.01 274.6 1.18 O

for molecular volumes can be obtained by considering each constituent atom as a sphere
defined by the Van der Waals radius.

As already pointed out in our previous work[38], the best way to compare exper-
imental data on o-Ps pick–off lifetimes τpo = 1/λpo from different materials, with the
corresponding quantity calculated with our model, is to normalize this lifetimes with
respect to the electron density (evaluated with the procedure explained below) by defin-
ing the quantity τ ′ = τpo ρe/κ0, as suggested directly by the general expression 2.5 for
λpo. Then this quantity retains the relevant information on the system. In Tab. 3.1 we
report data on Van der Waals radii for relevant atomic elements, together with chemical
formulae and calculated electron densities for some molecular solids of interest. In order
to estimate the electron density of a specific material, we used the simple relation:

ρe =
Zeff

V
(3.21)

where V = 4π
3 R

3
vdw is the volume relative to the Van der Waals radius of an atom.

3.2 Variational method

To numerically solve the full Schrödinger equation of the system we used the Ritz varia-
tional method to find an approximated ground state wavefunction. The method consists
of choosing a basis set of parameter-dependent trial wavefunctions Ψn[ε], and finding
the linear combination Ψ̃ =

∑
n CnΨn[ε] for which the expectation value of the energy〈

Ψ̃
∣∣∣ H̃ ∣∣∣Ψ̃〉 is the lowest possible. As it is well known, the variational method deeply re-

lies on the choice of the basis set, which must be done wisely. These wavefunctions can
be quite general and parameter dependent but they must satisfy the correct boundary
conditions of the problem.

Following Fülöp et al.[40] and inspired by the form of the wavefunctions of H0 (see
eq. (3.12)) we introduce the following ansatz for the basis set:

Ψijk[ε](re, r, α) = ψ
(1)
i (re) · ψ(2)

j (r) · ψ(3)
k (α) (3.22)
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The three components are given by

ψ
(1)
i (re) = (R2

c − r2
e)
i i = (1, · · · , N1)

ψ
(2)
j (r) = rj−1e−r/ε j = (1, · · · , N2)

ψ
(3)
k (α) = cosk−1 α k(1, · · · , j)

(3.23)

where N1 and N2 determine the size of the basis expansion while the condition k ≤
j must be present in order to make the wavefunction single-valued everywhere. The
polynomial expression of ψ(1) makes numerical calculation faster and is suggested by
the Taylor expansion of the particle-in-a-box ground state sin(πre/Rc)/re (see Appendix
A). Also note that the correct boundary conditions for the electron wavefunctions are
satisfied: ψ(1)

i (Rc) = 0 and dψ(1)

dre
(0) = 0. On the other hand, the form of ψ(2) resembles

the radial part of the well known hydrogenic wavefunctions. Here ε is an additional
adjustable parameter, representing the possibility of a homogeneous swelling of the Bohr
Ps radius (for free Ps, ε = 2aB), and with respect to which the energy is also minimized.
Finally, ψ(3) accounts in a simple way for possible polarization effects. These functions
are neither normalized nor orthogonal. However, the variational method with minor
theoretical modifications can be applied also with a non orthogonal basis set.

Our total trial wavefunction can be expanded on this basis set:

Ψ̃ =

N1∑
i

N2∑
j

∑
k≤j

CijkΨijk[ε] (3.24)

The energy minimization requires the calculation of the hamiltonian matrix

Hε
nn′ = 〈Ψijk| H̃ |Ψi′j′k′〉 (3.25)

as well as the overlap matrix

Sεnn′ = 〈Ψijk|Ψi′j′k′〉 (3.26)

for every value of the parameter ε. Due to the simple form of the basis functions,
(Hconf)

ε
nn′ matrix elements can be calculated analytically, however (Vbulk)nm must be cal-

culated numerically.
We performed the analytical calculation with Mathematica 10 and we subsequently

evaluated the numerical solution of the eigenproblem with a C++ code. For every set of
(Rc, φ+), the lowest eigenvalue was minimized as a function of ε to obtain the ground-
state energy EGS, and the eigenvector Ψ̃ corresponding to this eigenvalue was deter-
mined to be the approximate ground-state wavefunction. Finally, the relative contact
density and the pickoff lifetime was calculated from Ψ̃ .

3.3 Numerical results

Here we discuss the obtained results with reference to selected suitable values for the
work function and cavity radius. Generally speaking, for the calculation of the energy,
a base functions set of N1 = 3, N2 = 3 was sufficient, while the contact density and the
pickoff annihilation rate calculations required more care. For relatively low values of φ+

(below 5.9eV) a base functions set of N1 = 5, N2 = 5 already gives good results, in the
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Figure 3.2: Ground state energy as a function of the cavity radiusRc (in atomic units), for different
values of the positron work function φ+. The straight dotted line represents the energy of free Ps
in vacuum (−6.8eV) while the dashed line marked E0 represents the exact ground state energy of
H0. In the limit Rc →∞ the energy of free Ps is recovered. Picture taken from [39].

sense that any further increase of this number has a negligible influence on the calculated
values of EGS, kr, λpo. It turns out that in order to fit almost all available experimental
data, this range of values for the positron work function is sufficient. On the other side,
for greater values of φ+ the behavior of the wavefunction started to change drastically
and the number of basis set needed to reach the same accuracy increase exponentially,
making it manifest the need of a modified basis set. Anyway, during our calculations we
decide to use a basis set with N1 = 6, N2 = 6. The resulting ground state energy energy
is plotted in Fig 3.2 as a function of the confining radius Rc in atomic units (Rc = 1
corresponds to the value of the Hydrogen Bohr radius). For large radii, free Ps energy of
−6.8eV is recovered. The confinement tends to increase the energy with respect to free
Ps, while the bulk potential has a lesser effect.

The mixing term Vmix in (3.9) leads to a distortion of the relative wavefunction of the
positron around the electron position. As plotted in Fig 3.3, the positron is strongly
polarized toward the inner of the cavity via ∇re · ∇r, while its attraction toward the
outer bulk is mainly due to Vbulk.

In fig. 3.4 we plot a section of the electron radial probability P (re) defined as :

P (re) =

∫
|Ψ(re, r, α)|2r2 sinαdr dα (3.27)

It can be seen that an increase in the strength of Vbulk results in the electron being attracted
to the cavity walls.
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(a) φ+ = 0eV (b) φ+ = 6eV

Figure 3.3: Polarization of the relative wavefunction of the positron around the electron, for a
cavity Rc = 5 a.u.. The electron position is fixed at the wall of the cavity, which is located on the
left side of both figures.
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Figure 3.4: Electron radial probability P (re) for a cavity with Rc = 5 a.u.(left) and Rc =
10 a.u.(right) as a function of the electron radial position re/Rc. To provide a better comparison,
functions are arbitrarily renormalized to have P (0) = 1. The dark lines correspond to φ+ = 0 eV
while the red ones correspond to φ+ = 6 eV. The effect of the bulk potential is to increase the
probability of finding the electron near the walls.
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Figure 3.5: Relative contact density kr as a function of the confining radius Rc, for some values of
the positron work function φ+. Full lines are calculated with the basis set N1 = 6, N2 = 6, while
the dashed lines are calculated with the basis N1 = 5, N2 = 5. The distance between those lines
can be considered as a raw error estimation. Picture taken from [39].
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Figure 3.6: Relative contact density kr of Ps as a function of its lifetime τ , for different values of the
positron work function φ+(in eV). Selected lines are calculated with the basis set N1 = 6, N2 = 6.

The resulting relative contact density kr is plotted in Fig. 3.5 as a function of the
confining radius Rc and for some values of the positron work function φ+. The effect
of lowering of the contact density, with respect to its vacuum value, shows up when
φ+ > 3eV. This value is slightly larger than the results found in our previous work
[38], but the qualitative trend is recovered. In the point cavity limit Rc → 0 the electron
is stuck at the origin and the Schrödinger equation of the hydrogen atom is recovered,
where kr → 8. On the other hand when Rc → ∞ free Ps solution is recovered, with
kr → 1.

Experimental data for Ps in small cavities usually directly concern the o-Ps lifetime
τ = 1

λpo
. In Fig. 3.6 we plot some curves joining points corresponding to calculated

values of kr and τ for a fixed φ+ and different Rc.

Known experimental data for some materials are normalized as we discussed before
Eq. 3.21, and are indicated by markers in Fig. 3.6. It must be noted that this kind of rep-
resentation is the better choice to compare theoretical and experimental data, because
it is very difficult to gain independent information on the positron work function and
on the pore sizes for most materials. The general trend shows a lowering of the con-
tact density and of the o-Ps lifetime for smaller cavities, as expected. There is a good
agreement between our theory and experimental data for a large group of hydrocarbon
molecular solids. On the other hand, some compounds stand below the line φ+ ∼ 6eV,
probably because their effective electron density is lower than our estimation, so that
their position in the picture should be shifted to the left.
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3.4 QMC calculation

To confirm numerical results obtained with the variational method, we performed PIMC
calculation as discussed in Sec. 2.2.4.

We followed the same approach recently used by L.Larrimore et all [73] in a study of
Ps confined within a spherical cavity, the only difference from this being the fact that in
our model the infinite step potential is felt by the electron only, then the expression of
matrix elements of the density operator reads:

〈r+r−| ρ̂conf(ε)
∣∣r′+r′−〉 =

=

1− exp(−
(r2
c − r2

−)(r2
c − r

′2
− )

2εr2
c

) if r− ≤ rc

0 otherwise

(3.28)

For the bulk potential part of the density operator we used the symmetrical primitive
approximation:

〈r+r−| ρ̂bulk(ε)
∣∣r′+r′−〉 = exp(−ε

Vbulk(r+) + Vbulk(r′+)

2
) (3.29)

To avoid possible problems due to ionization and to speed up the convergence of the
calculation we also introduced a fictitious confinement potential of the form (3.28) to
keep the positron inside a sphere of radius Rcmax >> Rc.

The set of moves used in our Metropolis code comprehend the exact sampling of the
kinetic energy through the Levy construction and a rigid translation which improve the
sampling of the potentials.

Our calculations used a chain of M = 1000 beads with β = 100a.u.. Such large M is
required in order to keep discretization parameter ε = β

M reasonably small for values of
β−1 much less than 3/16, the Ps ground to-first-excited state energy gap. Several million
steps were simulated to accumulate statistics in order to obtain accurate values (within
1%)of the probability distributions of re, rp and r.

The contact density kr was found by a fitting procedure of the relative probability
distribution while the probability of finding the positron outside the cavity could be
easily obtained by the tail of the radial probability distribution.

To better understand the effects of the confining and bulk potentials, in Fig. 3.7 we
plotted the probability distribution of the relative distance r between the electron and the
positron, for two values of cavity radius and two different positron work functions. In
the top panel we chose a very small cavity radiusRc = 3a.u. to make the confining effect
evident, while we used a biggerRc = 7a.u. in the bottom one. In both pictures, the black
dashed lines represent the free-Ps 1S relative distribution, as given in Eq. 1.10. It is clear
that the confining potential tend to squeeze the radial distribution, hence enhancing its
contact density value with respect to the free case. This effect becomes relevant only in
very small cavities, and it almost disappears for Rc > 7a.u.. The effect due to the bulk
potential is exactly the opposite: a higher value of the positron work function (red lines)
leads to a stronger potential, which in turn tends to swell the wavefunction reducing the
contact density.

Some insight on pickoff annihilation rates comes from viewing the distribution func-
tions of the radial distances rp and re of the two particles from the center of the cavity as
plotted in Fig. 3.8. Again, two values of cavity radius are used (top,bottom) together with
two different positron work functions (blue,red). Whereas electronic density is close to
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the distribution of a single particle in a hard cavity (black dashed line), this is not true for
the positron, which can be easily found in bulk, i.e. in the region where pickoff process
naturally occurs. This loosely confinement of the positron is only due to its coulomb
attraction to the inner electron and it is opposed by the bulk potential, which pulls the
positron outside the cavity wall. To provide a further comparison, we plotted the radial
distribution as given by the TE model, where Ps center of mass is confined in a cavity
of radius Rc + ∆, with ∆ = 0.16nm. In both cases, a small value of the positron work
function is enough to raise the probability of finding the positron in a pickoff region way
larger than the one used in TE.



52 3.4 QMC calculation

0 2 4 6 8

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

r(a.u.)

p
ro

b
a
b
il
it
y
d
is
tr
ib
u
ti
o
n

Rc=3(a.u.)

free Ps

ϕ+=0eV

ϕ+=3eV

0 2 4 6 8

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

r(a.u.)

p
ro

b
a
b
il
it
y
d
is
tr
ib
u
ti
o
n

Rc=7(a.u.)

free Ps

ϕ+=0eV

ϕ+=3eV

Figure 3.7: Radial distribution function of the relative distance r between the electron and the
positron, for a cavity Rc = 3a.u. (top) and Rc = 7a.u. (bottom). The black dashed lines represent
the same quantity for the 1S solution of free Ps in vacuum. Blue lines refer to the vanishing bulk
potential solution with φ+ = 0eV. Red lines show the effect of adding a bulk potential term
with φ+ = 3eV. It is clear that the confinement tends to squeeze the electron and the positron
together while the bulk potential tends to pull them apart. Calculations were done withM = 1000,
β = 100.
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Figure 3.8: Distribution function of the radial distance re(rp) of the electron (positron) from the
center of the cavity, for a cavity radius Rc = 3a.u. (top) and Rc = 7a.u. (bottom). The black
dashed lines represent the same quantity for a particle in a spherical box with the same radius.
Straight lines represent to the electron, while dashed are used for the positron. Blue lines refer to
the vanishing bulk potential solution with φ+ = 0eV. Red lines show the effect of adding a bulk
potential term with φ+ = 3eV. While the electron is strictly confined inside the cavity, the positron
wavefunction spread out towards bulk. As a general trend, the higher the positron work function,
the more probable is to find the positron outside Rc. Calculations were done with M = 1000,
β = 100.





CHAPTER 4

Exchange effects on trapped Ps

In the context of Ps confinement in porous materials, it has long been assumed in litera-
ture that the interaction with surrounding electrons can be described as a small pertur-
bation. This assumption is implicitly at the basis of every one-body and two-body theo-
retical models, where the introduction of an external electron layer accounts for pickoff
annihilation but does not modify the nature and the form of Ps wavefunction. From an-
other point of view, given the small energy gain in the Ps− formation, Ps may not change
significantly the spatial part of the N-electron wavefunction of the surrounding material,
so that the two subsystems can be treated as independent.

Through PALS experiments, hints of Ps presence as a bound state can be deduced in
materials showing different lifetime signatures, being this a direct evidence of the pres-
ence of different Ps states. In this sense, a description of a Ps atom weakly interacting
with the environment is suggested in porous materials. However, this may not always
be appropriate while, on the other hand, a more refined description of this kind of in-
teractions is made complicated by the requirement of full electron indistinguishability.
The validity of a theoretical treatment in which the Ps is seen as a separate ”entity” and
where the Ps electron is somehow privileged with respect to outer electrons must be
questioned, especially given its direct relation to the pickoff annihilation.

In this chapter we will focus on a particular aspect of this problem, which we call
”over-counting” and which is involved in the study of the annihilation process of Ps in
cavities. Our ultimate goal is the formulation of a model better capable of explaining
both the lowering of the contact density and the pickoff process, thus providing a simple
tool to analyze the full spectrum of a PALS experiment.

4.1 The over-counting problem

As we saw in the first two chapters, the most common set of equations used to describe
Ps annihilation in porous matter is given in literature by Eqs. 1.28:

λt = krλ3γ + λpo (4.1a)
λs = krλ2γ + λpo (4.1b)

These equations are considered valid when Ps interactions with external electrons and
ions, which leads to pickoff annihilation, do not change significantly its wavefunction,
i.e. its identity as a confined bound system.

For long time it has been thought of kr, the usual relative contact density, as an intrin-
sic property of the confined Ps, whereas the term λpo, which is identical in both Eq. 4.1a
and 4.1b, was associated to the pickoff annihilation process with outer electrons. Given
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that pickoff is by nature a surface process, in every model λpo was assumed to be propor-
tional to a geometrical probability, commonly denoted by Pout, of finding Ps outside the
free-space (inner) region defining the cavity.

λpo = Poutλb (4.2)

In TE for example we saw that the proportionality constant λb was fixed to the average
of singlet and triplet decay rates λ̄ = 2.01[ns]−1, a value used by many other authors,
including us1:

λpo = Poutλ̄ (4.3)

Being independent of the electronic properties of the surrounding medium, such an as-
sumption must be regarded as an effective approximation, which holds provided that
the geometry of the model (i.e. the value of ∆ in the TE) is consequently adapted to fit
the correct pickoff annihilation in real systems2.

It came to our attention that there are many different opinions about the proper way
of treating Ps in the inner and surface regions.

In many works (for example [94, 95, 96]), Ps, described as a single particle with kr = 1,
is considered affected on the same foot by both the intrinsic and the pickoff annihilations
in the outer part of the cavity:

λt = λ3γ + Poutλb

λs = λ2γ + Poutλb
(4.4)

On the other hand, a few one-particle models (to our knowledge this was done only
in [61, 97, 98]) completely differentiate the inner and surface description of Ps. In these, Ps
annihilates with its intrinsic vacuum annihilation rate only in the inner part of the cavity,
whereas the surface region is dominated by pickoff. Following Goworek[97], Eqs. 4.4 are
written in this picture as:

λt = (1− Pout)λ3γ + Poutλb

λs = (1− Pout)λ2γ + Poutλb
(4.5)

being (1−Pout) = Pin the probability of finding Ps in the free-space region. Remarkably,
a direct comparison between Eqs. 4.1 and Eqs. 4.5 show that the latter have by construc-
tion a relative contact density kr = Pin lower than the vacuum value. This is a direct
consequence of the fact that, in this model, kr exactly vanishes in the surface region. Sur-
prisingly, to our knowledge, this important connection has gone unnoticed by the author
and by the positronium community until now. In [97] this was due to an erroneous inter-
pretation of the contact density, while in [61] no considerations about the contact density
were done at all.

Finally, a somehow intermediate situation is found in all two-particle models (for
example [68, 38, 39]), where pickoff annihilation is proportional to the probability P+

out of
having the positron outside the cavity

λpo = λbP
+
out

P+
out =

∫
rp>Rc

|Ψ(rp, re)|2 d3rp d
3re

(4.6)

which is somehow similar to Pout. In these models, intrinsic annihilation is assumed to
take place only in the region allowed to the Ps-electron, which, analogously to Eqs 4.4

1As noted in Sec. 1.5, this value is identical to the Ps−decay rate.
2See Section. 2.1.1 for a more accurate discussion.
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Figure 4.1: Effect of electron shielding on positron annihilation in bulk. Top: without shielding, the
positron is free to annihilate with outer electrons of any spin configuration. Bottom: if shielding
is considered, the positron will most likely annihilate with electrons having opposite spin with
respect to Ps-electron.

and 4.5, can be either extended to the whole space [68] or limited to the inner cavity (if
Ps-electron is striclty confined, like in [38]).

In our view, all these different approaches are due to a general confusion about the
meaning of terms appearing in Eqs. 4.1. In particular, the fact that both the expressions
for λt and λs in Eqs. 4.1 have the same structure, has been erroneously interpreted by
some as the prove that o-Ps and p-Ps are affected by the same pickoff annihilation rate. In
other words, it is assumed that the particular spin configuration of the Ps-electron does
not affect in any way the pickoff annihilation behavior in the outer layer. As a direct
consequence, the pickoff process was exclusively linked to the term λpo in Eqs. 4.1, while
kr was associated to possible modifications of the internal structure of Ps.

In this picture, no ”shielding” effect due to exchange correlation effects (Pauli ex-
clusion) is ascribed to the Ps-electron, so that the positron is free to annihilate with all
surrounding electrons (independently from their spin), with a consequent over-counting
of annihilation processes inside the surface region (see Fig. 4.1).

Surprisingly, this no-shielding assumption was neither fully justified nor properly
discussed from a theoretical point of view. The lack of such a discussion represents a
minor problem to the positronium community since the over-counting has a negligible
effect on the total annihilation rate of the o-Ps system, where λpo � λ3γ . The same is not
true for p-Ps , where pickoff and intrinsic annihilation rates may be comparable.

Given its connection to electrons indistinguishability, the question of whether this
over-counting is legitimate or not must be answered in the framework of many-body
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quantum mechanics. This will be given in detail in the following chapters, where we
will show how the pickoff annihilation rate is indeed different for o-Ps and p-Ps . Here, we
just note that this statement is not in contrast with Eqs. 4.1 as long as one realizes that
they can be written as:

λt = λ3γ +
[
(kr − 1)λ3γ + λpo

]
(4.7a)

λs = λ2γ +
[
(kr − 1)λ2γ + λpo

]
(4.7b)

where the term in square brackets is the overall contribution to the annihilation due to
the external electrons, i.e. the pickoff. This kind of formula has exactly the same form of
the one that will be derived from the theory developed in the following Sections.

Before going on, we now review a discussion on the validity of Eqs. 4.1 which was
given by Dupasquier et al. [9].

Trying to formulate a formal calculation of Ps annihilation, the most important fea-
ture on which the electron-positron annihilation process depends is the relative spin state
of the two particles. Historically, spin is only taken into account when dealing with Ps
in vacuum, while an averaged spin description is used for example in metals. There are
just a few studies in literature which investigate how spin exchange affects intrinsic and
pickoff annihilation rates for Ps confined inside a cavity.

In this framework, Brusa et al. [84] have studied the annihilation rate for a positron
interacting with two unpaired-spin electrons in a close-shell environment. In their work
they included exchange effects, hyperfine splitting and the coupling with an external
magnetic field. Their numerical results depend on input parameters describing the form
of the wavefunction called ”symmetrized” electron-positron contact densities. However
they keep a generic approach and do not give an explicit form for the spatial wavefunc-
tion.

A somehow similar approach was used by Dupasquier et al. [9] to extend the same
formalism to a four particle system consisting of a Ps atom in a generic spin configuration
χjm interacting with 2 electrons in a singlet state configuration χ00. At variance with
[84], in their work the authors didn’t diagonalize any Hamiltonian to find a groundstate
wavefunction, but instead they postulate its general form as a starting point. Focusing
on the request of full exchange antisimmetry for the electrons, they introduced a total
wavefunction of the form:

Ψjm =A [φ(rp, re; r1, r2)χjm(p, e)χ00(1, 2)]

=
1√
3

[φ(rp, re; r1, r2)χjm(p, e)χ00(1, 2)

− φ(rp, r1; re, r2)χjm(p, 1)χ00(e, 2)

−φ(rp, r2; r1, re)χjm(p, 2)χ00(1, e)]

(4.8)

where A is the antisymmetrization operator, and calculate the expectation value of the
annihilation operator 1.19. The main result of their calculation was to show that a com-
mon expression of both o-Ps and p-Ps pickoff annihilation rate can be given, which leads
directly to the commonly accepted expression for Ps annihilation in matter:

λt = krλ3γ + ηλ̄

λs = krλ2γ + ηλ̄
(4.9)

where the term proportional to λ̄ depends on an ”external” contact density parameter η
related to the overlap between the positron and outer electrons. Explicit expressions for
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kr and η are:

kr = 8πa3
0

∫
|φ(rp, re; r1, r2)|2δ3(rp − re) d

3rp d
3re d

3r1 d
3r2

η = 8πa3
0

∫
|φ(rp, r1; re, r2)|2δ3(rp − re) d

3rp d
3re d

3r1 d
3r2

(4.10)

In their calculation, some ”internal orthogonality” conditions (IO) on the 4 particles spa-
tial wavefunction, which hides exchange terms, are imposed3:∫

φ(rp, re; r1, r2)δ3(rp − re)φ(rp, r1; r2, re) d
3rp d

3re d
3r1 d

3r2 = 0∫
φ(rp, re; r1, r2)δ3(rp − re)φ(rp, r2; re, r1) d3rp d

3re d
3r1 d

3r2 = 0

(4.11)

Because of these conditions, kr and η in Eqs. 4.9 are both intrinsically connected to the
presence of outer electrons, i.e. to the pickoff process. In particular, this means that the
term λpo = ηλ̄ alone is not representative of the whole process, being only its symmetri-
cal contribution.

While we agree with their result, which however does not present the problem of
over-counting by construction, we have some remarks on the interpretation and ap-
proach used to derive Eqs. 4.9.

First of all, in [9] the normalization condition of the total wavefunction is not explic-
itly taken into account. To us it is not clear whether the previously mentioned ”internal
orthogonality” conditions still hold adding this further requirement. We stress that, de-
spite Eqs. 4.9 have been used by many authors for any form of Ps wavefunction, they are
only valid when the total wavefunction satisfy Eqs. 4.11.

Secondly, as it will become clear in the next section4, the form of 4.8 as it stands can
not be related neither to a proper ground state, nor to a ”first order” state. For this
reason, while the evaluation of λ as a simple expectation value is theoretically valid for
any quantum state, the connection of Eqs. 4.9 to the ground state annihilation rates is not
fully justified.

In the next section, we will show how it’s possible to provide a stronger theoretical
approach and to extend their result to a system of Ps interacting with N electrons, by
using a symmetry-adapted perturbation expansion.

4.2 Exchange perturbation theories

The detailed quantum state of an electron-positron pair inside a cavity is extremely com-
plex. Whereas in the inner part of this free-space region it will resemble an isolate Ps
bound state, in the outer part it will fade into a ”spur state” (sometimes called quasi-
Ps)[33] of a positron interacting with the full many-body environment. The main diffi-
culty arises from the fact that in the first scenario one has a separate Ps-electron, while
in the other full electron indistinguishability must be taken into account.

The formulation of a theoretical treatment capable of describing the transition be-
tween these two limiting situations is an old problem in both physics and chemistry.

3Even if this sounds somewhat arbitrary, they show how it is possible to build a wavefunction satisfying
such conditions from a generic ground state.

4See the discussion following Eq.4.19.
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There are many systems (for example atoms in molecules ) wherein individual compo-
nents are clearly identifiable and, in the non-interacting picture, may be described by
an asymptotic-free hamiltonian H0 where electrons are arbitrarily assigned to different
subsystems. Since extramolecular interactions in these systems are often small compared
with the low-lying intramolecular (or intraatomic or intraionic) level spacings, some sort
of perturbative treatment based upon noninteracting components is suggested[99].

Historically, one of the first and most simple perturbation scheme is the so called
polarization approximation (PA). In the PA for the interaction between two atoms, A and
B, with total electron number N , one arbitrarily assigns electrons 1 through NA to atom
A, andNA+1 throughN = NA+NB toB. IfHA(HB) is the Hamiltonian for atomA(B) in
the absence of B(A) (i.e it operates only on the electronic coordinates assigned to A), the
PA zero-order HamiltonianH0 is simply taken to be that for isolated sitesH0 = HA+HB ,
with no inter-site interaction[100]. The zero-order eigenstate is taken to be the Hartree
product of isolated eigenstates ψ(0) = φAφB , which in general has no symmetry for an
interchange of coordinates between A and B. Given that V represents the interaction
term between the two subsystems (hence the total Hamiltonian is H = H0 + V ), the
basic assumption of PA is that a ψ(ε) exists such that:

[H0 + εV ]ψ(ε) = E(ε)ψ(ε) (4.12)

where both the energy and wavefunction can be expanded as a series of power of the
perturbation parameter ε

ψ(ε) =
∑
n

εnψ(n) and E(ε) =
∑
n

εnE(n) (4.13)

in such a way that high order corrections to the wavefunction are orthogonal to the
unperturbed solution 〈

ψ(0)|ψ(n)
〉

= 0 for n = 1, 2 · · · (4.14)

One expects that if the perturbation V is weak, then the expansion parameter ε smoothly
links ψ(0) to ψ(1) which must be an eigenfunction of the fully interacting H .

The expansion coefficients are then calculated with the standard framework of Rayleigh
Schrödinger (RS) perturbation theory, for example:

E(1) =
〈
ψ(0)

∣∣∣V ∣∣∣ψ(0)
〉

and
[
H0 − E(0)

]
ψ(1) =

[
E(1) − V

]
ψ(0) (4.15)

However, it is clear that such a simplified approach can not give correct treatment of
the exchange interactions since H0, H0 + εV and ψ(0) have no symmetry under the inter-
change of pairs of electron coordinates belonging to different atoms, whereas ψ(1) must
be fully antisymmetric. This is a well known problem of PA which usually requires the
introduction of so called unphysical states uk which do not satisfy Pauli principle[101].

To overcome this problem, since the 1960s, a vast class of symmetry-adapted pertur-
bation theory (SAPT) were proposed[102]. Most of these proposals agrees only on the
first order expansion and they show qualitative differences even in low order[103]. An
accurate review is beyond the scope of the present discussion and we report here only
equations for the first order correction. In particular, in all SAPT formulations, the first
order energy reads:

E(1) =

〈
ψ(0)

∣∣V ∣∣Aψ(0)
〉〈

ψ(0)|Aψ(0)
〉 (4.16)
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Here, A is an intermolecular antisymmetrizer operator, defined as5:

A =
1

N !

∑
p

(−1)pP (4.17)

where P represents a permutation operator of N electrons, while (−1)p stands for the
parity of the permutation. It’s easy to see that A commutes with the total hamiltonian,
but not with H0 nor V :

[A, H] = 0 [A, H0] 6= 0 [A, V ] 6= 0 (4.18)

The factor
〈
ψ(0)|Aψ(0)

〉
=
〈
ψ(0)A|Aψ(0)

〉
at denominator of Eq. 4.16 explicitly takes into

account the so-called intermediate-normalization condition[103].
On the other hand, first order correction to the state depends quite strongly on the

chosen formalism[102]. As an example, with the choice given in [104]:

ψ(1) = P
[
εO + P

(
E(1) −H0

)
P
]−1

PHAψ(0) (4.19)

where P =
∣∣Aψ(0)

〉 〈
ψ(0)

∣∣ / 〈ψ(0)|Aψ(0)
〉

is the projector over the unperturbed state, O =
1− P is the orthogonal complement and ε is a small real number which makes sure that
the operator in square brackets is invertible.

We stress that in SAPT context the antisymmetric state
∣∣Aψ(0)

〉
is not the first order

correction to the state, nor it can be considered a good ground state for the full hamilto-
nian H . This is particularly true if the product state ψ(0) already contains some kind of
overlap between the subsystems.

4.3 Setting up the Ps-environment system

Now we proceed towards a suitable setting up of the Ps-environment system. The most
general Hamiltonian of a system composed of a Ps atom interacting with an N -electron
environment can be written as a sum of a free Ps Hamiltonian Ĥ

(0)
Ps , the Hamiltonian

of the material Ĥb and an interaction potential acting between these two subsystems.
Considering only Coulomb interactions and neglecting atomic nuclei, which are not in-
volved in the annihilation process, we write Ĥ as:

Ĥ = Ĥ
(0)
Ps (rp, re) + Ĥb(r1, r2, · · · , rN ) +

N∑
i=1

[
V̂C(re, ri)− V̂C(rp, ri)

]
≡ Ĥ(0)

Ps (rp, re) + Ĥb(r1, r2, · · · , rN ) +

N∑
i=1

V̂int(rp, re, ri)

(4.20)

where V̂C(rx, ry) is the Coulomb potential between the particles x and y. In the follow-
ing we will denote p and e the spin-spatial coordinates of the Ps positron and electron
(as defined is Section 1.1.2), respectively, while numbers refers to other electrons for con-
venience.

From the success of many theoretical models describing Ps in porous materials, we
know that the overall effect of interactions can be well described by an effective potential

5With this definition,A is idempotent, i.e. A2 = A.
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V̂eff(rp, re) which acts only on Ps spatial coordinates. Despite this potential can be found
in different formulations in literature, the most important feature they all share is the
confining effect. As an example, in TE model V̂eff(rp, re) = V̂conf(R), being R the center
of mass, while in our first model we used V̂eff(rp, re) = V̂conf(re) + V̂bulk(rp).

Hence, it is convenient to include this generic potential in the definition of the Ps
hamiltonian, so that Eq. 4.20 becomes:

Ĥ = ĤPs(rp, re) + Ĥb(r1, r2, · · · , rN ) +

[
N∑
i=1

V̂int(rp, re, ri)− V̂eff(rp, re)

]
≡ ĤPs(rp, re) + Ĥb(r1, r2, · · · , rN ) + V̂

(4.21)

where ĤPs = Ĥ
(0)
Ps + V̂eff.

If we neglect all interactions, hamiltonian 4.21 is separable and its ground state will
be the product of the wavefunction of the bare wavefunction of the confined Ps (see
Chapters 2 ,3) times the (antisymmetric) ground state of the N -electron system:

ψ(0)(p, e, 1, · · · , N) = Ψjm(p, e)φ(1, 2, · · · , N)

= Ψjm(p, e)φ(b̄)
(4.22)

where j,m are the Ps spin |S|2 and spin projection Sz quantum number (j = 1 for
o-Ps and j = 0 for p-Ps ). We used the symbol b̄ to represent in a compact notation
the vector of the N spin-space coordinates of external electrons. The wavefunction of
the system ψ(0)(p, e; b̄) is by construction antisymmetric with respect to the exchange of
two electrons in b̄ since

φ(b1, · · · , bi, · · · , bj , · · · , bN ) = −φ(b1, · · · , bj , · · · , bi, · · · , bN ) (4.23)

but it is not antisymmetric with respect to the exchange with Ps electron.
We introduce now some quantities which are usually well-known and will ease the

notation in the following discussion. The external electron density is connected to the
square modulus of the N -electron normalized wavefunction and it is defined as

n(r) =N
∑
σ1

∫
|φ(r, σ1, 2, · · · , N)|2 d2 · · · dN (4.24)

We have used the compact notation
∫
di =

∑
σi

∫
d3ri to represent both spin summation

and spatial integration. For simplicity in writing, in the following we may omit to specify
integration variables di and domain when these are evident.

A powerful concept used in many body physics is that associated with reduced den-
sity matrices(RDM). RDM offer an intuitive way of describing the internal structure of
a many body system of N indistinguishable particles without the complete knowledge
of its wavefunction. The term ”reduced” refers to the fact that attention is focused on a
reduced number of electrons (or atom or molecule..) independently from positions of all
the others. From a mathematical point of view, this means that the density matrix of the
total system must be averaged over all coordinates except those of interest.

The simplest RDM is the one body reduced density matrix (1RDM), which is defined
as:

Γ(1)(x; y) ≡N
∫
φ(x, 2, · · · , N)φ∗(y, 2, · · · , N) d2 · · · dN (4.25)
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The 1RDM has in principle 4 components Γ
(1)
↑↑ , Γ

(1)
↑↓ , Γ

(1)
↓↑ and Γ

(1)
↓↓ resulting from ex-

pansion in a complete set of spin functions:

Γ(1)(x; y) =
∑
ij

Γ
(1)
ij (rx; ry)si(σx)s∗j (σy) (4.26)

where i and j may represent ↑ or ↓ spin states. Furthermore, we can define the spatial
1RDM integrating Γ(1) over the spin variables:

Γ(1)(rx; ry) =
∑
σx,σy

∑
ij

Γ
(1)
ij (rx; ry)si(σx)sj(σy)

=N
∑
σx,σy

∫
φ(rx, σx, 2, · · · , N)φ∗(ry, σy, 2, · · · , N) d2 · · · dN

(4.27)

In general, if no spin mixing potential appears in the hamiltonian of the bulk system,
the wavefunction φ is an eigenstate of Sz and the two spin channels decouple, so that
Γ

(1)
↑↓ = Γ

(1)
↓↑ = 0 and [105]:

Γ(1)(rx; ry) =Γ
(1)
↑↑ (rx; ry) + Γ

(1)
↓↓ (rx; ry) (4.28)

Finally, the diagonal part of the spatial 1RDM is just the electron density defined in
Eq. 4.24:

n(r) =Γ(1)(r; r) = n↑(r) + n↓(r) (4.29)

We also introduce in a similar way the 1RDM of the Ps system, as the result of integration
over the positron coordinate:

Γ
(1)
Ps (1; 2) ≡

∫
Ψ∗jm(p, 2)Ψjm(p, 1) dp (4.30)

Another useful quantity is the two body reduced density matrix (2RDM), defined as:

Γ(2)(x, x′; y, y′) ≡
(
N

2

)∫
φ(x, x′, 3, · · · , N)φ∗(y, y′, 3, · · · , N) d3 · · · dN (4.31)

which also can be expanded over a complete set of spin functions, with a total of 16
components:

Γ(2)(x, x′; y, y′) =
∑
ij,i′j′

Γ
(2)
iji′j′(rx, rx′ ; ry, ry′)si(σx)sj(σx′)s

∗
i′(σy)s∗j′(σy′) (4.32)

As for spatial 1RDM, spatial 2RDM is introduced by integrating Γ(2) over the spin vari-
ables σx, σx′ , σy and σy′ . The diagonal part of the spatial 2RDM, Γ(2)(rx, ry; rx, ry) =
P (rx, ry), is the pair distribution function, proportional to the conditional probability of
having an electron in ry given that another one is in rx. Given that correlation between
two electrons vanish at long distances, in this limit they become independent and it is
well known that P (rx, ry)satisfies the condition:

P (rx, ry) ≈ n(rx)n(ry) when |rx − ry| → ∞ (4.33)

On the other hand, the probability of having two electrons very close to each other is
strongly suppressed in real systems by both the Pauli exclusion (if they have the same
spin) and by the strong Coulomb repulsion.
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When Ps approaches the electronic system, its wavefunction will begin to ”overlap”
with the system’s one and exchange correlation effects must be considered. In this sense
it is useful to introduce a parameter S to quantify this overlap. In the following, we will
refer to S as ”exchange overlap” and its definition reads:

S =

N∑
i=1

∫
Ψ∗jm(p, e)φ∗(i, 2, · · · , N)Ψjm(p, i)φ(e, 2, · · · , N) dp de · · · dN

= N

∫
Ψ∗jm(p, e)φ∗(1, 2, · · · , N)Ψjm(p, 1)φ(e, 2, · · · , N) dp de · · · dN

=

∫
Ψ∗jm(p, e)Ψjm(p, 1)Γ(1)(e; 1) dp de d1

=

∫
Γ

(1)
Ps (1; e)Γ(1)(e; 1) de d1

(4.34)

where we used the antisymmetry properties of the wavefunctions. In the following, we
will assume that it is still correct to consider Ps as a perturbed singlet or triplet state as
long as the exchange overlap is smaller than unity S � 1.

We anticipate here that assuming a Ps confined a priori in a certain free space (cav-
ity) means that the interaction with the external electrons will take place only in limited
surface domain so that the support of integral 4.34 is small by construction. The overlap
S depends mainly on the electron density n0 and, as we will see later, on a geometrical
parameter representing the probability of having the two subsystems in the interacting re-
gion. To keep the notation of the TE model we may refer to this parameter as Pout ∈ [0, 1].
In terms of this parameter, the limit Pout = 1 represents a fully-interacting regime where
the Ps wave function completely overlap with the external electron density, while the
opposite limit Pout = 0 corresponds to Ps in vacuum, where the ground state is (almost)
degenerate with respect to the internal spin configuration and Ps can be projected on a
specif triplet/singlet state.

4.4 Perturbative approach to annihilation rate

As we saw in Sec. 1.2, the annihilation process can be formally described as the effect of
an imaginary potential term which accounts for particle loss. This peculiar characteristic
of the annihilation operator makes possible its description in terms of imaginary part
of the energy of the system. In particular, the first order correction to the annihilation
rate can thus be derived from the (imaginary part of) first order correction to energy.
This correction can in turn be calculated in SAPT framework using Eq. 4.16, with just the
knowledge of the unperturbed ground state of the system 6.

To take advantage of SAPT description, we introduce the absorption potential de-
scribed in 1.18 in the expression of the total Hamiltonian 4.21:

Ĥ = ĤPs(rp, re)− i
~
2
λ̂e + Ĥb(r1, r2, · · · , rN ) +

[
V̂ − i~

2

N∑
i=1

λ̂i

]
(4.35)

where we have separated the intrinsic annihilation term due to the Ps electron e from
the pickoff annihilations coming from the other N electrons. It is now straightforward

6This is not restricted to SAPT but it is also true for standard RS perturbation theory. It is a well-known fact
that the first order correction in energy is given byE(1) =

〈
ψ(0)

∣∣V ∣∣ψ(0)
〉

and does not require the calculation
of the first order correction to the ground state

∣∣ψ(1)
〉

.
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to calculate the total annihilation rate for Ps

λ = λ(0) + λ(1) (4.36)

where the zero-order term is simply the intrinsic annihilation rate, which does not de-
pends on external electrons

λ(0) =
〈
ψ

(0)
jm

∣∣∣ λ̂e ∣∣∣ψ(0)
jm

〉
≡ 〈Ψjm| λ̂e |Ψjm〉

= 8πa3
0

∫
|Ψjm(p, p)|2

{
λ2γ if j = 0 (p-Ps )
λ3γ if j = 1 (o-Ps )

(4.37)

while the first-order correction represents the pickoff contribution coming from Eq. 4.16:

λ(1) =

〈
ψ

(0)
jm

∣∣∣∑N
i=1 λ̂i

∣∣∣Aψ(0)
jm

〉
〈
ψ

(0)
jm|Aψ

(0)
jm

〉 (4.38)

Explicitly, using the definition given in Eq. 4.17, we have7:

∣∣∣Aψ(0)
jm

〉
=

1

(N + 1)
[Ψjm(p, e)φ(1, 2, · · · , N)

−
N∑
i=1

Ψjm(p, i)φ(1, · · · , i− 1, e, i+ 1, · · · , N)]

〈
ψ

(0)
jm|Aψ

(0)
jm

〉
=

N
N + 1

(4.39)

where the factor (N + 1) at the denominator is the total number of extra permutations of
the Ps electron, while N depends only on the overlap S:

N = 1−N<
∫

Ψ∗jm(p, e)φ∗(1, 2, · · · , N)Ψjm(p, 1)φ(e, 2, · · · , N)

= 1−
∫

Ψ∗jm(p, e)Ψjm(p, 1)Γ(1)(e; 1)

= 1− S

(4.40)

From now on we will focus on o-Ps , so that we fix {jm} = {11} for simplicity, but
analogous calculation can be done for p-Ps . Taking N on the left side of Eq. 4.38, this

7Note that ∗
〈
Aψ(0)|Aψ(0)

〉
∗ 6= 1
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last one becomes:

Nλ(1) =

∫
Ψ∗(p, e)φ∗(1, 2, · · · , N)

N∑
i=1

λ̂i

[Ψ(p, e)φ(1, 2, · · · , N)−Ψ(p, 1)φ(e, 2, · · · , N)−Ψ(p, 2)φ(1, e, · · · , N) · · · ]

=

∫
Ψ∗(p, e)φ∗(1, 2, · · · , N)

N∑
i=1

λ̂iΨ(p, e)φ(1, 2, · · · , N)

−
∫

Ψ∗(p, e)φ∗(1, 2, · · · , N)

N∑
i=1

λ̂iΨ(p, 1)φ(e, 2, · · · , N)

−
∫

Ψ∗(p, e)φ∗(1, 2, · · · , N)

N∑
i=1

λ̂iΨ(p, 2)φ(1, e, · · · , N)

− · · ·

=N

∫
Ψ∗(p, e)φ∗(1, 2, · · · , N)λ̂1Ψ(p, e)φ(1, 2, · · · , N)

−N
∫

Ψ∗(p, e)φ∗(1, 2, · · · , N)λ̂1Ψ(p, 1)φ(e, 2, · · · , N)

−
(
N

2

)
2

∫
Ψ∗(p, e)φ∗(1, 2, · · · , N)λ̂1Ψ(p, 2)φ(1, e, · · · , N)

(4.41)
where we have used the antisymmetric property of φ to group together terms corre-
sponding to the same contribution The last line of Eq 4.41 shows that the correction to
the annihilation rate is the sum of 3 different terms:

Nλ(1) = λpo + λex + λex-po (4.42)

The first contribution λpo represent an external annihilation, which has the same expres-
sion of the ”standard” pickoff annihilation rate8. To show that, we write λpo separating
the spatial and spin part and using the electron density representation over the single
particle spin basis as described in Eqs. 4.24 and 4.299:

λpo =

∫
|Ψ(rp, re)|2n↑(r1)

[
χ11(σp, σe)s↑(σ1)λ̂1χ11(σp, σe)s↑(σ1)

]
+

∫
|Ψ(rp, re)|2n↓(r1)

[
χ11(σp, σe)s↓(σ1)λ̂1χ11(σp, σe)s↓(σ1)

]
= 8πa3

0

∫
|Ψ(rp, re)|2δ(r1 − rp)

[
λ3γn↑(r1) +

λ2γ + λ3γ

2
n↓(r1)

]
= 8πa3

0λ̄

∫
|Ψ(rp, re)|2n(rp) d

3rp d
3re

(4.43)

where we have assumed uniform spin distribution of the outer electrons, which implies

8As already discussed in Section 4.1, the symbol λpo represents only the symmetric part of the pickoff an-
nihilation, whereas the full pickoff annihilation, which is given by λ(1), has different expressions for o-Ps and
p-Ps states.

9Despite here we’re dealng only with the m = 1 component of o-Ps , an identical expression for λpo is
obtained starting from any Ps state.



Exchange effects on trapped Ps 67

that the local spin-up(down) electron density satisfies:

n↑(r) = n↓(r) =
1

2
n(r) (4.44)

and λ̄ is the spin averaged annihilation rate defined in 1.6. In the second line, the expec-
tation value of the spin exchange operator inside λ̂1 has been obtained expanding the
spin part over the eigenstates of Σp,1 using the identities (see Appendix B):

χ11(σp, σe)s↑(σ1) = χ11(σp, σ1)s↑(σe)

χ11(σp, σe)s↓(σ1) =
1√
2

[χ00(σp, σ1) + χ1,0(σp, σ1)] s↑(σe)

χ00(σp, σe)s↑(σ1) =
1√
2

[
χ11(σp, σ1)s↓(σe) +

1√
2

(χ00(σp, σ1)− χ10(σp, σ1)) s↑(σe)

]
χ00(σp, σe)s↓(σ1) =

1√
2

[
−χ1−1(σp, σ1)s↑(σe) +

1√
2

(χ00(σp, σ1) + χ10(σp, σ1)) s↓(σe)

]
(4.45)

The last two identities are written for completeness, because are useful in the analogue
calculation on the p-Ps state (which however gives the same result).

The second and last integrals λex and λex-po in 4.41 are exchange contributions to an-
nihilation. In λex the annihilation operator directly acts on the Ps spin wavefunction, so
that the remaining spin sum is easily performed. It can be shown that only one contri-
bution remains for o-Ps , which can be written in a simpler form using the definition of
the one-body reduced density matrix Eq. 4.25:

λex =−N
∑

σp,σ1,σe

∫
Ψ∗(rp, re)Ψ(rp, r1)φ∗(r1, σ1, 2, · · · , N)φ(re, σe, 2, · · · , N)

×
[
χ11(σp, σe)λ̂1χ11(σp, σ1)

]
d3rp d

3re d
3r1 d2 · · · dN

=− 8πa3
0λ3γ

∫
Ψ∗(rp, re)Ψ(rp, rp)Γ

(1)
↑↑ (re; rp) d

3rp d
3re

(4.46)

For p-Ps λex has the same expression of the equation above after substituting λ3γ with
λ2γ (this is a consequence of the uniform spin distribution and the fact that Γ

(1)
↑↑ = Γ

(1)
↓↓ ).

Finally, the last integral in 4.41 is an exchange-correlation contribution to annihilation
which depends on the two body reduced density matrix of the system Γ(2). The expec-
tation value of the annihilation operator can be calculated using the spin expansion of
Γ(2) described in Eq. 4.32, so that λex-po becomes a sum over 24 = 16 terms with different
spin configurations.

λex-po =− 2
∑
ij,i′j′

σ1,σ2∑
σeσp

∫
d3rp d

3re d
3r1 d

3r2

×Ψ∗(rp, re)Ψ(rp, r2)Γ
(2)
iji′j′(r1, re; r1, r2)

×
[
χ11(σp, σe)si(σ1)sj(σ2)λ̂1χ11(σp, σ2)si′(σ1)sj′(σe)

] (4.47)

After some algebra, using the identities reported in Appendix B, one gets only two non-
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vanishing contributions for o-Ps :

λex-po =− 2(8πa3
0)

∫
d3rp d

3re d
3r2Ψ∗(rp, re)Ψ(rp, r2)

×
[
λ3γΓ

(2)
↑↑↑↑(rp, re; rp, r2) +

λ2γ + λ3γ

2
Γ

(2)
↓↑↓↑(rp, re; rp, r2)

] (4.48)

With the same reasoning, but slightly more lengthy calculations, similar expressions
can be easily obtain for the other o-Ps configurations and, in particular, for p-Ps one ob-
tains:

λex-po =− 2(8πa3
0)

∫
d3rp d

3re d
3r2Ψ∗(rp, re)Ψ(rp, r2)

×
[
λ2γ + λ3γ

2

1

2

[
Γ

(2)
↑↑↑↑(rp, re; rp, r2) + Γ

(2)
↓↓↓↓(rp, re; rp, r2)

]
+
λ2γ − λ3γ

2

1

2

[
Γ

(2)
↑↓↓↑(rp, re; rp, r2) + Γ

(2)
↓↑↑↓(rp, re; rp, r2)

]
+ λ3γ

1

2

[
Γ

(2)
↑↓↑↓(rp, re; rp, r2) + Γ

(2)
↓↑↓↑(rp, re; rp, r2)

]]
(4.49)

Up to this point, the only assumption we made about the system interacting with Ps
is that of uniform spin distribution (Eq 4.44), a condition which translates in the absence
of local spin polarization near the cavity region. In particular, no assumption on the form
of φ has been done so that the formulation of the annihilation rate as given in Eq. 4.42
is completely general. To provide more physical insight we need to introduce further
approximations.

In the next section we will introduce LDA formalism to a simplified model which
enables us to provide explicit expressions for the electron density and Γ(1).

4.5 Local density approximation

To find accurate expressions of the electron density and reduced density matrices of a N
electron system is a cumbersome task which requires expensive numerical calculations
and, moreover, have to be related to the specific crystalline structure and composition
of the medium under consideration. In order to maintain a general approach in our
discussion, we need to introduce some kind of approximations.

In condensed matter physics, one of the simplest approaches used to describe ex-
change correlation effects in metals is the homogeneous electron gas (HEG, also known
as Jellium) approximation. In HEG, electrons move in a uniform positive charge distri-
bution which simulates the ionic background, whence the electron density is a uniform
quantity as well. Even in the absence of interactions, i.e. considering a free electron
gas, this model is capable of showing the formation of exchange correlation ”holes” due
to electron indistinguishability. The peculiarity of the non-interacting HEG is that both
1RDM and 2RDM are well known and have a simple analytical expression. In particu-
lar, for a paramagnetic non-interacting HEG of constant electron density ρe, the ground
state is best described using Restricted Hartree Fock (RHF) formalism, i.e. as a single
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Slater determinant, and the following relations are valid[106]:

n(r) = ρe

n↑(r) = n↓(r) =
1

2
ρe

Γ(1)(x; y) = δσxσy
ρe
2
B(kF |rx − ry|)

(4.50)

where

B(x) =3
sin(x)− x cos(x)

x3
(4.51)

with ρe = (kF )3

3π2 and kF is the Fermi momentum. Eq. 4.50 implies that Γ(1) is diagonal in
the spin space and its components are equally given by:

Γ
(1)
↑↑ (rx; ry) = Γ

(1)
↓↓ (rx; ry) =

ρe
2
B(kF |rx − ry|) (4.52)

The function B(x) is plotted in Fig. 4.2. It satisfies B(0) = 1 at the origin and it exponen-
tially decays to zero on a length σ2 = 5/k2

F , as shown by a fit of its first order expansion:

B(r) = 1− k2
F r

2

10
+ o(r2) ≈ exp

[
−k

2
F r

2

10

]
(4.53)

We note also that another important relation exists which connects Γ(2) to Γ(1) and
holds for states described by a single Slater determinant:

Γ(2)(x, x′; y, y′) =
1

2

[
Γ(1)(x; y)Γ(1)(x′; y′)− Γ(1)(x′; y)Γ(1)(x; y′)

]
(4.54)

Moreover, taking the diagonal part Γ(2)(x, y;x, y) and summing over spin, the famous
result for the pair density function of a noninteracting gas is found:

P (r = |x− y|) = ρ2
e

[
1− 1

2
B(kF r)

2

]
(4.55)

which is plotted in Fig. 4.3. In particular, the probability of finding two electron at the
same position is given by P (0) = 1

2ρ
2
e. The one half factor is easily understood since

half the electrons have parallel spin, so the exclusion principle prevents them to be at
the same position. However, it is well known that the form 4.55 strongly overestimates
P (r) at short distances with respect to real systems, where Coulomb repulsion plays an
important role in keeping electrons separated. As an example, for a fully interacting
electron gas, it is found[107]:

P (0) =
32

(8 + 3rs + 383
1200r

2
s)

2
ρ2
e (4.56)

being rs the electron gas parameter (see Eq. 2.47). As shown in Fig. 4.4, this value is
considerably smaller than 1/2 and vanishes in the low density limit.

Going back to the general problem, knowledge of expressions 4.50, which are uniquely
determined by the value of ρe, suggests that it is possible to approximately describe
some properties of a real system knowing its electron density function only. Since the
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Figure 4.2: The function B(r) and its exponential approximation as given in Eq. 4.53, for kF = 0.5
atomic units. The main difference is the cutting off of the long range oscillations, while there’s a
good agreement at short range.
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Figure 4.3: The normalized pair density P (r)

ρ2e
as a function of the radial distances between two

electrons r for a reference electron density value of ρe = k0/4. For comparison, the dotted line
represents the case of independent particles.
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Figure 4.4: The normalized pair density at zero distance P (0)/ρ2e for an interacting electron gas as
a function of electron density.

determination of a realistic density profile is outside the scope of the current theoreti-
cal treatment, we will just assume for the moment that it can be described by a suitable
function n(r), postponing the discussion about its qualitative form to next section.

Given n(r), we can extend the 1RDM definition in Eq. 4.50 by using the so called local
density approximation (LDA). In LDA, the properties of an electronic system are locally
modeled at r as given by a free electron gas with density n(r). In this simple model, the
1RDM can be written using the density evaluated in the middle point as [106]:

Γ(1)(x; y) = δσxσy
n(Rxy)

2
B
(
kF (Rxy) |rxy|

)
Γ(1)(Rxy; rxy) = Γ

(1)
↑↑ (Rxy; rxy) + Γ

(1)
↓↓ (Rxy; rxy)

kF (Rxy) =
(
3π2n(Rxy)

)1/3 (4.57)

where a local fermi momentum kF (r) is introduced in a natural way. In Eq. 4.57 and in
the following we have used the notation

Rxy =
x + y

2
rxy = x− y

(4.58)

to denote the average and the relative position of two particles x and y, respectively.
Whereas the LDA extension of 1RDM is successfully used in standard DFT calcula-

tions, the same result does not hold for the two body reduced density, which strongly
depends on the system under examination. In particular, as we already noted in the dis-
cussion following Eq. 4.55, its non-interacting expression 4.54 fails at short inter-electron
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distances. This is particularly relevant for the calculation of λex−po, which is propor-
tional to (Eq. 4.48):

λex-po ∝
∫
d3rp d

3re d
3r2Ψ∗(rp, re)Ψ(rp, r2)Γ(2)(rp, re; rp, r2) (4.59)

In fact, by construction, Ps wavefunctions Ψ∗(rp, re)Ψ(rp, r2) exponentially vanish at
large inter particles separation, i.e. when rpe, rp1 & 2a0. On the contrary, a straight-
forward LDA extension of Eq. 4.54 would lead to a overestimation of λex−po, since any
realistic form of Γ(2) should rapidly vanish when inter particles separation lies in the
so called ”exchange-correlation hole” region, whose size is roughly given by the the
electron gas parameter rs =

(
3

4πn

)1/3. Given that rs & 2a0 for common value of n,
the integration domain in Eq. 4.59 is extremely reduced, thus making λex−po an higher
order contribution to the annihilation rate. For these qualitative reasoning, and given
that we’re considering only first order corrections to λ, in the following we will neglect
λex−po. However we stress that the theory presented here and in particular Eqs. 4.43,
4.46, 4.48 and 4.49 can be evaluated starting from any given Ps and bulk wavefunctions.

Finally, using 4.57 we can give explicit expressions to the various contributions to the
total annihilation rate of Eq. 4.42.

The exchange overlap factor inside the normalization N becomes:

S =

∫
Ψ∗(rp, r1)Ψ(rp, r1)Γ

(1)
↑↑ (Re1; re1) d3rp d

3re d
3r1 (4.60)

while λpo and λex are given respectively by:

λpo =8πa3
0λ̄

∫
|Ψ(rp, re)|2n(rp) d

3rp d
3re

λex =− 8πa3
0λ3γ

∫
Ψ∗(rp, re)Ψ(rp, rp)Γ

(1)
↑↑ (Rpe; rpe) d

3rp d
3re

(4.61)

Using the definition introduced above, the exchange overlap and all the corrections
to the annihilation rate can in principle be calculated if the electron density function n(r)
and the form of Ps spatial wavefunction are known from other computations. In the next
section we will show how it is possible to include basic qualitative features of these two
quantities into the discussion.

4.5.1 Spatial form of Ps wavefunction

In order to find the expression of the spatial Ps wavefunction Ψ(rp, re), one has to specify
the form of its hamiltonian, hence choosing some suitable effective potentials acting on
the two particles. As previously anticipated, there are many possible models describing
Ps confinement, which were extensively discussed in Chapters 2 and 3. For the sake of
simplicity, having in mind a comparison with the TE model, we will focus on a spherical
cavity geometry and we assume that Ψ can be written in simple product form using the
relative and center of mass coordinates as:

Ψ(rp, re) = ψ(rpe)ΨTE(Rpe) (4.62)
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Here ΨTE has the same form of Eq. 2.3 and describes the confining effect acting on the Ps
system as a whole:

ΨTE(R) =


1√

2π(Rc + ∆)

sin (πR/(Rc + ∆))

R
if R ≤ Rc + ∆

0 if R > Rc + ∆

(4.63)

However, we will admit the possibility that the value of ∆ may be different from the TE
value ∆TE ≈ 0.17nm.

Since we’re neglecting all Coulomb potentials except the one leading to the bound
Ps atom, the radial part is supposed to be the same as to the unperturbed Ps, i.e. an
Hydrogen like 1S orbital (see Eq. 1.10):

ψ(rpe) =
√
k0e
− rpe2a0 (4.64)

In particular we have:
Ψ(rp, rp) =

√
k0ΨTE(Rpp)∫

|ΨPs(rp, rp)|2 d3rp = k0

(4.65)

4.5.2 An approximate expression for the electron density

Giving an accurate expression for the electron density function n(r) is an extremely com-
plicated task if one has to consider all the interactions naturally present in the system.
Whereas electron-electron repulsion may add a negligible contribution to annihilation,
the opposite is true for positron-electron correlation.

As we explained in Sec. 2.3.1 for the case of a single positron in HEG, turning on the
interactions leads to an enhancement of the electron density at the positron position due
to the strong Coulomb attraction. In turn, this pile up of electrons greatly increases the
annihilation rate by an enhancement factor which expression is given in Eq. 2.46 for an
electron gas. In particular, we saw in Eq. 2.48 that when the mean density of the electron
gas tends to zero, its value at the positron position tends to that of Ps in vacuum, i.e. k0.

In the present treatment, this last condition is automatically satisfied being Ps the
starting point of the perturbative approach. Nevertheless, a realistic profile for the exter-
nal electron density function n(r) should still satisfy a ”light” enhancement condition:

n(rp) & n(r) (4.66)

being n(r) the average value of n(r) far from the positron position.
Theoretically, parametrization of the electron density on the material in the field of Ps
can be done by means of DFT calculations. However, we note that in all the expressions
of λpo, λex and S, the outer electron density is evaluated at (or very close to) the positron
position. Hence, without any knowledge of the amount of the enhancement, we can just
re-define ρe to be the electron density felt by the Ps, that is:

n(r) ≈ ρe if r ∼ rp (4.67)

Furthermore, to keep an analogy with TE-like models where the interaction region is
limited to a shell layer, the outer electron density must smoothly vanish in the inner part
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of the cavity10:
n(r) ≈ 0 if r < Rc (4.68)

In the context of porous material, it is commonly assumed that the positron interacts
only with a low-density surface layer of electrons belonging to outer atomic orbitals. We
believe that, in order to catch the basic features of Ps annihilation in this framework, the
real form of n(r) can be replaced by a simpler one which only retains the most important
qualitative aspects, i.e. conditions 4.67 and 4.68. The simplest possible expression of n(r)
is then given by the piecewise function:

n(r) =

{
ρe if r ≥ Rc
0 if r < Rc

(4.69)

which is the exact analogous of the TE model.

4.6 Formal calculation of pickoff annihilation

Using Eqs. 4.62 and 4.69, the exchange overlap and the symmetric contribution to the
annihilation read:

S =
ρe
2

∫
Re1>Rc

ΨTE(Rpe)ΨTE(Rp1)ψ(rpe)ψ(rp1)B(kF re1) d3rp d
3re d

3r1

λpo = λ̄
ρe
k0

∫
rp>Rc

|ΨTE(Rpe)|2|ψ(rpe)|2 d3rp d
3re

(4.70)

whereas the exchange correction is given for o-Ps and p-Ps respectively by:

λ3γ
ex = −λ3γ

ρe

2
√
k0

∫
Rpe>Rc

Ψ∗TE(Rpe)ΨTE(rp)ψ(rpe)B(kF rpe) d
3rp d

3re

λ2γ
ex = −λ2γ

ρe

2
√
k0

∫
Rpe>Rc

Ψ∗TE(Rpe)ΨTE(rp)ψ(rpe)B(kF rpe) d
3rp d

3re

(4.71)

Finally, adding the first order corrections (as defined in 4.42) to the unperturbed in-
trinsic annihilation, the formal expressions for the total annihilation rates of o-Ps and
p-Ps are found:

λt =

[
λ3γ −

λ3γ
ex

1− S

]
+

λpo

1− S

λs =

[
λ2γ −

λ2γ
ex

1− S

]
+

λpo

1− S

(4.72)

Despite all the approximations used, the integrals appearing in these terms have no
analytical expression, so that one still needs to use numerical methods. This are easily
done and we will show calculation results in the following section.

However some insights about their qualitative behavior can be deduced using simple
geometrical considerations, as follow.

Considering for example the integrand function in the expression of S, we note that
the radial distances between the three particles p, e and 1 have a distribution shaped by

10The reader may note that in TE formalism the potential barrier of the confining potential is located at
Rc + ∆ and not at Rc, being this last quantity the radius of the free space region.
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the exponentials factors ψ(rpe)ψ(rp1) = exp[−(rpe + rp1)/2a0]. In particular, this means
that the integral will be sensibly different from zero only when rpe, rp1 . 2a0, i.e. when
the two electrons lay altogether around the positron position in a sphere roughly the
size of Ps. Hence, the center of mass positions Rpe, Rp1 and Re1, which are midway
from the corresponding particles, will in turn lay in a sphere of radius ≈ a0 around rp.
Since this value is small compared to the range of variation of ΨTE(R), we may assume
Rpe ∼ Rp1 ∼ Re1 ∼ rp ≡ R and write

ΨTE(Rpe)ΨTE(Rp1)n(Re1) ≈ |ΨTE(R)|2n(R) (4.73)

Given that n(R) has a step behavior, it’s convenient to introduce the quantity P ′out:

P ′out ≡ 4π

∫ Rc+∆

Rc

|ΨTE(R)|2R2 dR (4.74)

which is the probability of finding the Ps center of mass in the interaction region outside
Rc, in spherical coordinates. Of course this quantity reproduces the TE Pout of Eq. 2.4
if one fixes ∆ to the TE value ∆TE = 0.17nm. By using the same approximation to
all annihilation contributions, and changing integration variables from (rp, ri, · · · ) to
(R, rpi, · · · ), Eqs. 4.70 become:

S ≈ ρe
2
P ′out

∫
ψ(rpe)ψ(rp1)B(kF re1) d3rpe d

3rp1

λpo ≈ λ̄
ρe
k0
P ′out

∫
|ψ(rpe)|2 d3rpe = λ̄

ρe
k0
P ′out

λ3γ
ex ≈ −λ3γ

ρe

2
√
k0

P ′out

∫
ψ(rpe)B(kF rep) d

3rpe

(4.75)

and similarly for λ2γ
ex . Finally, summing the first and second order corrections (as defined

in 4.42), the total annihilation rate for o-Ps is obtained in the usual form showing the two
separate contributions due to the pickoff process:

λt =

[
1− P ′outA[ν]

1− P ′outC[ν]

]
λ3γ +

[
ρe
k0

P ′out

1− P ′outC[ν]

]
λ̄ (4.76)

and the analogue expression for p-Ps can be obtained

λs =

[
1− P ′outA[ν]

1− P ′outC[ν]

]
λ2γ +

[
ρe
k0

P ′out

1− P ′outC[ν]

]
λ̄ (4.77)

where ν = 2kFa0, and we have used the analytical results:

ρe

2
√
k0

∫
ψ(rpe)B(kF rep) d

3rpe = A[ν]

A[x] =
2

π

[
arctan(x)− x

1 + x2

]
ρe
2

∫
ψ(rpe)ψ(rp1)B(kF re1) d3rpe d

3rp1 = C[ν]

C[x] =
2

π

[
arctan(x)−

x− 8
3x

3 − x5

(1 + x2)3

]
(4.78)
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Figure 4.5: Plot of C[ν] and A[ν], with ν = kF a0, as a function of the electron density ρe felt by the
positron in the material.

The main advantage of approximation 4.73 is that in Eqs. 4.76 and 4.77 geometrical
effects are well separated from the that due to electron exchange. In Fig. 4.5 we plot-
ted the functions A and C respectively, as a function of the electron density ρe felt by
the positron in the material. Both these functions increase for increasing density values
while they vanish at the low density limit.

Within this approximation, the relative contact density is given by

kr =

[
1− P ′outA[ν]

1− P ′outC[ν]

]
(4.79)

By definition, kr is a useful indicator of the dissociation degree of Ps atom, i.e. of the
separability of the Ps-electron. Its maximum value kr = 1 (Ps in vacuum) is lowered
by the overlap with surrounding electrons and it vanishes as the original Ps state fades.
When kr = 0 no distinction between o-Ps and p-Ps annihilation rates is possible because
all electrons are taken on equal footings. Note that the vanishing behavior of the contact
density is only due to electron indistinguishability and it is by no means related to a
spatial deformation of Ps wavefunction, as previously believed. In order to show kr
behavior between these two limits, in Fig. 4.6 we plotted its value as a function of both
P ′out and ρe.

4.6.1 Comparison with TE model

It is interesting to compare Eq. 4.76 with the analogous TE expression Eq. 2.2. Equiv-
alence between the symmetric parts of pickoff annihilation rates predicted by the two
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Figure 4.6: Plot of kr as a function of the geometrical parameter P ′out and the electron density ρe
felt by the positron in the material (Eq. 4.79). In the top-right region, kr assumes negative values
since the description os a Ps atom weakly interacting with the environment is no more possible.

models is obtain by setting11:

Pout =
ρe
k0

P ′out

1− P ′outC[ν]
(4.80)

This condition holds only if 0 ≤ Pout ≤ 1, i.e. when

P ′out ≤
1

ρe
k0

+ C[ν]
(4.81)

which is satisfied for realistic choices of the parameters Rc,∆ and ρe. In particular, In
the high density limit ρe = k0 condition 4.81 reads P ′out . 0.5, while 4.80 implies:

Pout =
P ′out

1− P ′outC[ν]
≥ P ′out (4.82)

In turn, by fixing the total length Rc + ∆ of the confining region, it is easy to see that

∆TE ≥ ∆ (4.83)

which means that the actual interaction region ∆ may be much smaller than the one
predicted by standard TE-like models.

11This condition can be easily satisfied for any electron density value remembering that the geometrical
parameters Rc and ∆, on which P ′out depends, can be different from the TE values RTE

c and ∆TE = 0.17nm.
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Another meaningful physical insight can be obtained by using the scaling condition
4.80 to write Eq. 4.76 as:

λt =

[
1− k0

ρe
A[ν]Pout

]
λ3γ + Poutλ̄

λs =

[
1− k0

ρe
A[ν]Pout

]
λ2γ + Poutλ̄

(4.84)

which are very similar to Eqs. 4.5, and of course can be interpreted as in Eqs. 4.7. In this
equivalent version of the TE model, the relative contact density in the surface region, i.e.
in the outer shell of thickness ∆TE, is be equal to:

kout = 1− k0

ρe
A[ν] (4.85)

In the limit in which the probability of having an external electron at the positron po-
sition reach the same value of free Ps, i.e. when ρe → k0, the value of kout becomes:

lim
ρe→k0

kout = 1− 0.472 = 0.527 (4.86)

which is close to Ps−contact density value ≈ 0.52 (Eq. 1.61).
This result can be easily explained with the following simple argument. Taking as

a reference Fig. 4.1, where particles are represented by rigid spheres, we focus on the
m = 1 o-Ps , so that both Ps positron and electron will have ↑ spin configuration. Then,
the pickoff annihilation contribution due only to outer electrons of opposite spin will
be proportional to the probability P↓(rp) of finding a spin-down electron at the positron
position:

Λ↑↓ = P↓(rp)λ↑↓ (4.87)

where λ↑↓ is the mean annihilation rate for opposite-spin configuration. At the same
way, the contribution due only to outer electrons of the same spin will be given by the
product:

Λ↑↑ = P↑(rp)λ↑↑ (4.88)

From the general expression of the annihilation operator Eq. 1.19, it’s easy to find that

λ↑↓ =
ρe
k0

λ2γ + λ3γ

2

λ↑↑ =
ρe
k0
λ3γ

(4.89)

so that the total annihilation rate reads:

λt = λ3γ + Λ↑↓ + Λ↑↑

λt = λ3γ + P↓(rp)
ρe
k0

λ2γ + λ3γ

2
+ P↑(rp)

ρe
k0
λ3γ

(4.90)

If no shielding effect is present, and considering uniform spin distribution for outer elec-
trons, then P↓(rp) and P↑(rp) would be equally given by:

P↓(rp) = P↑(rp) =
1

2
Pout (4.91)
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where as usual Pout is the probability of having Ps in the interaction region. However,
the Ps electron ”repels” electrons with the same spin, so that P↑(rp) < 1

2Pout. The range
of this repulsion is usually associated to the size of the exchange hole, which in turn
is inversely proportional to the electron density. If we assume that, when ρe = k0, i.e.
when the electron density at the positron matches the same value of a 1S ground state
wavefunction, at most two electrons can be found at the positron position (the Ps electron
and an outer one with opposite spin), we have P↑(rp) = 0 and:

λt = λ3γ +
1

2
Pout

λ2γ + λ3γ

2

= (1− 1

2
Pout)λ3γ + Poutλ̄

(4.92)

which is just result 4.86.
This suggests a simplified picture in which Ps can be considered as such in the in-

ternal cavity region, whereas it becomes a Ps−when inside the interaction region in the
external shell. For lower electron density values, the range of the shielding effect will be
wider and in particular for ρe = ρ0 ≈ 0.3k0 it is found that the contact density vanishes
in the surface region:

kout = 1− k0

ρe
A[2ν]

∣∣∣∣
ρe=ρ0

= 0 (4.93)

so that Eqs. 4.84 become identical to Eq. 4.5:

λt|ρ0 = [1− Pout]λ3γ + Poutλ̄

λs|ρ0 = [1− Pout]λ2γ + Poutλ̄
(4.94)
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Figure 4.7: Relationship between o-Ps lifetime τ and relative contact density kr , for 3 different
values of cavity radius Rc. The length of the interaction layer ∆ was fixed to 2, 3 and 4 atomic
units respectively from top to bottom. Curves are obtained by varying the electron density ρe
felt by Ps. Increasing values of ρe correspond to smaller lifetimes and smaller kr . Straight lines
are numerically calculated from Eqs. 4.70, while dotted lines refer to the analytical approximation
given in Eqs. 4.76. Qualitatively, a lower value of ∆ reproduces the same result of a larger one, if
the cavity radius Rc is consequently scaled.
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4.7 Numerical results

To better see how the geometry affects the results, in Fig. 4.7 we plotted the relation-
ship between lifetime τ = λ−1

t and relative contact density kr of a confined o-Ps , for 3
different choices of the length parameters Rc and ∆. The electron density ρe varies in
the range 0 ≤ ρe ≤ 2k0 and increasing values of ρe correspond to shorter lifetime val-
ues. In these pictures, continuous lines refers to the exact numerical result obtained from
Eqs. 4.72, while dashed lines are calculated using the analytical approximation given in
Eqs. 4.76.

As expected from the discussion in the previous section, kr always lie below the
vacuum limit kr = 1, and gets lower with increasing values of ∆ or ρe (i.e. of the overlap
S) . It is quite clear that approximations 4.73 do not hold for small Rc + ∆ values,
where the heavily distorted wavefunction of the confined Ps undergoes big variations
over short distances12. On the other hand, there is a general good agreement for larger
radii. Also, the variance in predictions between Eqs. 4.72 and Eqs. 4.76 seems not to
be influenced by the value of the electron density, being mainly related to the system
geometry.

In Fig. 4.8 we plotted the relationship between o-Ps lifetime τ and relative contact
density kr, for different values of electron density ρe, together with known experimental
data taken from Table. 4.1. Points are numerically calculated from Eqs. 4.72 as a function
of the couple (Rc,∆), while lines are obtained by the corresponding analytical approxi-
mation given by Eqs. 4.76.

Here, each color corresponds to a specific value of ρe. In particular, red values rep-
resent the ρe = k0 limit, where the pickoff process can be related to a surface forma-
tion of Ps−, as discussed after Eq. 4.86. On the other hand, green values represents the
ρe = ρ0 ≈ 0.3k0 limit, where the electron-shielding effect exactly matches Ps contact den-
sity in vacuum, as shown in Eqs. 4.93 and 4.5. Finally, we also plotted an intermediate
region ρe = 0.5k0 (in green) and a low density limit ρe = 0.1k0 (in blue) for comparison.

In the top picture, the shell thickness ∆ was limited to vary in the range
1 ≤ ∆ ≤ 4 a.u., a choice in line with the standard picture in which the interaction layer is
small compared to the cavity radiusRc. For comparison, in the TE model, the value of ∆
is usually fixed at≈ 3.13 a.u.. In the bottom picture, instead, we show the effect of having
an extended range for ∆, which can be as large as 10 a.u. (∼ 0.5nm). As expected, points
tend to saturate to the analytical approximation in the limit ∆� Rc, which corresponds
to the situation of Ps confined in a relatively wide quantum well completely filled with
electron gas.

To compare our model with experimental data, we used known results on the con-
tact density and PALS spectra obtained for some polymers and porous materials, which
are reported in Table. 4.1. Here, spectra are decomposed in 3 or 4 lifetime compo-
nents. As described in Sec. 1.6, the shorter component τ1 ∼ 0.125ns is associated to
p-Ps annihilation, the intermediate lifetime τ2 ∼ 0.3ns is due to direct positron annihi-
lation while the longest τ3, τ4 ∼ 1 − 10ns are associated to o-Ps annihilating via pickoff
process13. We note that only a few spectra show the correct 1/3 ratio between the de-
tected intensities of p-Ps and o-Ps annihilations, a problem which was already addressed
in the discussion following Eq. 1.63, and which may implicate a bias in the estimate of

12This distortion is to be ascribed to the center of mass motion only, given that there are no potentials acting
on the relative part of Ps wavefunction.

13In the present discussion there is no need for a rescaled o-Ps lifetime τ ′, as the one we introduced in our
previous model, since electron density explicitly enters into the description and there are no other empirical
parameters that need to be fitted.
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Figure 4.8: Relationship between o-Ps lifetime τ and relative contact density kr , for different val-
ues of electron density ρe (each represented by a different color). Each point was numerically
calculated from Eqs. 4.72 as a function of (Rc,∆), while lines are obtained by the corresponding
analytical approximation given by Eqs. 4.76. In the top picture, ∆ was limited to vary in the range
1 ≤ Rc,∆ ≤ 4a.u., while in the bottom ∆ can be as high as 10a.u.. As expected, curves tend to
saturate to the analytical approximation at the high ∆ limit, which corresponds to the situation of
a cavity being completely filled with electron gas. Known experimental data taken from Table. 4.1
are plotted for comparison.
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the shorter and longer components of the spectra (i.e. the one associated to p-Ps and
o-Ps respectively). On the other hand, the relative contact density values kr in Table. 4.1
are mostly obtained via magnetic quenching experiments, so that they are independent
of any possible bias in the PALS analysis.

Fig. 4.8 shows a general good agreement between our predictions and a substantial
group of the experimental data, which tend to accumulate in the ρe = k0 region as-
sociated to the surface Ps−formation process. The case of both sodium and potassium
chlorides is someway different: they are found in a region characterized by low val-
ues of contact density and cavity size. Here, Ps wavefunction has a high overlap with
surrounding electrons, so that its description as a distinct system is blurry. This is not
surprising, given that in such ionic compounds the presence of internal pores or cavity is
not expected. We note that the other data showing a bad agreement with our model are
mostly obtained by a PALS analysis characterized by a wrong I1/I3 ratio. For example, 4
of the 6 points14 lying in the down-right corner of Fig. 4.8 present a o-Ps / p-Ps intensity
ratio I1/I3 & 0.5 > 1/3. Thus it is not clear if they are effectively linkable to a Ps trapped
in a relatively big cavity (Rc + ∆ ≈ 10, a.u with Rc ≈ 1 a.u), completely filled with a
low density electron gas (ρe . 0.1k0), as would be predicted by the current model. In
particular, the unnaturally high vaue kr > 1 found in PPD is associated to an intensity
ratio I1/I3 = 4.8� 1/3 which can not be linked to Ps.

At variance with results obtained with our old model (previous chapter, Fig. 3.6)
where in the small cavity limit the relative contact density was raised up to the (unphys-
ical) Hydrogen value kr = 8, here kr tends to vanish. This different behavior is rapidly
explained given the lack, in the current picture, of a confining potential acting on Ps-
electron only. Moreover, the present discussion is characterize by the complete lack of
any potential that could pull the electron and positron apart. Indeed the relative wave-
function of the Ps atom is exactly the same as in vacuum. The vanishing of the contact
density for small values of Rc is then a mere consequence of having an higher overlap
with outer electrons. In other words, it is the concept of Ps itself which inevitably fades
when electrons can no more be distinguished.

Another useful relationship predicted by our model is the one between o-Ps and
p-Ps lifetime components, which is plotted in Fig. 4.9 for different values of electron den-
sity ρe. Like in Fig. 4.8, points are numerically calculated from Eqs. 4.72, while lines are
obtained by the corresponding analytical approximation given by Eqs. 4.76. The straight
black line represents p-Ps lifetime in vacuum λ−1

2γ = 0.125ns. We can see that most data
lay in the range predicted by our model. Again, the few exceptions present a wrong
I1/I3 ratio. For example, a particularly bad analysis may be the cause of the unphysical
low value of τ1 < λ−1

2γ found in the PPI sample.
In general, by looking both at Fig. 4.8 and 4.9, it is not easy to establish the goodness

of this model, given the lack of independent information regarding pore dimension, rel-
ative geometries and effective electron densities around the voids. To overcome this
problem we now separately analyze an interesting series of annihilation data taken by
Brusa et al. on a vitreous SiO2 sample [116]. The peculiarity of their work is that PALS
spectra were captured while an increasing pressure was applied to the sample. In par-
ticular, in Table 4.2 we list three series of PALS spectra taken with a pressure of 0, 4 and
6 GPa respectively (these are shown in Fig. 4.11, 4.12 and 4.13). The great importance of
such a series is that it should give insight about how the relationship between λt and λs
(i.e. the pickoff annihilation) is affected by the pores geometry alone.

14For these materials, points are given in the form (τ4, kr), i.e. as a function of the longest o-Ps lifetime
component.
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Figure 4.9: Relationship between o-Ps and p-Ps lifetimes, τOrtho and τPara, for different values of
electron density ρe (each represented by a different color). Each point was numerically calculated
from Eqs. 4.72 as a function of (Rc,∆), while lines are obtained by the corresponding analytical
approximation given by Eqs. 4.76. As already seen in Fig. 4.8, curves tend to saturate to the an-
alytical approximation at the high ∆ limit, which corresponds to the situation of a cavity being
completely filled with electron gas. Known experimental data taken from Table. 4.1 are plotted for
comparison. For materials with more than 3 lifetime components, only the longer one is used. The
straight black line represents p-Ps lifetime in vacuum λ−1

2γ = 0.125ns.
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Table 4.2: PALS spectra of a vitreous SiO2 sample, taken at different values P of pressure[116, 117].

P (GPa) τ1 I1% τ2 I2% τ3 I3%

0 0.139± 0.0009 24.7 0.646± 0.009 16.1± 0.4 1.591± 0.005 59.1± 0.4
4 0.161± 0.001 24.81 0.526± 0.004 27.3± 0.2 1.491± 0.003 47.9± 0.2
6 0.167± 0.001 23.6 0.498± 0.002 43.4± 0.3 1.218± 0.005 32.9± 0.3

Indeed, whereas we expect that higher pressures would tend to squeeze cavities in-
side the material, on the other hand they will not affect the chemical properties of the
sample, i.e. the electron density felt by the Ps. This fact is crucial since it makes us able
to fit our model without knowing the value of ρe.

Furthermore, looking at Table 4.2, we note both τ2 and τ3 decrease with increasing
pressure. If τ2 should be related only to positron direct annihilation in bulk, as we dis-
cussed in Section 1.6, this behavior could not be explained. However, since τ2 values in
Table 4.2 are bigger than those usually found in intermediate components (≈ 0.3ns as
found in Table 4.1), they most likely must be associated to an o-Ps state as well. Hence,
τ2 can be interpreted as corresponding to o-Ps pickoff annihilation in small interatomic
voids, whereas τ3 can be related to o-Ps pickoff in the intrinsic voids of the amorphous
structure[116]. In this case, the 1/3 ratio between the intensities is recovered if

I1 ≈
1

3
[I2 + I3] (4.95)

a condition which finds good agreement with data. Since we do not have magnetic
quenching data, the relative contact density is directly extrapolated from PALS using
Eq. 1.64:

k(12)
r =

λ1 − λ2

λ2γ − λ3γ

k(13)
r =

λ1 − λ3

λ2γ − λ3γ

(4.96)

where we admitted the possibility of having two different o-Ps contributes to the PALS
spectra.

As shown in Fig. 4.10, both the series of data show a confined-Ps behavior. In particu-
lar, for increasing pressure, both series of points tend to approach the nearest saturation
curve. This means that, while the free-space region Rc, and the total range of the con-
finement Rc + ∆, are effectively squeezed, the length of the interaction layer ∆ grows.
Furthermore, a part from geometrical differences, the pore structures associated to τ2
and τ3 may be also related to different local values of the electron density, i.e. ρe ≈ k0 for
τ2 and ρe ≈ 0.5k0 for τ3.
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Figure 4.10: Top: same as Fig. 4.8. Bottom: same as Fig. 4.9. All data are taken from Table. 4.2 and
are referred to different values of pressure, i.e. 0, 4 and 6GPa respectively. Contact densities k(12)r

and k(13)r are calculated using Eqs. 4.96 as explained in the text.
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Figure 4.11: PALS analysis of a SiO2 sample with at zero pressure.



90 4.7 Numerical results

Figure 4.12: PALS analysis of a SiO2 sample with at pressure P = 4 GPa.



Exchange effects on trapped Ps 91

Figure 4.13: PALS analysis of a SiO2 sample with at pressure P = 6 GPa.





Conclusions

The main objective of this thesis work was to find a theory which could describe in
a simple yet powerful way the behavior of Ps in porous materials. The motivation
is strictly related to the increased experimental interest for using Ps as a probe in the
context of structural analysis of materials. In particular, positron annihilation lifetimes
(PALS) experiments are one of the few available methods to obtain information about
sub-nanometric porous structures (i.e. voids, cavities and free spaces in general) which
may be present inside a sample. As a matter of fact, a complete theory of Ps formation
and annihilation inside matter is needed in order to extract useful information about the
medium itself from PALS data.

Any model which aims to accurately describe Ps in porous material must include
an appropriate treatment of the pickoff process, i.e. the possibility for the positron to
annihilate with an electron of the surrounding environment, different from that to which
is bound in a Ps state. At present, the most used models describing Ps inside small
cavities are based on the Tao-Eldrup (TE) approach, which relates pick-off annihilation
rates λpo to pore sizes by considering Ps as a single quantum particle trapped inside an
infinite potential well. At the state of the art, these models have been greatly extended
to describe various cavity geometries and temperature effects. Despite also fully ab initio
treatments of a two particle bound system inside a host material can in principle be done,
they are usually avoided given the huge computational efforts required.

After having reviewed many existing models which deals with Ps trapped in nano-
metric cavities, we found out that some of its annihilation characteristics still lacked a
proper theoretical explanation. The most important of these mis-predicted features, usu-
ally observed in many solids where Ps is formed, is the lowering of the so-called intrinsic
relative contact density, a fundamental measurable quantity of interests defined as the
probability of finding the Ps-electron at the positron position, with respect to its vacuum
value.

Like other authors, we addressed this peculiar aspect first by picturing Ps as affected
by a confining potential which models the cavity. Our initial assumption was that the
confining effects was due to Pauli exchange forces, and as such it was to be ascribed
to the electron only. Given that a description of the intrinsic contact density requires
by definition the knowledge of the internal structure of Ps, we naturally introduced a
two-particle model by combining the generality of TE approach with specific chemical
properties of the surrounding material. In particular, we believed that a positive value
for the positron work function, as found, for example, in silica, could attract the positron
toward the medium, effectively pulling it apart from the Ps-electron.
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By applying approximate semi-analytical techniques, the variational method and,
more recently, QMC calculations, we were able to demonstrate that our model can in-
deed correctly describe the lowering of the contact density, obtaining promising results
in the comparison with experimental data.

Despite that, the great number of unknown parameters and the extreme conditions
needed to explain such a lowering effect were not satisfactory. This led us to reconsider
the whole problem of Ps confinement in porous materials using a different approach, i.e.
taking into full account exchange interaction with surrounding electrons. In literature,
these interactions have been always considered small, in the sense that a description of
a Ps atom weakly interacting with the environment is suggested.

For this reason, we decided to study Ps annihilation using perturbation theories,
which are made complicated by the requirement of full electron indistinguishability. Us-
ing symmetry adapted perturbation theory (SAPT) we managed to set up a theoretical
framework in which Ps can be seen as a separate ”entity” and where the Ps electron is
somehow privileged with respect to outer electrons.

With this, we were able to clarify some concepts that had had many different inter-
pretations in literature. In particular, we managed to provide insights about the meaning
of the relative contact density kr, which for long time has been related only to the spa-
tial part of the confined Ps wavefunction, and about the form of the pickoff annihilation
term, which has been always taken to be identical for o-Ps and p-Ps . Furthermore, we
focused on a particular aspect of this problem, which we call ”over-counting” and which
is involved in the study of the annihilation process of Ps in cavities.

Using a simplified model of a Ps interacting with an N-electrons environment, we
showed how the pickoff annihilation rate is indeed different for o-Ps and p-Ps . In prac-
tice, we found that a spin-shielding effect must be ascribed to the Ps-electron, which
makes the pickoff process asymmetric with respect to the two Ps spin configurations, a
feature often misunderstood and never previously analyzed in literature. On the other
hand, it is possible to reconnect known results with ours by recasting this difference in a
symmetric form directly related to the observed lowering of the intrinsic contact density,
hence with a parallel and new interpretation of the whole annihilation processes.

Indeed, within SAPT framework, kr essentially becomes an indicator of the dissoci-
ation degree of Ps atom, i.e. of the separability of the Ps-electron with respect to other
electrons of the surrounding. Its maximum value kr = 1 (Ps in vacuum) is lowered by
the overlap with surrounding electrons and it vanishes as the original Ps state fades.
When kr = 0 no distinction between o-Ps and p-Ps annihilation rates is possible because
all electrons are taken on equal footings.

In particular, we suggested a new model which only depends on 3 parameters, namely
the size Rc of the free space region (cavity), the length of the interaction layer ∆ and the
value of the outer electron density felt by the positron ρe. Finally, our main result can
be summarized with the expressions of the total annihilation rate of o-Ps and p-Ps which
can be written in the form (Eqs. 4.72):

λt =

[
λ3γ −

λ3γ
ex

1− S

]
+

λpo

1− S

λs =

[
λ2γ −

λ2γ
ex

1− S

]
+

λpo

1− S

(4.97)

where symbols are explained in the text.
Remarkably, we found that this model is capable to provide a simple explanation



for the lowering of the contact density despite it is characterized by the complete lack
of any potential that could pull the electron and positron apart. Indeed, we used an
expression for the Ps relative wavefunction which is exactly the same as in vacuum. The
vanishing of the contact density for small values of Rc or for high values of ρe is then
a mere consequence of having an higher overlap with outer electrons, and it is by no
means related to a spatial deformation of Ps wavefunction, as previously believed. In
other words, it is the concept of Ps itself which inevitably fades when electrons can no
more be distinguished.

Further investigations are necessary to test and validate the relationships provided
by our model. In particular, PALS and magnetic quenching experiments on materials
subjected to external pressure can be extremely useful as they reduce the number of
unknown free parameters. As also recommended above, to avoid interpretation bias,
future PALS analysis should be performed assuming the correct intensity ratio between
p-Ps and o-Ps lifetime components, a condition which can be easily achieved by a con-
strained fitting procedure.
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APPENDIX A

Unperturbed solution

In this section we will derive the general solution of the Schrödinger equation introduced
in Chapter 3.1:

Ĥ0Ψn(re, r) = E0
nΨn(re, r) (A.1)

where n symbolizes a suitable quantum number set, which can be found with standard
method of quantum mechanics and which will be a useful starting point both for the
variational method and QMC. Since Hamiltonian Ĥ0 is separable, the original problem
reduce to two distinct Schrödinger equations, one for the confined particle (electron with
coordinates re) and one for the relative motion with coordinates r.

It’s easy to see that the relative motion wavefunction ψn,l,m(r) satisfies:[
−∇2

r −
1

r

]
ψn,l,m(r) = E′nψn,l,m(r) (A.2)

which is just the relative time independent Schrödinger equation of an hydrogen atom
with half the reduced mass. Its solutions are given in terms of the standard quantum
numbers (n, l,m) and using a spherical coordinate system (r, θ, φ) constructed with the
z axis parallel to re:

ψn,l,m(r, θ, φ) = Yl,m(θ, φ)Rn,l(r) (A.3)

where Yl,m are spherical harmonic functions of degree l and order m, while the well
known radial functions Rn,l can be expanded in term of generalized Laguerre polyno-
mials [118].

On the other hand, the wavefunctions Fi,l′,m′(re) of a free particle in an infinite spher-
ical quantum well satisfy:[

−1

2
∇2
re + Vconf(re)

]
Fi,l′,m′(re) = E′′i,l′Fi,l′,m′(re) (A.4)

Again, Eq. A.4 is easily solved in spherical coordinates (re, θe, φe) since the angular
solution is given by the spherical harmonics functions Yl′,m′(θe, φe). To find the radial
solution, we first recall here that, without the confining potentials (free-particle) this is
given in terms of Spherical Bessel Functions of the first kind jl′(z):

jl′(z) = zl
′
[
−1

z

d

dz

]l′
(
sin z

z
) (A.5)

where z = kre and k2 = 2mE
~2 . To include the confining potential we just have to impose

the vanishing boundary condition at the cavity walls jl′(kRc) = 0 which in turns results
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in quantized energy levels:
ki,l′ =

zi,l′

Rc

E′′i,l′ = z2
i,l′

~2

2mR2
c

(A.6)

where zi,l′ represents the i zero of the l’ spherical Bessel Functions jl′(zi,l′) = 0. zi,l′ can
be numerically computed and some of the lowest values are reported here:

zi,0 = iπ

z1,0 = 3.142

z1,1 = 4.493

z1,2 = 5.763

(A.7)

Finally we have:

Fi,l′,m′(re, θe, φe) =
1

N
Yl′,m′(θe, φe)jl′(ki,l′re) (A.8)

where N is the normalization factor and the total unperturbed wavefunction reads:

Ψi,l′,m′,n,l,m(re, r) = Fi,l′,m′(re, θe, φe)ψn,l,m(r, θ, φ)

=
1

N
Yl′,m′(θe, φe)jl′(ki,l′re)Yl,m(θ, φ)Rn,l(r)

(A.9)

The total energy of the unperturbed system depends only on 3 quantum numbers and it
reads:

Etoti,l′,n = E′n + E′′i,l′

= −EHA
1

4n2
+ z2

i,l′
~2

2mR2
c

(A.10)

In particular, the ground state solution of Eq. A.1 is

Ψ1,0,0,1,0,0(re, r) =
1

N

[
sin(πre/Rc)

πre/Rc

]
· exp[− r

2αb
] (A.11)

Regarding excited levels, they depend on the cavity radius and we note for exam-
ple that if Rc & 5a.u., the first excited state of the unperturbed system will be 3 times
degenerate:

Ψ1,1,0,1,0,0,Ψ1,1,−1,1,0,0,Ψ1,1,+1,1,0,0

Instead if Rc . 5a.u., the first excited state of the unperturbed system will be ( 4 times
degenerate):

Ψ1,0,0,2,0,0,Ψ1,0,0,2,1,0,Ψ1,0,0,2,1,−1,Ψ1,0,0,2,1,+1



APPENDIX B

Spin notation and identities

As it is well known from standard quantum mechanics, the wave functions of a fermion
(i.e. electron and positron in this work) depends on the coordinates r = (rx, ry, rz) and
on the z-component of spin Ŝz (given that total spin S2 is fixed by statistics). While the
coordinates can be anything, the spin Sz can only take on two eigenvalues ~/2 and−~/2.
In turn, these lead to the two values of the spin quantum number ms = ±1/2. The value
ms = 1/2 =↑ is usually associated to the so called spin-up state while ms = −1/2 =↓ is
what we call spin-down. In particular,

S2 |s,ms〉 = ~2s(s+ 1) |s,ms〉
Sz |s,ms〉 = ~ms |s,ms〉

(A.1)

where s = 1
2 for fermions.

In many body physics, it is useful to describe these states introducing a spin variable
σ ≡ ~ms and a spin wavefunction sms(σ) associated to it. Since σ can take on only two
values ±~/2, each spin wave function will only have two values:

s↑(
~
2

) = 1 s↑(−
~
2

) = 0

s↓(
~
2

) = 0 s↓(−
~
2

) = 1

(A.2)

The meaning of this wave function is that Using this wave functions, the probability
that a measurement of Sz will yield a certain value is easily understood in terms of
squared modulus. For example, when the electron is in the spin-up state, the probability
of finding it at σ = ~/2 is P (σ = ~/2) = |s↑(~/2)|2 = 1, while the probability that its
value will be −~/2 is 0. Note that the spin wave functions are normalized and mutually
orthogonal:

~/2∑
σ=−~/2

|sms(σ)|2 = 1

~/2∑
σ=−~/2

s↑(σ)s↓(σ) = 0

(A.3)

so they are a basis on the single particle spin space. Using this notation, the well known
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singlet and triplet spin configuration of two particles can be written as:

χ00(σ1, σ2) =
s↑(σ1)s↓(σ2)− s↓(σ1)s↑(σ2)√

2

χ10(σ1, σ2) =
s↑(σ1)s↓(σ2) + s↓(σ1)s↑(σ2)√

2

χ11(σ1, σ2) = s↑(σ1)s↑(σ2)

χ1−1(σ1, σ2) = s↓(σ1)s↓(σ2)

(A.4)

where χs,sz are eigenfunctions of the total spin S2 and its z component Sz .
In this thesis we use the following identities for the spin configurations of a system

of 3 particles :

χ11(σp, σe)s↑(σ1) = χ11(σp, σ1)s↑(σe)

χ11(σp, σe)s↓(σ1) =
1√
2

[χ00(σp, σ1) + χ1,0(σp, σ1)] s↑(σe)

χ00(σp, σe)s↑(σ1) =
1√
2

[
χ11(σp, σ1)s↓(σe) +

1√
2

(χ00(σp, σ1)− χ10(σp, σ1)) s↑(σe)

]
χ00(σp, σe)s↓(σ1) =

1√
2

[
−χ1−1(σp, σ1)s↑(σe) +

1√
2

(χ00(σp, σ1) + χ10(σp, σ1)) s↓(σe)

]
(A.5)

Also similar results can easily be extended to 4 particles:

χ11(σp, σ2)s↑(σ1)s↑(σe) = χ11(σp, σ1)s↑(σ2)s↑(σe)

χ11(σp, σ2)s↑(σ1)s↓(σe) = χ11(σp, σ1)s↑(σ2)s↓(σe)

χ11(σp, σ2)s↓(σ1)s↑(σe) =
1√
2

[χ00(σp, σ1) + χ10(σp, σ1)] s↑(σ2)s↑(σe)

χ11(σp, σ2)s↓(σ1)s↓(σe) =
1√
2

[χ00(σp, σ1) + χ10(σp, σ1)] s↑(σ2)s↓(σe)

χ00(σp, σ2)s↑(σ1)s↑(σe) =
1√
2

[
χ11(σp, σ1)s↓(σ2)+

+
1√
2

[χ00(σp, σ1)− χ10(σp, σ1)] s↑(σ2)
]
s↑(σe)

χ00(σp, σ2)s↑(σ1)s↓(σe) =
1√
2

[
χ11(σp, σ1)s↓(σ2)+

+
1√
2

[χ00(σp, σ1)− χ10(σp, σ1)] s↑(σ2)
]
s↓(σe)

χ00(σp, σ2)s↓(σ1)s↑(σe) =
1√
2

[
− χ1−1(σp, σ1)s↑(σ2)+

+
1√
2

[χ00(σp, σ1) + χ10(σp, σ1)] s↓(σ2)
]
s↑(σe)

χ00(σp, σ2)s↓(σ1)s↓(σe) =
1√
2

[
− χ1−1(σp, σ1)s↑(σ2)+

+
1√
2

[χ00(σp, σ1) + χ10(σp, σ1)] s↓(σ2)
]
s↓(σe)

(A.6)
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