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Abstract

When decision-makers consider pure and appliedarelseinfrastructures, such as genomics platforms,
astronomic observatories, nanoelectronic laborgpwceanographic vessels, or particle accelefatdities
(just to mention some examples) are faced by thiestipn: what is the net social benefit of thesstlgo
scientific ventures and of the public goods thegdpice? The answer is often given qualitativelyeeen
rhetorically, by scientists and other stakeholdierthese projects. But can we go beyond anecdoidéree,
narratives and ad hoc studies and try a structesednte and ex-post evaluation of the socio-ecoaomi
impact of research infrastructures? This paperagplsome of the methodological issues involveal GBA
framework for capital-intensive scientific projecfBhe paper proposes a conceptual model basedeon th
estimation of quantities and shadow prices of @gregates, and of six main categories of economic
benefits (pure value of discovery, knowledge owutptechnological spillovers, human capital formatio
cultural effects and services to third parties).piioal approaches are suggested for further appésearch,
including the use of probability distribution fuians to generate expected net present values eénes
infrastructures by Monte Carlo methods.
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1 Introduction

The number of capital-intensive research projeetsg, in the field of genomics, astronomy, space
exploration, high energy physics, chemistry of maaterials, bio-molecular engineering, and several
other fields, witnessed a substantial growth in plast decades. This growth was driven by two
factors. On the one side, science evolves fast ranote and more sophisticated and powerful
experimental instruments need to be designed ansitremted in order to back such a progress and
push forward the frontiers of knowledge. On theco#ide, research is increasingly put at the ceritre
political agendas as a tool to stimulate economiwvth? In the European Union (EU), the ‘Europe
2020% overarching strategy for promoting dynamic andtanable growth throughout the Member
States includes the Innovation Union flagship atitie, aimed at transforming Europe into a world-
class science performer, by establishing a commorogean Research Area and completing or
launching the construction of priority Europeaneagsh infrastructures. The United States (US) and
Japan, and more recently China, and other countresplanning large-scale scientific ventures for
the next decades.

The size of capital-intensive research projectsafes never been greater. The term ‘Big Scienca' wa
coined many years ago to describe the large-s¢weacter and complexity of modern science, in
contrast with the formerly predominant ‘Little Sege’ (de Solla Price, 1963 and Weinberg, 1967).
Major examples of Big Science are the Internati®@@dce Station, the Hubble Space Telescope and
the last generations of particle accelerators aficlers. Large scale scientific projects tend mbad
substantial investment costs related to the desighconstruction of research infrastructures, which
often rise, even considerably, from the ex-antémegés, thus attracting numerous criticisms. The
Superconducting Super Collider can be mentionadigwregard. Planned to be built in Texas with an
initial estimated budget of USD 4.4 billidrthis 87 km circumference particle acceleratortsthto be
built in the early Nineties. After having alreadyesit USD 2 billion and dug 23.5 km of underground
tunnel and 17 pits, the cost for the project cotiherapidly surged to USD 11 billion and the patje
was eventually abandoned by the US Congress (@&ud@10; Baggott, 2012; Maiani, 2012).

The increasing number of research infrastructurem€ed and their increasing average cost cak for
serious examination about whether it is worth ot twospend considerable amounts of money by
governments, and ultimately by citizens in theipaty as tax-payers. Some researchers are highly
optimistic about the value of scientific researchrpoted by Governments (e.g. Mazzucato, 2011
but others are more sceptical (e.g. see Broad®wevi990). In principle, when a decision about
investment priorities needs to be taken, costsgfpaoject have to be assessed against the assbciat
social benefits in order to check whether the lateeed the former. Hence, the fundamental guestio
is: how to guess the social net benefit of reseanffastructures? The answer is often given
qualitatively, or even rhetorically by scientistedahe other stakeholders with an interest in tlogept
implementation. Typically, the decision of fundihgghly expensive facilities, usually without any

! The role of R&D investments as a driving force d¢apital accumulation and, ultimately, long-runwtio has been studied
in the economic literature for example by Grilict{#980), Adams (1990) and Romer (1990). See a coimpgaper on the
returns of capital investment in R&D infrastructsi®el Bo, 2014).

2 European Commission Communication ‘Europe 2020tréteqgy for smart, sustainable and inclusive grov@®M(2010)
2020 final.

% Nominal prices.

41...] the role of the government, in the most swesfal economies, has gone way beyond creatingighe infrastructure
and setting the rules. It is a leading agent inieadhg the type of innovative breakthroughs thaowal companies, and
economies, to grow, not just by creating the ‘ctinds’ that enable innovation. Rather the state anactively create
strategy around a new high growth area before titenpial is understood by the business communign{fthe internet to
nanotechnology), funding the most uncertain phdgberesearch that the private sector is too aisrse to engage with,
seeking and commissioning further developments,afiteh even overseeing the commercialisation psodesthis sense it
has played an important entrepreneurial role.’ (Maato, 2011: 18-19).

® In his article, Broad (1990) presents the majotioisims against large and costly research ventsganning from their
negative impact on the governmental budget, pdatilyuin situations of nation’s fiscal troubles,ttee displacement of funds
away from smaller and more promising research pteje



chance of earning a financial return, is suppoibgda coalition of scientists with the task of
convincing funders of the project usefulness amjititeacy® But can we go beyond that lobbying
approach, and try a robust forecast or at leagtxamost evaluation of costs and benefits of researc
infrastructures?

Cost-Benefit Analysis (CBA) is a framework largeddopted by international institutions (e.g. the
European Commission, the European Investment Baaktlae World Bank) and governments in
public decision-making to assess the socio-econ@niditability of investment projects in other
fields. CBA consists in assessing whether benafitsued from project implementation are in excess
of the estimated socio-economic costs, thereby stgifl the project represents a net benefit to the
whole society. The key strength of CBA is that rbguces information of the project's net
contribution to the society, synthesised into saripbicators, such as the Net Present Value (NPV).

Whatever the difficulty in estimating the socialst@f any investment, because of lack of data or
specific conceptual issues, particularly when ewtlities are consideréda standard CBA theory for
the estimation of their value to society is avd#adnd well established (see e.g. Dréze and S&8%, 1
Florio 2014a, Johansson 1991, Peatcal. 2006). In particular, there is a long worldwidgerence

in the social cost-benefit analysis of infrastruetuin transport, energy or water, and more regemtl
environmental services, health, education, culune other fields.

Some preliminary attempts to provide specific iatimns for consultants and public officers involved
in appraising research infrastructure projects hiawen made. In 2009 the Czech government, in
collaboration with the JASPERS team of the Europbamstment Bank, developed a working
document providing guidance on the methodology dmpute the CBA economic indicators for
projects in this area. A revised and extended stafking papers has then been drafted by JASPERS
(2013). Some empirical attempts to measure theomaimnreturn of investments in the research and
development sector have been made at micro legakrglly returning a positive result (see Del Bo,
2014 and Pancotet al. 2014 for an overview of the literature). The negitien of the European
Commission Guide to Cost-Benefit Analysis of Inwesit Projects (European Commission,
forthcoming) has a new chapter on Research, Den@dap and Innovation infrastructures. It is
recognised, however, that the application of a GB#nework of analysis to the assessment of this
typology of infrastructures still requires a soueoretical framework to be developed. Thus our
research question is straightforward: how shoul€BA model for research infrastructures be
designed?

This paper explores some of the methodologicalessavolved when evaluating capital-intensive
research projects (both ex-ante and ex-post) throlig CBA framework, and concludes that such a
framework can be designed and tested empirically, due caution given its experimental nature.

The framework can be used to answer the questidowfbenefits produced by large-scale research
infrastructures (‘Big Science’) compare to theistso In principle, the same model can be flexibly

applied to assess costs and benefits of both pudeapplied research infrastructures, regardless its
size, even if some effects (particularly wider ordt effects and human capital accumulation) become
relevant only when a certain critical mass is redchThe proposed CBA model applies to RIs

operating in all scientific fields. Some examplescalled in this paper pertain to research

infrastructures for physics, because we are cuyrd¢asting the model by case studies of particle

accelerators (see www.eiburs.unimi.it); howevee, ssope of the paper is more general. Moreover,
the paper adopts both an ex-post and ex-ante pejatuation perspective.

® Or occasionally failing to convince them, as thm mentioned story of the Superconducting Supelidep shows:
approved by President Reagan in 1987, it was thecetlad by the US Congress under Clinton in 1993 @kiia2012).
" Projects aimed at tackling climate change arextrerae example. See the Stern Review (HM Treas@@6R2



The structure of the paper is the following:Section two after defining the object of analysis, i.e.
what we mean by research infrastructure, we outtime conceptual CBA model for research
infrastructures and we propose and justify a taronof benefits for this typology of infrastructural
investmentsSection thre@xamines the social demand for the infrastructacethe social value of six
main types of benefits. We discuss knowledge osfpieichnological externalities, human capital
development, wider cultural effects and servicethtal parties; we then suggest a possible way to
think about the pure intrinsic value of discovefgr each of these six effects we mention empirical
approaches for estimation of marginal social val@&ection fourintroduces the treatment of the
considerable uncertainty surrounding the CBA edtistawe suggest using risk analysis based on a
Bayesian approach, involving probability distrilmutifunctions and Monte Carlo techniqu&gction
five concludes by putting together the cost and the fliesides of the discussion, with some initial
implications for decision making.

2 Definitions, hypotheses and conceptual framework

There is no established and agreed definition séaech infrastructures (RIs). Different definitions
and classifications are proposed in the literatamd in policy documents, often pointing to large
investment costs. The Strategy Report on Reseafdstructures prepared by the European Strategy
Forum on Research Infrastructure (ESFRI, 2011) atsxbudes among research infrastructures
electronic surveys, such as the European Sociale$fiand other facilities for data collection and
storage, like databases, archives, libraries antpater grids. Given the wide variety of facilitiand
instruments that are generally referred to in flekl, as a starting point it is deemed necessary t
provide a definition of infrastructures to whictet@BA conceptual model developed in this paper can
be applicable.

A research infrastructure is, after all, an infrasture because it provides services to users. Thsis
helpful to review some definitions of this concepteconomics. An influential review paper by
Gramlich (1994) points to a definition in termslafge capital-intensive investment often associated
with natural monopolie¥. Typical examples of economic infrastructures cdsgrassets and
equipment providing transport services, telecommtions, water and sewer management, and
energy provision. Other infrastructures which mageently captured the attention of economists are
related to education, healthcare, culture. In ¥eig, we argue that Gramlich’s definition can bedis

in our context, and that research services arg@oseof a completely different nature as compared
e.g. to transport, environmental, education, caltar health services.

The fact that the benefits of a transport, enexynmunication, environmental project can be
measured and valued by CBA techniques, while ferdrvices of a research infrastructure there is
still no accepted CBA method, should not blur tbeue at stake. After all, some decades ago it was
often maintained that investment in some sectoesadterised by intangible outputs, for example
having an impact on human health, could not beuetaet by CBA techniques (see e.g. Baum and
Tolbert 1985), while this is an accepted practmeay (see e.g. Viscusi and Aldy, 2003; the World
Health Organization guidelines, 2006). Valuing atamgible good such as culture has also been
considered impossible for long time, but recentyns efforts have been made to explore the
economic value of culture, using techniques whieha@mpatible with the CBA framework, such as
contingent valuation (see the report by the UK Depant for Culture, Media and Sport, DCMS,
2010). Indeed there are some ingredients of relseafcastructure that are peculiar to them, but
several others are shared with other categoriedrastructures.

8 The European Social Survey is a network estaltishelevelop, store and study long time seriesaté dised to monitor
and interpret changes in European social attitaddsbehaviour patterns.
See below for a definition of natural monopolytliis context.



A critical ingredient of any infrastructure is higbapital intensity. Capital fixed expenditure
overcomes operating costs and is a large fractfaieo total present value of project cost. This is
particularly true in Big Science, which is perforangsing some of the most expensive machines ever
built. Perhaps the most expensive Rl so far isltiernational Space Station, whose total costs are
reported by the European Space Agency to be ard®id 100 billion over a 30 year period,
including development, assembly and running castsehn years® The approximate investment cost
of other Big Science projects is shown in Tabl®f.this ground, we are going to exclude from the
definition of research infrastructures all survesiace the service they provide — i.e. the coleetand
elaboration of data — is more labour, rather ttegital, intensive.

Table 1 Cost of Big Science: some examples (Million EURatdéd to 2013 prices)

Research Approximate total

Description investment cost Sour ce
Infrastructure (M EUR)
Superconducting  Sup rPartlcle accelerator with a planned 13,466

ring circumference of 87 km. The Giudice (2010)

Collider — SSC (USA) project was cancelled in 1993.

Large Hadron Collider + The world’s largest and most Maiani (2012) and

LHC (CERN, | powerful particle accelerator. |t 7,2302

Switzerland) started operations in 2008. CERN (2009)
Laser-based inertial confinement

National Ignition| fusion research facility, built between 3350 GAO (2000) and

Facility (USA) 1997 and 2008 and operational sirjce ' press release
20009.

Electron-positron acceleratar.
Commissioned in 1989 and closed
down in 2000, it was the predecessor

Large Electron-Positromn
collider — LEP (CERN|
Switzerland)

1,7303 Schopper (2009)

of LHC.
Central European Centre of excellence conducting
Institute of Technology research in the field of life sciences, 310 Data provided by
— CEITEC (Czech advanced materials and technologies. the EIB
Republic) It is currently under construction.
Extreme Light The world’s highest power laser, Data provided by
Infrastructure  —  ELI . 310
currently under construction. the EIB
(Hungary)

Source: Authors based on different cited sources

Fixed investment costs of Little Science infrastnoe” also tend often to be larger that operating
costs. However the gap reduces going from mostistigated and innovative infrastructures to more
standard and easily replicable facilities and eanaipt.

Data about relatively smaller RIs, gathered frora Buropean Portal on Research Infrastructure
(Riportal)”® confirm that the smaller the investment cost,simaller the average number of permanent
scientific/engineering staff operating the RI, mi@ users (scientists directly working at the RI's

experiments), external users (other scientists mgalkise of the results obtained by the internaf staf
working on the machines) and trainees and studgnts.

10 http:/iww.esa.int/Our_Activities/Human_Spacefliihternational_Space_Station/How_much_does_it_cost

111993 last cost estimate.

12 Including in-kind provision.

13 Excluding external personnel and in-kind provision

14 Examples include the Italian Laboratory for thedst of the Effects of the Radiation on Material 8pace, the Finnish
Centre of excellence in Environmental Health risklgsis or the Hungarian Cyclotron of Atomki thabpides accelerated
particles that can be used for nuclear physicsesuzhd for radioactive isotope production for agation purposes.

15 http://www.riportal.eu/public/index.cfm?fuseactionsearch.

5Del Bo (2014) performs a more in-depth analysisete data.




A second ingredient of the definition of any infrasture is the long time horizon involved in botle
cost side and the benefit side. Some researchsinidures are still operating today after decades
since their construction. For example CERN acctdesabuilt in the late Fifties (Proton Synchrotron)
and in the Seventies (Super Proton Synchrotron3tidreised as injectors of proton beams in thetmos
recently built collider (LHC). The time span of ledits is also extremely long, as it is discussed
below.

Third, ‘standard’ economic infrastructures are féssociated with externalities and spillover affec
economic benefits of infrastructures are usually agpropriated by the owner of the infrastructure,
and we shall show that this is a core feature séaech infrastructures as well.

Fourth, the “natural monopoly” feature is typicdl many research infrastructures, particularly the
largest ones, as production cost of the researgputsuare subadditive. Decreasing average costs
associated to prevailing fixed capital costs leadirnited or no competition among the research
infrastructures. In the research sector thereaiéities of which there will be no more than onehe
country or in the world because a second one wbeltbo costly or because the number of users is
not big enough (an example of unique infrastrucisréhe already mentioned International Space
Station). The preferred arrangement in these caseslly entails wide collaborations of scientists
using the same infrastructure and exploiting itdees to perform different experiments, eitherrove
time or at the same time. The fact that there igxgicit market for the services of the Rl doe$ no
change the tendency to concentration, but onlyngshanisms (Irvin and Martin, 1984a). However,
sometimes in Big Science the same research questidd be answered in principle by more than one
research infrastructuré As a matter of fact, a certain degree of competiimong different scientific
teams is considered important in the field of redeanot only for speeding up the pace to achieve a
given objective or make a discovery, but also tadase the respective findings (Baggott, 2012).

This adds to the interest of evaluating the retattests and benefits of competing projects. In this
context, we argue that ‘research’ relates to al¢hactivities which elaborate data and informatioon
creating new knowledge. According to this criteri®is include bottpure research infrastructures,
carried out for the main purpose of increasinguhderstanding of fundamental scientific principles
and producing new ideas, but alapplied research facilities aimed at acquiring new knogked
directed to a practical purpose (e.g. creating\a® cempound, technology or produtt)University
research laboratories generally fall into this gatg!® RIs typically pursue their objective using
material facilities and instruments, but some ehthcan provide their service electronically. Actyal
infrastructures based on high performance Inforomaéind Communication Technologies (sometimes
called e-infrastructures, or digital infrastrucfuan also be considered research infrastructuses a
long as they are essential to make particularly ptexncomputations and simulations out of any
human being’s reach, thus actually producing neemkadge. Examples are supercomputers and grid
computing, consisting of computer resources spdifi developed for processing very large volumes
of data and producing outputs for scientific use.

17 A comparative assessment of the advantages aadwvaistages of the CERN Large Electron-Positron (Ldefiider was
conducted by Martin and Irvine (1984). This exerctiows that even very large and cutting-edge e@ters might have a
number of rivals playing some competition (evemmnoligopoly framework) among themselves.

18 According to the same criterion, material anduaftarchives, databases, networks and cloud congptitiat serve to
collect, store and share already existing datahawit processing them in any way so as to create kmawledge, are not
considered here research infrastructures. This &indquipment and facilities certainly contributeimproving research
efficiency, by making available a larger amountdafa in a shorter time, but they do not directlgdauce new knowledge.
We do not consider networks for research and ettucas research infrastructures either. The sarusor catalogues of
digitalised books, journals, newspapers and libgari

19 However, some university departments are not todmsidered research infrastructures, but rathecattn facilities, as
long as their main objective is knowledge disse timma



Most of Rls are single-sited but there are also examples of geographicallyidiged facilities, such
as grid computing systems or atmospheric measutestations located in different areas and
recording data which are then centrally studfeBistributed Rls are such that they provide a uaiqu
service by means of data recorded and/or computethdilities located in different areas. An
organization or network of mutually-independent ,Ré&ach one providing its service without
depending on the service provided by another Rhefsame network and with different unrelated
research questions, is not accounted as a singtebdied RI, but as a number of single-sited
infrastructures. In such cases there may be, haweedwork externalities to be considered in the
project’s impact assessméft.

To sum up, for the purpose of the CBA conceptuahiwork suggested in this paper we understand
research infrastructures as high-capital intenaitg long-lasting facilities and equipment, typigall
operating in ‘monopoly’ or ‘oligopoly’ conditionsyhose objective is to produce social benefits
through the generation of new knowledge, eithee murapplied.

The literature on the benefits stemming from restedas wide. In some earlier literattfemany
‘positive outcomes’ of research projects are ligfédcluding:

* knowledge creation and dissemination, possibly omeaksby a conventional economic value
of scientific papers, books published and othepuist such as research contracts granted
from public and private funders;

< technological development, measured by estimatedettonomic value of patents granted,
licence deals, spinoffs created and technologéasterred;

* human capital creation, usually valued through sh&ary of Masters and Ph.D. students
carrying out research at the RI;

« employment effects, measured by the average sfalanewly created jobs both at the Rl and
in spin-offs;

e social capital creation, understood as the devedmpnand strengthening of ‘productive’
interactions, shared values and mutual trust witlénscientific community;

« others, related for example to reputation and meryeeffects on RI's suppliers, development
of tourism activities nearby the RI, increase ies¢ttowards science among young people, and
a broadly defined added value for society thank#héresponses to ‘grand challenges’ and
‘big quests’ of life produced by scientific resgaend discoveries.

However, most of these effects, and the way theyo#ten valued in earlier literature are inconsiste
or only partially consistent with the theoreticahrhework of social CBA® For example, for the
purpose of CBA employment of scientists and tedani is an input for the project, hence when

20 Single sited RIs include patrticle collider facési telescopes, space stations, research vesdedéramafts, science parks,
space research centres, laser light facilitiesrasopy facilities, institutes for radio astrononobanks for medical and
biological study, research reactors, geographa&sgarch observatories, botanic research institomeseum’s laboratories for
zoology, botany, earth and human science and supeigers.

21 Other examples are seismographic stations andcatjuge and laboratory testing facilities.

22 Note that this definition of distributed researictirastructure differs from the one recently praddby the OECD,
according to which a distributed infrastructure aisnetwork or multi-national association of geogieplty-separated
organisational entities that jointly operate aafeindependent research facilities. An examplehis European Very Large
Baseline Interferometry Network that is a collabmrabf the major radio astronomical institutes of@pe, Asia and Africa
(OECD, 2014).

23 See Salter and Martin (2000), Hallonsten et @104), SQW Consulting (2008), Czech Ministry of Ediarat Youth and
Sport and JASPERS (2009), Science and TechnologyitieacCouncil (2010), COST Office (2010), JASPER®13),
Bach (2013).

24 See a companion paper by Pancotti, Pellegrin agdeiti (2014) for a more extensive discussion adgible beneficial
effects of research infrastructures often mentidndtie literature and considered in the appraisdl selection process of Rl
projects.

%5 In Annex 1 the most established model for CBA eaeral equilibrium setting, developed by Dréze Stern (1987 and
1990), is briefly recalled.



valued it is a project cost, and not a berféf.patent associated to the building or operatiba Bl is

an externality only if, properly valued, generatewindfall gain for, e.g., the project’'s suppli&y
definition, there is no externality if in fact thesearch leading to the patent has been ‘paidhby t
firm/institute through its own expenditures. Moreovany new product developed by firms of the RI's
supply chain thanks to the experience and skilleeghon-the-job is often suggested to be valued
through the firm’s turnover, while in fact it is e¢hincremental profit (incremental sales net of
incremental costs of production) that should besm®red. Training of young scientists is not a
benefit either: the benefit is the future welfarbaimge associated to the training against a
counterfactual where such advanced training igpr@tided. Thus valuing the human capital creation
through the actual or incremental wage of formes®RHents is misleading if a proper counterfactual
IS not taken into account. As to the social cap#etumulation arisen from interactions among
scientists, particularly when they come from déf@r countries, in a CBA perspective it is not a
benefit per se but as long as it serves for increasing prodiigtiof scientists: hence, it should be
reflected in the benefit of knowledge output.

We propose to consider a simpler and shorter (lmrerprecise) taxonomy of benefits than what has
been often proposed in the earlier literature. @xwbnomy is parsimonious, as in fact we do not want
to multiply items, and conservative, as we do nahimo exaggerate the social impact of research
projects. Yet, we believe it captures the maindisnd indirect impacts of research infrastructures
and is robust across different types of projects.

The fundamental CBA model for research infrastmeguon which the rest of the paper is built and
further elaborates, is presented by equation (1):

ENPVy, = ENPV, + ENPV, = (EPVy, — EPV; )+ EPVj, . (1)

The expected net present value — ENPV (the expectaperator ‘E’ will be discussed later, and it
will be dropped below to simplify notatidf of research infrastructures is made of the surtwof
separate components: the expected net present valeeonomic benefits and costs which are
associated to any actual or possible use of thearels infrastructurérespectivelyB,, andc,) and the
expected net present value of other benefits edetw the sociabalue of research discovepgr se
regardless its possible use. The expected presdut wf non-use benefit®,) represents the pure
value of discovery as pure public good The non-use term of Equation (1) can be expetidue
always non-negative, as people are usually beftevith discovery, or at least indifferent to itedce,
our accounting convention is that the RI costs eupall the use-benefits, while the pure value of
discovery is an externality generated at no addfi@cost. This is only to simplify the presentation
and other accounting conventions can be used. Tifegethce between use and non-use benefits is
gathered from the field of environmental econonaicd we discuss more on this in Section 3.6.

Elaborating on equation (1), we argue that, aparhfthe pure value of discoveBy, five main kinds

of other measurable benefits stem from any RI ptojthe present values of knowledge outputs
(typically related to scientific publicationS) technological spilloversT and human capital
accumulationd. In many cases, particularly when dealing witlgéamfrastructure projects, a fourth
benefit,C, is related to the wider cultural effects of thejpct outreach activities. Additionally, as we
move from fundamental to applied research and t@olical development, the service provided by
the infrastructure could produce specific bendbtsther users4: effects on the health of patients of
medical research facilities (e.g. accelerators ul®dhadrontherapy), environmental protection
services (observatories studying natural hazardstachnogenic risks), energy efficiency (centres
carrying out research on renewable and efficientcas for the energy sector), testing of matefals
private companies and license deals, etc. The mreséue of use-benefits can be written as the sum

26 However, in Section 3.1 we argue that the saléscentists, valued at shadow prices, can be usedme cases to value
the benefit of knowledge creation, i.e. the valfipublications and citations.
27 See Section 4.



of all these components valued at prices (nameati®v prices’, see Annex 1) which reflect the social
marginal value of a change of an output in the eoon i.e. the opportunity cost to the society of
producing or consuming more or less of any good:

B,=S+T+H+C+A. (2)

Use-costs relate to the present value of capftalabour costL, other operating costs such as
materials, energy, communication, maintenance, &bl negative externalitiés like air pollution or
noise during construction and operations. It iSulde decompose the labour cost term into the sum
of the cost of scientific personnél and labour costs of other administrative and tectrstaff
working at the RL,:

L=L;+1L,. 3)
Thus, we have that the present value of measureableosts is:
Cu,=K+L;+L,+0+E. (4)

All terms of equations (2), (3) and (4) are expeelsat shadow prices, and use-benefits and costs are
properly discounted at the social discount rafsee Annex 1). Therefore, the complete expredsion
the CBA model of RIs, over a time horizon spanrinogn 0 to 7, in simplified notation is:

NPV =[S+T+H+C+Al—[K+Ls+L,+0+E]+B,. (5)

Suppose for a while th&tPV,, is completely unknown because we do not know angthbout the
pure value of discovery. The CBA test could prodilncee possible results:
» The net present use-value of the research inficsteVPV;, is greater than zero, i.8Vy >
PV, , net of the unknown non-use good. It can also ligen thatN PV, > 0;

* The net present use-value of the research infictsesis equal to zero net of the unknown
non-use effectsyPV, = 0;

* The net present use-value of the research infigstesis negative net of the unknown non-
use effectsNPV,, < 0.

In the first two cases the RI passes the ex-ant& Bt if the evaluatoguesseshat the uncertaiB,,
would be at least nil, so that the ta¥dV; cannot be expected negative (within a range acated
probabilities). In other words, when the use-bdsefif the RI are at least equal to the costs of
producing them, in principle there is no furtheedé¢o try to estimat8,,, as long as it can be excluded
that non-use effects are non-negative. This isrlglem considerable computational advantage. The
pure public good of discovery, if any, is still anmeasured externality of the project, but theetgci
gains or at least does not lose by having the R.slhgest that for most Rl in applied research and
technological development the CBA test should esed on these grounds.

In the third case the RI project passes the CBAitesd only if B,, is positive and large enough to
compensate for the negative use-effects (costragdtive externalities). In this situation, we c&n
more avoid an estimation of the pure value of discp. As mentioned, what is needed heregsiess

a conjecture of the possible impact of the discpwer social welfare. We discuss the nature of such
guess below in Section 3.6 and we claim that eggdirneasurement of the social willingness to pay
for the pure value of discovery in principle is pire, albeit with due caution, when the notions of
existence value and quasi-option value, as estedolisn other CBA fields, are duly adapted and
borrowed in our context.

Once having defined the taxonomy of benefits of, Ris each benefit there are two crucial steps to

take in order to implement a social CBA. The fissguantifying the benefit itself, which has to be
expressed in the form of a good for which therg édemand. If nobody is willing to pay anything &r
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good, literally that is not an economic good. Tkeahd step is valuing this good through a shadow
price, which expresses the social value of a matginange in the availability of the good.

The estimation of shadow prices is the main conmmtifficulty involved with the calculation of the
NPV. Dréze and Stern (1987, 1990) prove that, mesoases, the shadow price of a good can coincide
with its long run marginal cost of production, itee social cost of increasing the production at th
good by one additional unit, holding the productievel of all other goods constant. An alternative
approach to shadow price estimation is to congiaemwillingness to pay (stated by the project users
or indirectly revealed through specific technigueg)ich entails the estimation of the social vatfie
the good by summing the maximum amount people wbalavilling to pay to obtain that good. The
latter approach is particularly appropriate to detee a monetary value for non-market goods. In
some circumstance, the marginal social value aagan also be obtained by a combination of the
long run marginal cost and willingness to pay.

The rationale for using shadow prices in placeliffenved market prices when evaluating the welfare
impact of infrastructure projects relies on the that shadow prices better reflect the social maitg
value of goods in an economy where markets argeadectly competitive and efficient and market
prices are likely to be distorted. In the caseesfearch projects, the cost side is deeply infludige
the fact that the users of the service are thansis, and a share of them are also the produtéhe
same service (this element is discussed more éxddndn Section 3.1). As they are the direct users
they are project beneficiaries, thus they havergiicit willingness to pay for the project. But lerse
they are also the service producers, they ofterf@aly in a non-monetary form, by contributing 8m
and effort to the operation of the infrastructukiso, generally investors do not seek in this cenge
monetary return for their stake in the project. &uonally, one can observe situations where the
owner of the infrastructure is paid by users, dedhidden economic values of a Rl can be moreyeasil
revealed. Another reason why market prices aréelglito represent a relevant signal for the denisio
makers of research infrastructure projects, is leedhe most relevant goods produced by the RI are
either public goods, like non-excludable and neairknowledge, whose market prices typically do
not reflect the opportunity cost of the good, oteexalities, like technological learning, for which
prices do not even exist. In general, this pecuiahange of capital, labour, consumption and non-
market goods, that we shall discuss below, is suahthe price system does not work efficientlyd an
this is our case for using social CBA at shadowgwiin this context.

In the next section we turn to a more analyticalcdssion of quantification and valuation issues
regarding each of the above mentioned RI bensti#sting by the use-benefits and turning then éo th
pure non-use value of discovery. A number of redeguestions can be raised in this regard and are
going to be addressed in what follows. As far @Rhknowledge output benefit is concerned:

¢ How can we measure knowledge outputs?

¢ How can we empirically estimate a shadow pricekfmwledge outputs?

These question can be answered by identifying ecapiobservable objects as knowledge outputs (i.e.
scientific publications) for which there is a derdand valuing them from either a willingness to pay
or long run marginal cost perspective (Section.3.1)

Research questions related to side-effects of maseafrastructures are partially similar to the
previous ones. For technological progress (Se&igh
* Is there a way to fully identify and measure tedbgy progress associated to a RI?
« To what extent technology spillovers are actualty economic, rather than ‘pecuniary’
externality and how can they be valued?

As for human capital accumulation (Section 3.3, bsearch questions are:
« How can we measure the increase of human capltkdeto the participation of scientists
and researchers to Rl projects?

28 Florio (2014a) discusses in detail the empirisalies involved.
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* What is the shadow price of such increments irstbek of human capital?

The research questions related to the culturatisfien general population (Section 3.4), are:
* What is the outreach size of the research infrestra?
e Is it possible to attribute a sensible social vatuthe wider cultural effects?

As for the services provided by applied RIs, treoamted questions are:
e What is the demand for such services?
* What is the marginal WTP for them?

Finally:
« What is the social impact generated by a discoitself, beyond its measurable scientific
outputs, i.e. beyond the value of scientific litara and other observable use-effects ?
¢ How to value an intrinsically non-use effect?

The latter are the most difficult questions to Imsveered and to do so we will take advantage of
previous theorization and experience mainly belogdo the literature of cultural and environmental
economics. This issue is discussed in Section 3.6.

3 Evaluating the social benefits

3.1 Social demand and value of knowledge outputs
According to the mathematician and physicist HeéPwincaré (1908):

‘The scientist does not study nature because usé&ful to do so. He studies it because he
takes pleasure in it, and he takes pleasure irdabse it is beautiful. If nature were not
beautiful it would not be worth nothing, and lifewtd not be worth living®®

In the perspective of welfare economics, this an®uo say that there are people who have a
preference for knowledgeer se just as there are people who like arts, or bedutindscapes, or
sports.

Answering the first of our research question —tfeasurement of knowledge outputs — may appear an
impossible task. Knowledgeer seis an intangible good and has a number of spésaaglires. First of

all, there is widespread non rivalry. The fact thia¢ knows a discovered fact does not subtractrenyo
else from potentially using the same knowledgeothrer terms, the benefits derived from knowledge
may extend to mankind in general. Second, there Ipeayto a certain extent, non-excludability, as
some knowledge could not be patented or otherwisieged. Thus knowledge created by RI projects
is often a public good and this creates a markietr é°

A second, and perhaps even more fundamental, méakete, is that knowledge creation is by
definition characterized by the fact that ex-anferimation is imperfect, as literally users do kibw
what they ‘buy’ when they embark in studying sonmeghunknown:

[...] the journey that the LHC has begun is an o@ystowards stranger spaces in which no
one can predict exactly what will be met or wheeewill arrive. It is a search for unknown
worlds which is carried out with complex cuttinggedtechnologies and guided by theoretical
speculations [...]" (Giudice, 2010, page 3).

29 Reported by Giudice (2010: 243).
% In economics, this implies that the quantity obfigoods demanded by consumers does not equatgutntity supplied
by suppliers. This creates a case for public irtetion.
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Some confusion may arise in this context from ek lof discrimination between the measurable
output of the knowledge creation process, and do&bkvalue of discovery. The latter is a pure bl
good, the former is in principle a private good. Wéeus here on this private good, and delay to
Section 3.6 the discussion of the marginal so@éale of discoverper se

While new information generated at the RI is ifligisstored in computer memori&sor in other
technical supports, and obviously in the brainghefscientists, then it spawns a stream of speedli
literature. The first wave of this literature maké the form of internal technical reports, pretstin
eventually research papers in scientific journaisl asearch monographs produced by all those
scientists who directly use the Rl and are involiredts operation and in the interpretation of tfirs
hand evidence. But besides ‘insider’ scientistsrarare also ‘outsiders’ who are the rest of sifient
community, including those working in other field#ho use the evidence provided by the experiment,
as explained and discussed in the insiders’ papergroduce other knowledge. Even if not direct
users of the RI, to some extent they are also mamés of the project. Other waves of knowledge
production can follow, with different scientistsing the findings of ‘second round’ papers as adasi
to write their own paper, and so on. This procesartually infinite. In the next centuries therdlbe
scientific publications which are the descendamta genealogy started with the RI-linked literature
which is no more cited directly.

As suggested by other studies (e.g. Pinski andnNd976; Martin, 1996) and CBA guidelines
(JASPERS, 2013; European Commission, forthcoming) agcept the view that one empirical
measure of research output is, albeit very imp#yfegiven by publications. Presentations of result
and findings at conferences are another form ofreanication used by scientists that should be added
to this.

Bibliometric techniques, analysing the patternghefscientific literature generated over time acban
research infrastructure or its experiments, eguidh keywords, citations, and other pointers, loan
conveniently exploited to associate a measure iehtfic output to the Rf? In practice, tracking
knowledge output resolves in quantifying the knalgle outputs generated by the RI scientists (taken
as level 0), papers written by other scientists eitidg those of the insiders (level 1), other pape
citing level 1-papers, and so on. A good undersitandf regularities of such process is also the key
factor in forecasting and ex-ante simulation. Foiradepth study of knowledge propagation in high
energy physics, reference can be made to Caretzaia(2014), who analyse the citation distribution
of papers related to different high energy physiésstructures over a wide time span.

The average number of citations that a paper wrlitea scientist working at the research faciligysg
depends on many factors, such as the scientist&-tecord, the scientific management and overall
strategy of research, the competitive attitude aochmitment of scientists, but also the luck in
choosing the ‘right’ experiments, technical spettifes of the research machines which influence the
probability of discovery. Also, the number of citeits tends to vary from one research field to
another. Data on citations of journal articles etk by Thomson Reuters in the Essential Science
Indicators database from 2000 to 2010 show thatv@®@rage each paper in the mathematics field
receives around 3 citations, while papers in madéduiology up to 25 (Table 2).

31 At the LHC something like a million Gigabytes pecsend of information is produced, ‘sufficient tdisate every hard
disk of the planet in about a day’ (Giudice, 20185). In life science there are databases for tihream genome. Other
examples pertain to chemistry and other disciplines

%2 These techniques are discussed in a companion ppj@arrazza, Ferrara and Salini (2014).

12



Table 2 Citation averages by scientific field

Years Average 2000-2010
All fields 10.81
Molecular biology 25.62
Immunology 21.81
Neuroscience 19.47
Biochemistry 17.25
Microbiology 15.79
Space science 14.30
Clinical medicine 12.93
Pharmacology 12.20
Environment/ecology 11.35
Psychiatry/psychology 11.26
Chemistry 11.19
Geosciences 9.70
Physics 8.97
Plant/animal science 7.74
Agricultural sciences 7.05
Materials science 7.03
Economics/business 6.22
Engineering 4.76
Social sciences, other 4.67
Computer science 3.75
Mathematics 3.48

Source: Times Higher Education 20http://www.timeshighereducation.co.uk/415643.agticl

For ex-ante projections, which is not our main @ndn this paper, one could adopt empirical curves
describing the dynamics of knowledge (identifieds &9 in our CBA model) captured by publications
and citations. An example includes a logistic fiortt leading to a differential equation of the
Bernoulli form:

dfi—(t”=a-5(t)-[1—%] 6)

wherea > 0 is an instantaneous growth rate parameter aned0 the equilibrium limit size of
knowledge growth. There are several version ofghigle non-linear differential ‘epidemic’ equation
e.g. in the literature on innovation or mathemaitlmalogy. It has the well-known feature that the
growth process is initially exponential and theswst down and asymptotically reaches a steady state
(S-shaped process). Perhaps one could argue instatathe steady state will never be reached and
direct citations will continue forever. Or one cdusuppose that, since knowledge is subject to
obsolescence, after some time of stabilizationetéll be a decline in citations.

For our purposes, preprints, publications and atsuributions to conferences and any other product
of knowledge produced by RI's scientists shouldbeasured. It is important here to carefully
distinguish between knowledge outputs and knowletigeemination. When something is known, it
can be transmitted in some forms: textbooks, agidh the press, documentary films, wikipedia
entries, etc. The measurement of such disseminatitimity in principle can be done, in terms of
number of products, and its impact in term of resddownloads, etc., or users in general. There is
definitively a market for these scientific disseation products, and while it may be not a compsiti
market, still it is a market. This is not howevée tright type of measure for knowledge creation:
dissemination to a larger public is a parallel Wbsequent process, partly dealt with in Sectionod.4
wide cultural effects, but the focus here is on phevious stage, when a flow of research output is

¥ These issues are discussed by Cararzah (2014) who discuss other functional forms.
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published. A good understanding of regularitieswth process is also the key factor in forecasting
and ex-ante simulation.

We turn now to the second research question relatethe valuation of knowledge outputs. As
mentioned, a good has an economic value if soméboasglfare increases when its availability
increases. This implies that the good is demangeatjbnts. What is very special in science is that t
demand for the knowledge output production funcbba RI project is driven by scientists in a given
field who are often at the same time users andyzerd of knowledge. This does not happen for many
other infrastructure services. Passengers of lpgkdrail demand the transport service, but armin
way involved in its production. Users of electicihave no stake in the nuclear power plants
construction and operation. It is possible thaa icooperative firm, e.g. a rural electricity digtriion
company, customers are also the promoters and evafiehe infrastructure, but in principle they do
not build and operate it.

The situation with RI projects is radically diffette it is the scientific community that demands the
project service, to prove or disprove theories ugio experiments, or to advance the knowledge
frontier. The same people are also involved in giesconstruction, operation, interpretation of the
evidence, elaboration on it, scientific discussiontil the new knowledge becomes accepted truth.
Governments and the general public at large usdalyot understand what exactly is at stake, and
will be convinced to fund the costly Rl usually bdon the scientists’ reputation and merit.

From this discussion, we maintain that one possilnue to answer the question about the valuation
of the benefit of knowledge output is to estiméie willingness to pay of scientists for the Rl pudj
This may look as not very promising, as scientistfact might not pay anything to use a research
facility (e.g. in case of open-access centres) amed often paid instead to work there. Also, the
research publications they write, the presentatibeg make at conferences or other research aesivit
are produced for free and no or very limited eagngnobtained from each of them.

The fact, however, that scientists are also théymrers of knowledge, offers a different way to khin
to the value of this output. Most scientists ariel ixed salaries, and are relatively independarthie
allocation of their time. Thus, when they spend sdiime on a research project, they have an
opportunity cost, which is the fact that they dd work to an alternative project. If this opportiyni
cost is assumed equal to the average scientistidyhoompensation, then a reasonable proxy of the
value of scientific output is its marginal prodocticost. This would be the time spent by scientsts
make research and produce a paper, a preprinther &howledge outputs, valued at appropriate
shadow wage¥.

If investigating the different strands of the stifém literature related to a certain Rl can besibée
ex-post using proper bibliometric techniques, fasting these benefits from an ex-ante perspedive i
more difficult. This is basically an empirical gties, of high relevance, and for which the current
experience is limited, but not such that it is \ahyi out of reach. If scientometrics works backveaid
principle it may work the other way round. In pautar, the benefit transfer approach could be
adopted. An analysis of the literature studyingadat citations across time lags, controlling for
heterogeneity across countries and scientific dielcbuld provide indications about the average
number of publications and citations for a sciéntéxperiment that could be expected for other
experiments in the same field, and the temporahdhyos of such a knowledge production.

34 There are some exceptions, that are to be fourstime Non-Governmental Organisations and in looairounities, or
with distributed technologies as solar energy poikese exceptions are generally restricted tolsuale infrastructures.
35 We mention here a shadow wage because market \aegdikely to be distorted: many scientists woskahif the project
has an interest to them, and sink in the proceshmuore time than it would be ‘contractually’ edisired. Conversely, it
could also be the case of scientists with a lowkwwoductivity which are paid a salary higher thleir opportunity cost. In
fact, what is productive in the field of researspér sea controversial issue.
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For example, as far as the average number of gapeuced by a scientist is concerned, Newman
(2004) examines data from computer databases efht#fai pre-prints and published papers in
physics, biomedical research and computer scidés®&man shows that the average number of papers
per author is between 2.55 and 6.4 over the fiw-yeriod 1995-1999, with the exception of the
high-energy physics papers contained in the SPIR&3base, in which the figure is higher and
around 11.6 papers per author. This is explainethéynigher number of authors co-authoring papers
in this scientific domain (an average of 9 agalh& for other subject areas), but also by possible
double counting of preprints and publications g $hme author. These data suggest that each year an
average of 2.32 preprints and papers are produgedhigh-energy physicists. The considered
databases for other sciences include only pubtisator preprints, and thus the number of papers per
year is lower: 1.28 by biomedical scientists arss$ lthan one by researchers of other fields. Even if
these data are not comparable among themselvegsgitres an idea of what type of statistics can be
obtained with scientometrics and then used to eséirthe marginal cost of knowledge outputs.

Table 3 Statistics on selected databases of papers — 199%-1

Biomedical Astrophysics Condensed High Energy High Energy Computer

researcff  (preprints  matter physics  Physics Physics  Sciencé!
(publications  only)* (preprints (preprints  (preprints and (preprints
only) only)® only)* publications{®  only)
Average authors 3.76 3.35 2.66 1.99 8.96 2.22

per paper

Average papers per
author over the 6.4 4.8 3.65 4.8 11.6 2.55
1995-1999 period

Yearly average

1.28 0.96 0.73 0.96 2.32 0.51
papers per author

Source: Authors’ elaboration on Newman (2004)

The marginal production cost of a paper would captnly part of the total value of knowledge
output. In fact, the value of knowledge is madéwal components: the social value of producing new
information per se plus the social value attributed to the degreeinfifience of that piece of
knowledge on the scientific community. If the fomme captured by the number of papers written and
valued through the marginal production cost, tlietas reflected in the number of people woulddrea
the paper (reflected e.g. by downloads from antmeeir repository) and eventually the number of
citations a paper gets. Using citations as a meagfithe significance of a scientific paper is an
imperfect but widely accepted approach and we adbepview that — on average — citations reflect
the social recognition and esteem that the sciemtifmmunity acknowledges to the paper (Hagstrom,
1965; de Solla Price, 1970). It is therefore reabtmattributing a statistically higher social valo a
paper that has received a higher number of citatiom given period compared to a less cited paper
the same field®

A shadow price of citations need to be estimated, @ analogy with the value of paper production,
this could be the opportunity cost of time employsda scientists to read and understand someone
else’s paper and decide whether to cite it or Tibts time can vary from few minutes to many hours

% Database used: Medline.

3" Database used: Physics E-print Archive.

%8 Database used: Physics E-print Archive.

%9 Database used: Physics E-print Archive.

40 Database used: SPIRES.

41 Database used: NCSTRI.

42 This has nothing to do with the evaluation ofititeinsic quality of the paper, which is not a &tital measure.
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or days, depending on the type of paper, its lengibic, the experience of the citing scientist and
other variables.

Thus, going back to the CBA model shown in equaf®)n on the one side the total cost of the Rl is
given by the sum of investment and personnel (§fieand other labour costs), other operating gost
and possible negative externalities, while the primbenefit of Rls is given by scientific outputs
(publications and citations) cumulatively generabgdthe project, valued with the time of scientists
used to produce them and a shadow wage. This neay agoeculiar way to represent the cost-benefit
balance of the project, because we have some tiwtsarede factowiped away by benefits: the
salaries paid to scientists working at the Rl amost for the infrastructure, but the cost of thire
employed for doing research and producing knowleidga benefit for the society. This view is
however consistent with the standard CBA assumptiah in some contexts marginal costs are the
best proxy of marginal benefits.

To sum-up: first, we need to consider time allodaiad shadow wages not only of scientists directly
working at the research infrastructures, but alsis¢ who use and elaborate on it to produce new
knowledge, so as to capture the cumulative prookksowledge output production; second, the value
of citations received should be added to the vafysaper produced in the first, second,n-th wave.

In this way, extremely valuable, seminal paperat thtroduce brilliant new ideas that receive ahhig
number of citations are valued more than obscuneimftuential papers.

Even if citations are an accepted way to detechihpve clearly cannot go as far to say that alhth
waves of citing papers would not have existed withbe initial Rl scientists’ papers. In other term
the shadow price of the generated knowledge owamihot be simply multiplied for the number of
papers in the genealogy, since it would be an exadjgn to state that there is a one-by-one reiatio
between knowledge units produced in the first rouamdl those produced subsequently. An easy, but
effective shortcut to deal with this issue is siynf divide the value of papers produced by outside
scientists by the number of references containgddrsame papers, as if each contributed in the sam
way to the new knowledge outpfit.

Thus, after the mutual cancellation of first roucdsts and benefits, the benefit of measurable
knowledge output is the value of citations thatgrapf RI's scientists receive, plus the total eadf
paper production and citations of the subsequemtsvaf papers. As for our interpretation, a crucial
issue to value knowledge output is to correctly g identify and value the citations and the it

of outsider scientists deriving from the outputlué insiders. In this way, the net present useevalu

the RI project would be greater than zero onhhd investment and operation costs are less than the
value of citations and indirect knowledge outputispother use-benefits accumulated in the long run
and mentioned in equation (5).

In Annex 2 we provide the details of a simple mddefalue the knowledge outputs associated to a Rl
in a CBA framework based on these ideas. Somenuredry empirical tests show that even for major
scientific enterprises it is unlikely that tlbenefit takes a very high value relative to otbenefits
and costs in equation (5), but it is important taerstand that the main social benefit here ligdmo
this value, but in the pay-back of scientific pensel cost through the valuation on the knowledge
output they produce, and this is a major contrdyutn terms of CBA of the research infrastructure.

43 Abt and Garfield (2002) analysed 41 research jalsrand found that the number of references isrgéipdetween 20 and
70 for biochemistry and molecular biology, betw@@nand 50 for physical sciences and between 5 @riid Biedicine. Also,
they noted that there is a significant linear iefahip between the average number of referencgédhennormalised paper
lengths.
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3.2 Technological externalities

Earlier literature on research infrastructuresrofeports that their impact on technological pregrs

a social benefit to be considered as part of tobadpicture of growth and welfare effects, addgion
to the advancement of fundamental knowledge. Bujidi new large and complex infrastructure or
carrying out an experiment at the scientific archt®logical frontier can be an important source of
innovation (Lederman, 1984; Kay and Llewellyn SmitB86; Mansfield, 1991; Technopolis Group,
2013; Del Bo, 2014).

A well-known example of technological spillovertige invention of the World Wide Web at CERN in
1989, initially conceived as a means to improvedi@ing of information between scientists working
on CERN experiments. Substantial progress is nqgveeed with other software developed at CERN
including the worldwide LHC computing grid projegthich allows to link, distribute and analyse a
volume of information that currently exceeds thpamaty of any computing facilities in a single site
(Boisot, Hoffmann and Nordberg, 2011). Grid compgtis widely used in business and science
context, specifically for science applications thequire large data processing capabilities, sich a
climatology, astronomy, biology and others (Giudi2@10: 138) and has attracted the attention of the
core players in the computing industry. There amdlar narratives about the technological jumps
related to other research infrastructures. For @kanthe Global Positioning System (GPS) was
originally intended by the US Department of Deferfiee military applications before being made
available for civilian use in the Eightiésa wide range of new materials and tools stem fspace
technologies needed for the NASA projects, sucthasmemory foam’ able to deform and absorb
pressure and to return to its original shape: iteeéio improve the safety of aircraft cushiongsit
nowadays used for helmets, mattresses or wheelskais”® Other technologies originated at the
European Space Agency, the European Southern Qibsery European Synchrotron Radiation
Facility, European Molecular Biology Laboratoryg.et

Technological spillovers might occur from the warltrried out not only by the RI staff, but also

within the firms and laboratories along the RI'pgly chain. Firms often do not have ready-made
solutions to the types of problems that arise wiheaolved in the design, construction or operatién o

a complex, high tech scientific instrument, for e related to the need of increasing precision of
mechanical components, weight, other physical ptmse of materials, design of electronics, etc.

When a procurement contract for the RI is signed,irdense collaboration process between the
supplier and the RI itself gets started aimed #gcéfely designing, testing and manufacturing the
required product or service. These efforts givedithe opportunity of learning something new and to
use the new skills for producing further technatadjadvancement to be exploited.

The analytical issue involved in estimating thehtemlogical impact of RIs is two facets, as menttbne
in Section 2: i) how to identify and measure tedbgizal progress, and ii) how to value it. As affir
step it should be ascertained whether the R&D dostved in producing an innovation have been
paid entirely by the client or by the firm itseticdinot directly recouped through the main procurgme
contract. If the research and development coailig internalized by the firm, and is then repaigd b
the procurement contract, there is no identifiafiist round’ externality and the services provideg
external firms will appear as a cost rather théveaefit in the analysis. However, this does not bar
‘second round’ effects to occur. The learning-byadoprocess triggered by attempting to solving a
practical problem could generate further innovatitivat would have been impossible without the
initial pull effect. Innovation spilling over thegpe of the initial procurement contract can béeast

to some extent, attributed to the knowledge acquirethe jots”®

4 http://geography.about.com/od/geographictechndéggps.htm

“5 http://science.howstuffworks.com/innovation/inviens/top-5-nasa-inventions.htm#page=1

¢ |n this vein, Giudice (2010: 109) reported thatahy of the companies that worked for the LHC prbge now using the
new skills learned in the process. For instance, @mpany is producing superconducting materiainfedical magnetic
resonance imaging and another has applied a sp®odiiction process started for the LHC to manufagguautomobile

parts’. The UK Science and Technology Facilities @ilu(2010) mentions other examples of companie® \ave

benefitted from expertise gained by working aneratting with the RI (in that case the DarensbumycByotron Radiation
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Learning-by-doing as an externality of R&D actig#ti has received great attention in the economic
literature on endogenous growth. Arrow (1962) ubedconcept of on-the-job learning as determinant
of technological change to investigate the econamjlications of knowledge growing in time. In
this model, the rate of growth of technology deend the rate of growth of capital, reflecting the
fact that productivity increases when the cumuéatproduction grows, thanks to the learning-by-
doing effect. Higher productivity and, hence tedbgixal change, are expected to lead to higher
profits. Of course, the absorptive capacity of fim, this being its ability to recognise the valok
new information or skill and to assimilate it angply it to increase its profits, is a critical fact
(Cohen and Levinthal, 1990).

There exists a vast literature analysing the @tstiip between academic research and industrial
innovation activity. Just to mention two studies, @conometric analysis by Jaffe (1989) found a
significant positive impact of the university R&Dhandustrial patenting in 29 US states, see also
Bacchiocchi and Montobbio (2009). On the same dihthinking, Cowan and Zinovyeva (2013) have
recently analysed the effects produced by the ogeaf new universities in Italy during 1985 and
2000 on regional innovation, in terms of the numbkipatents filed by firms, and confirmed the
existence of a positive relation. Other studieswshioat university research also positively affects
firms’ product and process innovation (Aatsal, 1992; Feldman and Florida, 1994).

The empirical literature focusing on the technatagjispillovers of research infrastructures is less
extended. The first studies were drafted in theeBees by the NASA in the US and CERN in Europe.
These studies usually rely on a qualitative methagdo of analysis and case studies, developed
through desk research, in-depth interviews andeygtvOne of the most cited studies was carried out
by Autio, Bianchi-Streit and Hameri (2003). Thelwrs investigated the learning benefits gained by
European firms that had participated in CERN’s prement activity between 1997 and 2001. A
sample of firms was selected from the total nunadéeuppliers to CERN during the considered period
(6,806 firms), excluding those companies whosel wtader did not exceed CHF 25,000 and which
provided only off-the-shelf products or very simplervices! The sampling process led to 612
companies that were assumed to have supplied @eabte technological development or innovation
componenté®A survey was then submitted to this sample of fiemd based on the answers provided
by the respondent firms (154), the authors fouiad tie benefits associated with procurement agtivit
can be in terms of significant technological andketlearning (respectively 44% and 36% of firms),
international exposure increased (43%), new praddetveloped (38%), new markets opened (17%),
new business units established (14%) and new R&B gtarted (13%). Respondents also declared
that, without CERN, they would have had poorer saad technological performance (52% and
41%), poorer performance in valuation growth (26%)d lower employment growth (21%). More
recent data refer to the ATLAS experiment, see dettial 2011.

An additional innovation outcome that might be proed by RIs is the creation of spinoffs, aimed at
commercialising the facility’s research breakthiasigNASA has been tracking its spinoffs since 1976
and has now a database including 1,800 spinoff staskes'® the majority of which associated to the
Langley Research Centre, the Johnson Space Cewtrthe Marshall Space Flight Centre. In general,
an average of 48 spinoffs are generated everybyeBIASA research infrastructures.

If it is largely accepted that building a complexdaoften unique device for research infrastructures
operating at the very edge of the science, is \iggly to generate widespread technological and

Source), such as a company that improved its ovetigion magnet measuring equipment allowing it tgprove its
competitiveness.

47 ike catering or training.

48 They represent less than 10% of the total numbsuppliers to CERN, but 56% of CERN'’s total procurateaduring the
period (CHF 1,197 million). Their fields of activitypanned from information technologies, to eledt®rand material
sciences (related e.g. to magnets, cryogenics atulivn technologies).

49 NASA online spinoff database, available at htgpifioff.nasa.gov/spinoff/database.
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industrial innovation, detecting and quantifyingd tachnological externalities spilling over the RI
particularly challenging. From an ex-post perspegtionly systematic surveys and detailed case
histories through interviews in the supply-chamm can help establish their existence.

From an ex-ante point of view, one reasonable veajotecast the possible size of technological
spillovers of the RI under assessment is to tateady existing similar Rls as a benchmark and rely,
as far as possible, on the opinion and expectatbrexperts about the similarity or dissimilarity o
technological patterns. The probability of erron dze tested through a fully-fledged risk assessment
(see below).

Having found histories and trajectories of econormaovations, valuing them is a separate
endeavour. We agree with Boisot and Liyanage (224%), who state that:

‘Science and technology together create useful keage. If the stress in science is
on the knowledge itself — knowledge creation f&r @wn sake — the stress in
technology is on its utility'.

In other words, while a value can be attributecknowledge outputper ® (the social value of
producing a paper), regardless of its actual imibee the value of technology is linked to its attua
usability and to the concrete advantages it leadddeally, one should look at the social profits
generated by them, catered from the company’s rreduar sales. Being the number of companies
benefitting from technological spillovers over timdl;, their incremental shadow profits (i.e. profits
at shadow prices) directly imputable to the sp#loeffect, ands; the discount factor, the present
value of technological externalities is expressed a

T= 2521 Yoot M. (7)

The firm’s return on sale reported in balance sheah be often taken as a proxy of social profit in
competitive markets; in distorted markets, so titzgerved prices do not reflect the real opportunity
cost of resources, the profit has to be derivetthaslifference between the firms’ total income asit
inflow and operating costs, all valued at shadowgsr(see Section 2).

Our approach is broadly in line with the empirititdrature, where R&D spillovers and externalities
are captured through variations in the private iprofirgins (e.g. Mansfielét al, 1977; Hallet al,
1999; and Halkt al, 2009), and it can be adopted also in a CBA fraankwgubject to the important
proviso that only variations in profits that areritsable to the activities carried out by RI's sligp

are considered. This is easy in case of new spjineshpanies created to commercialise a technology
associated with the RI, whose benefit is refleatetthe cumulative profit made by the company during
its entire lifecycle.

But the causal link between the activities caroetifor the RI and future profits due to those #pec
activities might not be obvious. To solve this msthe increase of profit in principle should be
assessed against a counterfactual group of congaiperating in the same sector and sharing other
characteristics with the companies that actuallyked for the RI, in order to control for selection
bias. The set of techniques typically used for Enmnting a counterfactual impact evaluafidn,
which are well established especially in the eviddmaof the effects of government subsidies on
private R&D in the European Unidhcan be relevant also in the RI context.

While ex-post a survey to companies within and idaetshe supply chain of the RI could be set up,
one crude form to value the technological progressnte would be to use a ‘benefit transfer’
approach, i.e. giving a money value to innovatitgidators related to a specific project pluggingin

%0 Difference-in-difference, discontinuity design, teieing approach.
®1 See for example Gadd et al. (2009), Mouqué (2ah&)ASVAPP (2012).
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value estimated from existing knowledge elsewh@&tgs is imprecise, but better than using only
guesses. For example, if a range of estimates atheutmarginal impact generated from R&D

activities on firm profitability due to its direexposure to the RI is available, we may transfer th

information to the RI project and use it as a préoythe social benefits (at shadow prices) of the
project on the supply chain.

The idea of tracking patents linked to the develephof RI projects? as suggested in some literature
(see among others Scherer, 1965; Schmookler, Eo®bHallet al, 1986), could provide a useful but
only partial indication of the total innovation piced. As a matter of fact, not all innovation
generated both by the research infrastructure quitsescientists and technical staff, and by fiest
supply the RI with innovative materials and teclogods, is patentable or might be actually protected
by a patent. Only in the (usually unrealistic) c#sat all innovation spilling over the R&D activity
covered by the procurement contract is patentes . ettonomic return generated from such patents
would fully reflect the value of technological emtalities. To simplify, one could transfer the
marginal economic return of a generic patent iountry or region to the RI projett.

In general, the increase of profits ascribablehtoRI against a realistic counterfactual should/igie

a most comprehensive measure of technologicabspil§, accounting for the benefits related to the
production of a new marketable product, the comiakexploitation of a patent, the increase of
productivity, and also increase of visibility andrgorate’s image. As stated by SQW Consulting
(2008: 31):

‘For specialist firms supplying equipment thatnstalled in the [research] facility there [can
be] marketing benefits both from visitors seeing@ tbtompany’'s badges on pieces of
equipment and from word of mouth discussions betwssgentists. Scientists from different
institutes talk to one another and reputation f@successful installation in one facility can
be a useful marketing tool'.

Even whenever the value of technological exterieslis determined, the cumulative second, third and
n-th round effects to other companies which have exn directly exposed to the RI but that
experienced imitation benefits would not be camtutmitation is in fact a powerful multiplier of gn
technological externality.

The approach here suggested to value technologitatnalities cannot be confused with the way
sales or increased efficiency and performance anergted by procurement. Some studies define the
economic benefit of technology transfer as the sfithe increase of turnover and saving in
production cost generated by, but independent frihm, procurement contracts. In the context of
CERN, for example, Schmied (1979) and Bianchi-Seeial. (1984) analysed the supply chain of
CERN respectively in the periods 1955-1978 and 1B8¥&®. The former study, based on data
collected through interviews to a sample of 134dpean firms (127 respondents) suggests that the
‘economic utility’ ratio was in the range 1.4 an@ 4vith an average of 3. This figure would indicate
that for every Euro spent by CERN in a high-techtact, a company receives around 3 Euros in the
form of increased turnover or cost savings. Asstéty Schopper (2009: 150):

‘this implies very crudely that in a laboratory bues CERN about one quarter of the
budget is spent on high-tech products and consdgwemound three quarters of the
overall public spending is eventually returnednauistry’.

52 Either through names of inventors associated tenps, or of firms, or keywords.

3 The OECD study ‘Turning science into business’ @0shows how skewed the distribution of licensiegenue per
license is: ‘While some [Public Research Organisefiin the United States generate several milli@DUrom licenses, the
average value of each license in 2000 was USD 0BO(@ECD, 2003: 16). In Switzerland the averagesrae per license
is much lower, EUR 45,000. The EIB (2013) report@a@rage yearly revenue per licence in Germanyui® 55,000, with

a higher average (EUR 200,000) for licenses of tla@ Flanck Institute. This issue is also discusseth® new EC Guide to
CBA (European Commission, forthcoming)
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Improving the sampling and extrapolation methodanghi-Streitet al. (ibiden) obtained the same
average utility/sales ratio. Other studies (memibby Autioet al, 2011) report ratios of total value
added to contract value of 2.7 in the case of th®fean Space Agency, and between 1.2 and 1.6 for
Big Science centres.

However, these calculations seem to implicitly assuthat the value of the externality can be
computed simply as increased sales and decreasesi o general, however, we maintain that it is
not change of sales that needs to be considerédhédwchange ohet output (i.e. profit) at shadow
prices. If shadow prices are simply estimated etmaharket prices, this would be the net present
value of the additional gross profit along the dupp

So far we have focused on technological exterealifiroduced on the RI's supply chain, but this
benefit can in principle arise also within the Rdeif, as the above mentioned World Wide Web
example shows. If the innovation produced is patrind a license for its exploitation is granted to
another institute or firm, the technological pragreas fully internalized in the RI's cash inflow.
However, just like for firms, not all innovation mde patented and give rise to economic returns.
Even when the RI is provided with dedicated staffcharge of detecting possible commercial
opportunities linked to technologies developeddeghe RI, often significant investment cost would
be needed to bring the technology outside the RI generate socio-economic benefits. Hence, it
should not be surprising to discover that most mfiovation produced in very large RIs for
fundamental science remains hidden. Some prelimieapirical testing and interviews to insiders at
CERN, ESFRI and the EC — Directorate-General fosddech and Innovation suggest that the
variability of theT-benefit is very high across fields of science hvatpossibly a maximum for high
energy physics and a minimum for life sciencestHairempirical research on this variability however
is needed.

Since we argue that the values of technology dependts economic utility, innovation that remains
unexploited and does not produce an actual increfgsefits cannot be valued as a technological use
benefit of the project. It can however be examiwitl reference to the pure value of discoverieg (se
Section 3.6).

3.3 Valuing human capital formation

A large-scale research infrastructure attracts ojurscientists from several countries. However
narrowly-defined, perhaps even mechanical and plyssnattractive, is the task they are asked to
carry out, such as experiments’ data collection progtessing, the motivation of students and junior
researchers in doing so lies in the willingnesbddpart of the show, to be a player associatet wit
one of the world’s biggest scientific experimen{Boisot and Bressan, 2011: 206). Big research
ventures are stimulating and dynamic places, giviomgyoung fellows and Ph.D. students the
opportunity to interact with other students andestists from different contexts. Thanks to
observation, imitation and practice on the workcplabut also to the participation in meetings,
seminars, conferences and other events, most dérsis coming to the RI for short periods benefit
from the development of their skills, ranging fréechnical and scientific abilities, to personal gne
related for example to the improvement in the comigation, managerial, negotiating and
organisational capabilities. Similar human cap@éatumulation benefits can also be observed with
smaller scale research centres and laboratories.

With some adjustment many skills acquired at thedrild find practical application even in domains
outside their own research field. Schopper (20€8ps that around 40% of students working at CERN
eventually go to industry, even 60% according toidvia(2012). Camporesi (2001) analysed the
careers of more than 600 diploma, masters and P$tRlents involved in one of the Delphi
experiment carried out on the LEP accelerator betwi®82 and 1999. While 57% of them continued
doing research and teaching in the academic com8% found their first occupation in the private
sector, especially in the field of high technolayyd computing. If the analysis is limited to Ph.D.
students, the share of those who remain in unbiessand research institutes is 67%.

21



In contributing to the training of young scientisterldwide, in fact most Rl projects are similar to
research universities, with one main differencetallg students do not pay a fee for their on-the-jo
training: in fact, the opposite may be true, agiatits are often supported by a fellowship. There
seems to be a clear externality here, and the shadoe is, as usual, the marginal social bendfit o
such on-the-job training.

In this perspective, several insights from the eoaics of education can be utilized to gauge the
contribution of research infrastructures to therease of human capital available to society. Both
theoretical and empirical analy¥issuggests that secondary and higher education wicing
positively contribute toward economic growth byrigsing the productivity of the labour force. A
guasi-experiment perspective would be needed tesasthe effect produced by the RI on young
scientists. In its more appropriate form, this vabuhply tracking careers of cohorts of studentthim

long run and matching data on careers of scieritistsved in RI projects with those who have not
been involved. There are several econometric issubs addressed: endogeneity, if there are reasons
to believe that the best students might have basama priority in getting a post in the flagshipB
Science projects, and causality. In other termesdifficulty is how to be sure that the higher éags
possibly observed for students who have particgotden training programme at the Rl are caused by
their participation to such a programme rather tbdrer factors. Furthermore, in many situations
controlled experiments are not a feasible solubenause data on careers for Rl students and of a
suitable control group are not easily available.

In the absence of quasi-experimental evidence, staedard approach would be to set up an
econometric model so as to estimate the margifiettedf human capital formation on the earnings
gained in the entire life time. One of the mostduseonometric model is based on the Mincer's
human capital earning function (1974) which disaggtes individual earnings, expressed in a
logarithmic form, into a function of an educati@nrh (as given for example by the number of years of
education, or the degree) and experience (as nexhdwy the number of years of work since
completion of schooling), a constant parameter amcerror term. Instrumental Variables (V) are
usually used to reduce the correlation betweenetptanatory independent variables and the error
term and, thus, to better ‘explain’ the net conttin of the independent variables on the dependent
variable. Instrumental variables could relate t® skudent’s country of origin, gender, race, pa‘ent
level of education, quality of the education, anda>®

A review of the literature carried out by Card (298hows that IV estimates of the return to edoacati
are in the range of 2.4%-11%. A European surveyPbgcharopoulos (2009) reports a minimum
private return to higher educati8rof 2.1% in Croatia to more than 20% in Czech RépuPoland

and Portugal (2004 data), with an average of 10r2%d European countriéslt also finds that there

is a weak inverse relationship between the retamisthe country’s per capita income. The evidence
for the return to different higher education fd@k is more limited. A study on UK faculties (Oduy

et al, 2005) indicates high returns associated to mattiscomputing (21.1%), education (19.4%),
medical related (17.4%) and engineering (15.8%Yeaky returns to education in sciences, business
and economics and social sciences are around h2dgwest return is associated to arts (4.1%).

In addition to human capital formation for studerssme skills can also be acquired by scientists,
engineers and technical staff working at the RbktJike firms of the supply chain, RI's own

employees with responsibilities over the desigontgiyping, assembly and manufacturing of products
for guaranteeing or improving the RI's functioningn benefit from on-the-job learning. This is an

54 A very selective sample includes Schultz (1961inddr (1974), Psacharopoulos and Patrinos (200 Béeug (1987).

%5 An alternative approach to instrumental varialklgression models is to study education attainmerdsearning outcomes
for siblings. This should allow to reduce or eliaie the bias caused by unobserved differences (C299).

%8 private return is defined as the increased ear(iftgr tax) for an individual that has achieverdizey education net of

what he/she has paid to attend the education utestitelative to the control group of people wittcendary level of

education. In other literature, returns to educatice calculated in different and not consistentsva

5" The European Union Member States except Malta, lpleland, Norway, Switzerland and Turkey.
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additional benefit produced by the RI-project, vhis incorporated in the increase of productivity o
the RI itself and reflected in an increase of laboosts, as long as the staff members keep working
there. But if they leave the RI, the increase ohiegs they would get in performing another job
compared to what they would have get without tleejperience at the Rl is a positive externality of
the research project.

In practice and similarly to the valuation of humeapital accumulation of RI's students, when

implementing a CBA of the RI project, ex-post teehinical employees who, at a given time, left their
job should be identified; a quasi-experiment shahkeh be carried out to determine the marginal
increase of income they obtained from working irother place compared to a control group of

people, having the same job and the most simiktufes as the former Rl-employees, except for their
previous experience at the RI. Alternatively, aoreanetric model with control variables could be

used. Ex-ante, with no actual data at disposalpthgct analyst can only rely on assumptions @n th

number of RI-staff who will decide to exploit theiew skills elsewhere, and the marginal increase of
earnings ascribable to the RI, to be tested inrigleanalysis. In some cases, inference from other
contexts may be helpful (again under a benefitsfierapproach).

The present value of human capital accumulatiorefisnproduced by the research infrastructure
project can then be defined as the sum of the d&sang earnings or incomg,gained by RI's students
and former employees, commonly indexedzbgince the moment (at tingd they leave the project.

H= Z§=1 ZZ:(p St "Izt (8)

In summary, it is worth to note that the lessespécific skills acquired by students and techrataiff
are, the larger the human capital formation bewefild be (Boisot and Bressan, 2011)

Preliminary testing of our approach with the LHCseastudy shows that thid-benefit can be
substantial compared to other ingredients of eqoafb), mainly because of the high number of
students and junior researchers attracted in & IRigand above all because of the long duration of
the effect.

3.4 Outreach and cultural impact

Many research infrastructures, particularly, but waly, large-scale ones, regularly conduct a
programme of outreach events and services aimedloaining the public on advances in science and
technology. The organisations or institutions thpérate the RI, or external institutes/companies on
their behalf, often work to make the RI's site thestination of ‘science tourism’, e.g. by setting u
permanent or temporary exhibitions, organising gdidours, granting the access to special events,
open days, lectures and workshops.

Even less known facilities attract visitors. Foample, a report exploring the social and economic
impact of the Daresbury Synchrotron Radiation Seyingland) highlights the role played by this
infrastructure in extending the public awarenessaiénce, engineering and technology (Science and
Technology Facilities Council, 2010). Since 199% tbaresbury laboratory has committed an
increasing volume of resources to public outreatlvidies at local and regional level. This prodsice
every year a flow of about 3,000 visitors, and, itoldally, 3,000 school students per year are
involved in ad hoc programmes and activities eititethe Laboratory or by the Laboratory’s staff at
schools.

The size of cultural impact associated to Big Sméeprojects can be much larger. The US air force
area of Cape Canaveral is probably the most poRiléor Big Science. The Kennedy Space Center
(KSC) Visitor Complex offers a variety of attrast® like the Rocket Garden, a 3-D theatre, exhibits
of artefacts and robots, a memorial dedicated toomauts, visit to the Space Shuttle Atlantis,
activities simulating the astronaut training andcmumore. As the official launch site for NASA, it
also offers close viewing of rocket launches. Thwn@lex is one of Florida’s most popular tourist
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destinations and it hosts more than 1.5 millioniteis’® from all around the world at an admission fee
of USD 43 for adults and USD 33 for childr&n.

There are standard CBA approaches to evaluaterauliourism to museums or other recreational
activities, like visiting a natural park. We suggés exploit these methods for scientific tourism a
well. These approaches usually rely on the estonatif the willingness to pay, of the general
public by type of beneficiariey (= 1, ...G) for visiting the RI project. Hence, we can expgréise
benefit of outreach activities as follows:

C= Z§=1 Z{=1 st Wyt ()]

The travel cost method is a well-established apgtrdar valuing the willingness to pay of people for
a desirable good, in this case a visit to th&Riconsists in evaluating a good through the tialel
cost incurred in its consumption, including thetcoktrips (fuel, train or airplane ticket, etcthe
opportunity cost of time spent in travelling, thest of accommodation, food, souvenirs and so on.
Given the number of visitors to the site in a gitene period and the marginal economic cost of a
trip, the demand curve can be derived and thengiliess to pay for a visit estimated.

The travel cost method however is affected by ddition that should be carefully dealt with. It Has

do with the apportionment issue arising wheneves iieasonable to assume that a trip is made for
different reasons (multi-purpose trip) and notvisiting a specific RIl. Actually it could be arduoto
disentangle the willingness to pay of visitors &ogiven infrastructure when more than one attractio
are located in the same site or in the same ateafull travel cost of people going to Florida tieil
among other things, the KSC, should not be entiiglputed to the KSC. An apportionment
assumption is then necessary to account for thelRled cultural impact, so as to estimate asdar a
possible the relative contribution of the RI on tb&l flow of visitors.

It is occasionally mentioned (e.g. COST Office, @0that some economic opportunities are likely to
arise around the tourism demand created by th¢eexis of the Rl. Commercial and accommaodation
activities and other business opportunities neairtfrastructure could benefit from the higher flotv
customers. These non-technology driven spillovers what are generally called ‘pecuniary
externalities’, i.e. externalities operating thrbygrice adjustments in goods, properties and Idngl.
usually difficult to find a direct causal relatidnis between a project (of any type) and prices
adjustments, so that this kind of wider effects geaerally not accounted for in a social CBA. Also
due to the limited relevance of this effect for tmajority of research infrastructure projects, our
suggestion is usually not to value it.

Besides visits in person, participation to actestion social media, television audience and website
visiting are further indicators of the size of thétural impact produced by the RI, also to betideld

in term W, of equation (9). These can be quantified througipgr techniques commonly used by
marketing specialists, e.g., via the number of &gk or followers in Twitter, posts or pages in
Facebook, subscribers of the YouTube dedicatedneham number of views of a video, the estimated
number of people watching an event on TV, numbdylad conversations, analysis of the volume of
web traffic, registrations on the RI official wetesiand so on. While their incremental costs islgasi
quantifiable, the incremental cultural benefit asated to these behaviours may be immaterial. rice
either do not exist, as most online services ao@iged for free, or do not fully capture the social
economic value of this sort of ‘virtual tourism’.

Revealing the tacit willingness to pay for sociatwork sites has been receiving increasing attentio
in the literature and the number of studies exptpthe factors that determine the users’ willingnies

%8 http://media.kennedyspacecenter.com/kennedy/qtscks/
% Tax excluded_(http://media.kennedyspacecenter leemedy/quick+facts/).
€0 See Florio (2014a) for a review of methods tonesté the willingness to pay for a good.
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pay is growing. In analysing the structure of sbaietworks, Westland (2010) stated that when a
network reaches a certain critical mass a willimgnt® pay for network membership arises. Han and
Windsor (2011) found that the trust generated fsowial activities favourably affects trust in bulese
transactions on social network sites, thereby erfting users’ willingness to pay. Voekal. (2013)
modelled the willingness of social networks’ usefspaying a premium fee for benefitting of
upgraded services, compared to regular membershifrde, and found that social capital and the
perception of people as being bonded together moterent unff result in specific values for
members, which in turn positively affect their witjness to pay.

Contingent valuation is a method which is wideledgo attach a monetary value to non-market
goods. One of its versions consists in asking getplstate the maximum amount of money they
would be willing to pay for obtaining a good, or &ocept as compensation to give away a good,
contingent to a given scenario. However, empiritatlies show that when consumers are accustomed
to receiving an online service or content for frisejr willingness to pay is very low or nil. A sy
carried out in 2002 concluded that, when askedatp fpr access to a site, only 12 percent of US
Internet users indicated they would pay, while Bécpnt would find a free alternative, and 36 petrcen
would simply stop getting the service online (Ciesl2002). These results were confirmed by other
empirical studies, such as a survey to more th&nHihg Kong residents, which revealed that only
few people were willing to pay for online new camtéChyi, 2005), thus explaining the failure of
many news sites that charge a subscription feewifiagness to pay is on average positive only for
younger users and those spending more time readwgpapers, while, interestingly, it seems not to
be affected by income levels.

Difficulties in obtaining values of willingness tpay through contingent valuation have been
experienced in the cultural sector too (Snowbad)8). In this context, the choice experiment or
conjoint analysis methods are considered more Lglef traditional contingent valuations. While
based on stated preferences, these techniques askilyg a sample of population to choose or rank
different combinations of attributes of the samedyga museum, an archeological site, etc.), where
price is included as an attribute. This enablesoeeneffective assessment of preferences in terms of
willingness to pay both for each attribute and ttee whole good. The same techniques could be
usefully exploited also to our purpose, in ordeatiempt to value the public interest for the RI.

Finally, a further wider impact of large-scale Ri®uld be discussed: nhamely the demonstrationteffec
of research infrastructures in attracting brilligoiung students to scientific education. The PUSET
programme of the aforementioned Synchrotron RamiatBource project explicitly aims at
contributing to the formation of a knowledge-basednomy, by encouraging interest in science and
increasing the uptake of physical sciences and svaitlschool level. Young students, particularly the
most clever in their generation, and less consrhiby income of their families, have different
opportunities of education choices. They may choibse humanities, law, finance, engineering,
biology, or physics, for example. These choicesrarepurely random, and they are influenced by
several factors. If the Big Science projects ghié perceptions of opportunities and of choicethis

a social benefit that can be valued? This is gfeartlifficult question to answer. It is reasonatue
believe that choosing a career in science ispgotsemore valuable than a career in economics,
philosophy or arts. An incremental benefit can blenawledged only if a lower level of education
would have been attained in the without-the-progaictation, regardless of the field of activity. As
wider and hardly quantifiable effect, its socio+eomic valuation can be excluded in principle from
the CBA, but it is nevertheless worth mentioning.

Preliminary empirical testing of these ideas shtves theC-benefit can go from relatively significant
for very large RI such as the CERN to virtually ligiple for health research facilities such as CNAO
(Pavia, Italy), where a particle accelerator isdu®e research on hadrontherapy.

®1 This is what the authors define ‘entitativity’.
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3.5 Servicesprovided to third parties

We only briefly mention here that many RIs, patacly in applied research, can provide services to
users outside the scientific community. When coeciEpplications are found for the outputs of
fundamental research, a new set of benefits mag &r people who are going to use those outputs.
Applied research can contribute to address mangtsbchallenges, for example by finding new ways
for ensuring energy security and efficiency, tawfliclimate change, reducing environmental
pollution, mitigating the risk of natural disastarsd improving health conditions.

For these benefits it is in principle possible tentify a demand, which relates to the ultimate
beneficiaries of the services provided by the BRI &xample, for RIs whose objective is to test new
methods to address environmental risks (soil empgioods, etc.), beneficiaries of applicationsefv
knowledge created at the RI are all people who @eunjoy an improvement of social welfare because
of the risk reduction. The main method to valueséhbenefits is based on the willigness to pay for a
reduced exposure to risks, thus nothing really ireemeeded in the CBA methods to be used, except
perhaps a more sophisticated ex-ante analysisménlé because the services provided may be rather
peculiar. In some cases, the avoided cost approachbe applied to value economic benefits: by
making available a new technology or product todtiiarties, the Rl allows those actors to save at
least part of the development and testing costtieroexample is offered by software for computing
or big data management, developed for the purpbsgperiments carried out at the RI but which are
then released to the public and find applicatioathrer fields (e.g. in the finance sector).

Other typical examples of RI services can be fourtie health field. Research targeted to improving
human health by testing new drugs or new formgesdtinent can benefit all those people who will
enjoy higher life expectancy or quality thanks he application of the more advanced and effective
therapy.

For instance, at CNAQNational Centre for Oncological TreatmeéntPavia, Italy) tens of thousands of
patients with some types of solid tumors will keted over the next decades. This fact is goingte h
an expected impact in terms of life-years savethBlyi adjusted by the quality of life, for which
valuation there is a well established CBA appro&dilowing the literature, the monetisation of an
increase in the life expectancy encompasses theatistn of the Value of Statistical Life (VOSL) and
the related Value of a Life Year (VOLY). The former defined as the value that society deems
economically efficient to spend on avoiding thettez an undefined individual. The latter represent
instead, a constant value to be attributed to diéehyear lost due to premature death. Different
methods of measuring or approximating society'dinghess to pay for reducing the risk of death
exist, ranging from contingent valuation surveybienefit transfer, from cost of illness to human
capital approach (see, for instance, Viscusi, V. &ldy, J. E., 2003; Ashenfelter, O., 2006; Sund, B
2010; OECD, 2012). Once determined the monetary V@& order to quantify the benefit arising
from mortality changes, it should be multiplied thye expected number of lives saved thanks to the
treatment provided in the RI.

In case of health Rls, unsurprisingly, preliminamgpirical testing shows that the magnitude of &is
benefit is by far greater than any other item i Bguation (5). In general, for applied researth S
H, C effects will be contained relative to tiheeffect (while theT-effect is largely variable across
fields).

3.6 Thepurevalue of discovery

In the previous sections we have presented a denamgework on the way the observable economic
use-benefitsg,,) of research infrastructures may be defined and they could be treated in a CBA
framework. We have left aside tBg term. Nobody caulirectly forecast the full impact of discoveries
per seon social welfare. Attempting to value them by atig ex-post how they change human life
is also pointless, because just as one can mehtiodreds of examples of how the verification or
falsification of theories has concretely affectegimian life, one may also mention hundreds of
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examples of scientific discoveries that have hadi] now, no direct tangible socio-economic impact
at all.

The avenue we have proposed above is to focus @nl&dge outputs as the main direct effect of the
RI, and on technological spillovers, human cagitalumulation and cultural effects as indirect dffec
plus services provided to third parties if anyniost cases for applied research all this is endagh
justify a well-designed RI, or in any case to adegly assess its NPV. However, for infrastructures
for basic research we would miss an important p@ficéhe puzzle and grossly underestimate the
whole impact of scientific enterprises. We arguat tthere is a residual impact of the RI on social
welfare and this is related to its discovery pasnt

A RI can discover exactly what it was designediscaler, e.g. the Higgs boson, an extrasolar planet
the change of temperature of the ocean, a virgs,Tétis can be labelled as the ‘known unknown’

(Kulmus, 2012). But the infrastructure can alsocoi@r something unexpected (the ‘unknown
unknown’) or it can discover nothing. The latterturn may happen for different reasons: either
because the experiment falsifies a previous théehjch is of course a valuable result), or because
the experiment was not well designed and did nakwall this amounts also to new knowledge, to

some extent, of different intensity and meaning.il&/lthe value of papers stemming from such
discoveries would reflect the social benefit toesatists of advancing knowledge within their

community, the discovery itself could bring a numbgfurther improvements on human life.

Synchrotron radiation, for example, has been usddvestigate the dynamic process through which
water is stored inside rocks within the Earth agtdinns to the surface in volcanic eruptions or ncea
ridges. Experiments succeeded to show how this amestms works, thus contributing to produce a
more detailed understanding of the role of watsidi@ the Earth. This new information can be used in
order to study the effects of global warming on kxeels of the oceans (Science and Technology
Facilities Council, 2010); for the time being, hawe we have no idea of all the concrete resulis th
this discovery may lead.

In principle, an ex-post analysis may reveal sofrt@intrinsic uncertainty of the RI, but not aflit,
because the nature of knowledge is such that théua effects of a discovery may appear in a very
distant future well beyond the decommissioninghaf RI. In a sense, any ex-post analysis of a Rl is
fact an interim analysis, carried out at a cert@mioment of the RI's horizon, but not at its end.
Nevertheless, in some cases ex-post evaluatior @law the assignment of a measurable value to
the residual effect of the RI associated with theepor intrinsic value of discovery. Ex-ante, hoaev
the residual is by definition unknown since theraivery large uncertainty both about the prokisbili
of materialisation of any discovery and about @isgible welfare impact. As we have shown, when we
guess thalVPVy; — B,, = NPV, > 0, there is no need to go further in the analyisc®t speaking one
should just assume th#, is non-negative, and no more is needed. What tavden however
NPV, < 0? It is important to stress thatPV,, is only a part oNPVy,; Thus a negativ&PV,, does not
mean that the society loses with the RI, but & signal that we cannot be content with just a gues
thatB,, is non-negative.

In order to define more precisely this residualredat, denoted aB,, in equation (5), we adopt an
approach and a terminology borrowed from envirortaleconomics. In the framework of
environmental CBA, any good or natural resource lmarassigned a total economic value, which in
turn can be decomposed into two general classesvalse and non-use value. Use value refers to
direct or indirect benefits arising from tlaetual useof an asset (e.g. using a water reservoir for
energy production) or its potential option use indicating the value attached to future oppottesi

of the goods (e.g. possible recreational use ofwthter basin). Estimating the option value usually
implies that the possible present or future usdresady known.

Non-use value denotes the social value for simpgsgrving a natural resource compared to not
preserving it, regardless of its actual or potérnkaown or unknown) use. Non-use value can be
translated into &equest valuearising from the desire to preserve certain ressufor the benefit of
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future generations, or agxistence valueelated to knowing that a good (e.g. an animatigsein
danger of extinction) simply exists even if it haset actual or planned used for anyone and
independently of any altruistic motives. There doalso be situations in which a practical use of a
good can be in principle expected but it is stilkmown. In these cases, its value (which can aéso b
referred to the non-use category) is determinedligt is generally calledjuasi-optionvalue’.

This concept was introduced by Arrow and Fishei7@9vhen studying how the uncertain effects of
some economic activities could be irreversibly idetntal to future environmental preservation. The
quasi-option value describes the impact of a dgweémt intervention in one period on expected costs
and benefits in the next, i.e. the expected neefitsrin future periods that are conditional upbe t
realised benefits in the present period. Elabogatin this, Conrad (1980) highlighted that the notio
of quasi-option value is equivalent to the expeatallie of information. The value of lost and new
options allowed by an investment project impleméntalay is an expected value based on what one
might learn. The same interpretation is found ikidgon et al. (2006: 21), who define the quasi-
option value as the ‘difference between the neebisnof making an optimal decision and one that is
not optimal because it ignores the gains that neaynade by delaying a decision and learning during
the period of delay’ and, we may add, the unknoessés that may occur by delaying the same
decision.

Retaining this terminology, we can assert thatRlie main benefits — creation of knowledge outputs,
technological externalities, human capital accutmiaand cultural impact of the outreach, and
services — capture the use value of RI projectgliféerent categories of stakeholders, from sc#gji

to firms, students and the general public, and fi@ages of other services. The value of unknown
non-use vale effects, on the other hand, is detexainby a sum of quasi-option and existence values.
More specifically, we argue that a Rl has a quasieo value in the sense that it could generate
discoveries that would produce positive impacts thanot be estimated at the time when the funding
decision is taken. Also, an existence value carattrdbuted to RI's discoveries, referring to the
intrinsic value of knowing the object of the diseoy, regardless of the fact that it might find samse
soon or later.

Using these concepts, originally conceived for svinental goods and natural resources, to value
also other categories of goods is not a new pracficcow and Fisher (1974: 319) conceded that the
quasi-option value is a general notion that magpyaied outside of environmental economics, as it i
linked to uncertainty, information and irreversilyilissues affecting decision making in general.
Existence value is often discussed when attemptingssess the value of culture, arts or sport, to
which an intrinsic but immaterial value is attach&bme people get value from the existence of a
cultural good or service, despite not using or gimgawith it, for example because of the pride they
feel towards a local cultural organisation or thgortance attached to the existence of heritage,
despite it not being a subject of direct interestitem (DCMS, 2010: 23-24). Similarly, a scientific
discovery could benefit people who have preferegioceknowledge. We are not referring here to
scientists, but to ‘ordinary’ people who, even @ ot fully grasp the meaning and implications of a
discovery, are happier simply because that disgovecurred.

Quasi-option value and existence value are twandistoncepts. First of all, if quasi-option value
could be either positive or negative, producingnezitan increase or a decrease of social welfare,
existence value can always be regarded as intaihsigositive, or at least nil: people can be expédc

to be better off with the discovery, or completéhgifferent to it, but in general an increase in
knowledgeper sedoes not reduce social welfare. Secondarily, tresigoption value for the unknown
effects of a discovery is completely uncertain, #ng no preferences can be imputable to it, ag lon
as the effects remain unknown. Instead, peoplehealr some preferences about a good’s existence;
they are unlikely to have preferences if they dokmmw or understand the issue at stake, but if the
get “some” information it is reasonable to assuha preferences will arise, allowing them to choose
between two states of the world: i.e. one in whitah scientific discovery occurs and one in which it
does not. Indifference is also possible, and itnelated to the impossibility to choose that stead
related to quasi-option values. Thirdly, and venyctnrelated to the previous aspect, the lack of any
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preference for quasi-option value entails the irsgmlty to derive a demand for those unknown
goods and, hence, to measure such a value. Orothieaxy, preferences for the existence value of
goods (discoveries) in principle give the posdipilo guess ex-ante this further component of e t
economic value of research.

This means that we can decompose the residual Blud the RI CBA model, into two separate
components: the quasi-option valp@Vand existence valueXV of the discovery. Both quasi-option
and existence value aestantaneouwariables expressed at time= 0, therefore they do not need to
be discounted and predicted over time. We have that

B, = QOV, + EXV, (10)

whereQOV; € (—, +0) andEXV; € [0, +x)

andt = 0, i.e. the time when the evaluation is performed.fdm our discussion above, we suggest
that while the quasi-option value term remains detafy unknown ex-ante (and ex-post for a long
time), some empirical analysis about the existeadge’s size could be made.

The standard way of estimating non-use values fachvno observable price system exists is to use
stated preferences techniques, i.e. techniquesl lnmsanswers given by a representative samplesof th
population of interest to derive respondent’s tagditingness to pay for a godd.On the same vein,
one could attempt to grasp the willingness to phyagpayers for having the Rl compared to not
having it, regardless its actual or potential Usementioned elsewhere, for scientists who undedsta
the issue at stake, the willingness to pay is frlyblaigh and is already captured by writing, regdin
citing and presenting papers. But what can we damutaa median tax-payer, who has limited
information about the topic? Conceptually the isisueot different from estimating the willingness t
pay for climate change policy or for conservatidrbio-diversity. Most people have only very vague
ideas about these issues, but, when — to a cexxdémt — they are given information, they express
their attitudes in appropriately designed sunf8ys.

Attempts to measure the existence value of goodwractice have been made through contingent
valuation or other techniques. Contingent valuaiorclude choice experiment or conjoint analysis
methods, previously mentioned when addressingstweiof the value of RI's cultural effects (Section
3.4). Contingent valuation has been developedrasthod for eliciting market valuation of damages
to environmental resources, but it has also beed tsvalue a wide range of non-market goods and
services, such as museums (Tohmo, 2004), culterdiale (Willis, 1994; Tuan and Navrud, 2008),
local football clubs (Barlow, 2008), and oth&sOther methods include revealed preference
techniques, which assume that the existence vauebe determined through the observation of
economic behaviours in a related market, such astary contribution to organizations devoted to
the preservation of a public good (animal speciélsierness areas, etc.); or the so called ‘Wellipein
Valuation’ approach, based on estimating monetaftyas for non-use values by looking at the way a

62 We have already mentioned the use of contingelnatian to derive the willingness to pay for virtwaltural activities
and services provided by the RI (Section 3.4).

3 Some criticism has been raised against the legitymof non-use values (Weikard, 2005; Boudreausalet1999),

according to which only goods with a use-value hameeconomic value and impact on individuals’ wtiffunction.

However, the importance of existence value as apooent of the total economic value of goods isact unanimously
advocated by contingent valuation studies and ewflected in some legislation, e.g. in the Unitetht& Federal
Preservation Regulation (Dana, 2004).

8 For example, Jura Consultants (2005) estimatecttieanuseum, library and archive services of thramanity in Bolton

(UK) was worth £10.4 million, of which £3 milliorelated to non-use value.
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good impacts on a person’s well-being, and findimg monetary equivalent of this imp&cdfor an
example of application in the culture sector, sejg\@ara, 2013).

Consistently with environmental and culture ecoreenive maintain that an existence value can be
attributed to the potential discoveries of reseaacitl that some efforts to incorporate existendgega

in CBA can be attempted, keeping into account thethodological issues discussed above. In
particular, the way how we propose to value thealisry’s existence value is in line with Boardman
et al. (2006: 229):

‘Should existence values be used in CBA? The answeprires a balancing of conceptual and
practical concerns. One the one hand, recognizkisiemce values as pure public goods
argues for their inclusion. On the other hand, gitkee current state of practice, estimates of
existence values are very uncertain. This tradesadigests the following heuristidithough
existence values for unique and long-lived assetsild be estimated whenever possible,
costs and benefits should be presented with angbwittheir inclusion to make clear how
they affect net benefit§vhen existence values for such assets cannotelasured, analysis
should supplement CBA with discussion of their flasssignificance for the sign of net
benefits.’

Recalling the CBA model introduced in Section 2haee now the following:
NPVg; = NPV, + B, = (PVg, — PV )+(Q0OV, + EXVp). (11)

The measurable net present value could be eitgbehilower than or equal to zero, when the residua
effects are not measured. However, the residuateét time zero (observation time) consists of one
component which is completely unknown and whichlé@ssume both positive and negative values
(the gquasi-option value of discovery), and anottenponent which could take (non-strictly) positive
values and is related to the existence value afssible discovery, whose measurement is however
not obvious.

We claim that in practice, the negative range dafsfide unknown values for QOV should simply be
ignored, i.e. assumed to be nil, except in extreases of potentially very dangerous research, and
hence we could be satisfied if use-benefits andethistence value of possible discovery more than
counterbalance costs. This gives us the possiltditppok at the CBA test from another perspective
and to state whether a project is socially desirélyl testing the following hypothesis wh¥®1, < 0

(in the other cases, as mentioned, this testtianemessary):

B, = EXV, > —NPV,. (12)

This means that the net present value of the rabkgftects of a RI, proxied by the existence valtie
discovery, should be greater than the complememhedsurable negative net present use-value. In
other terms, the RI is deemed socially benefiditiie (positive) existence value is greater thanrtat

(i.e. negative NPV of measurable use-componentt¥sco

Having set a conceptual frame, let us turn to tsstrategies for the empirical estimation of EXV.
First of all, it is helpful to think to this probie in the perspective of the median tax-payer. If we
assume, for example, that the net present value gifvernment-owned RI without considering the
EXV related to potential discovery isX¥) million discounted Euro, this would be the sodakt (at
shadow prices) of building the RI. Dividing thislwa by the number of taxpayers, or, in general, by
the total population with a stake in the projecteg the per capitminimum per capita willingness to
pay for the RI's existence value

® |n practice, a survey is submitted to measureeffext of a public good on happiness. If a gooddases happiness by 1
index point per year and additional x euro of ineoafso increases happiness by 1 index point, tierduivalent value of
the public good is x euro.
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This heuristic approach for project valuation detaivo separate steps: first the quantification and
valuation of use-benefits and costs, and, sectredestimate of the minimum amount of money that
taxpayers should be asked to pay for the existeakee of a discover$f Having set this minimum
threshold, we can proceed in three ways: statedenerces techniques, revealed preferences
techniques and benefit transfer.

Under the first approach, a contingent valuatioraampresentative sample of tax-payers should test
the willingness to pay an amount of money equafjr@ater than the threshold necessary to get a
positive NPVg;. We can see this as a formalisation of the wagntisits and policymakers often
implicitly justify public spending based on guessésocial preferences for non-standards goods. The
questions & answer online site of the Earth Obg@maEnvironmental Satellite (Envis&f)replies to

a question on the cost of the infrastructure, byirsg:

‘Envisat cost 2.3 B Euro (including 300 M Euro foyears operations) to develop and launch
(launch price tag: 140 M Euro). This is equivalen? Euro per head of population across all
the ESA member states, or about one cup of coffeggar spread over its 15 year lifecycle.’

One possible objection to our suggestion is thatdhmpling and the information provided in the
contingent valuation exercise should make it ratiestly. While this is an important consideration,
we do not see why obfuscating the true cost ofelasgale scientific enterprises to the tax-payers
should be advocated as a better approach. Moreaeegre not convinced that the typical cost per
capita of a well-designed contingent valuation wowore than a very modest fraction of the overall
cost of the RI in the first place, particularly fire large ones. Another possible objection is that
asking individuals their willingness to pay for theere existence of any good may not be easy and
may result to be biased by a number of individoaltural and socio-economic circumstances (Carson
and Groves, 2007; Carson, 2012). In order to addiesse issues, the evaluator can take into account
a number of recommendations developed since thily &lneties by a panel of distinguished
economist® for the US National Oceanographic and Atmosphegengy (NOOA, 1993), including
indications about the modalities and structurenefinterviews:

As a second approach, in order to overcome thiedif§ of explicitly stating a willingness to pag a
situation where it is not possible to observe miarkar science and thus to take from them somes hint
on the pure value of discovery, valuation methoaiseld on revealed preference can be conveniently
employed. The social value attributed to the eristeof research projects by population can be
revealed by data on donations. Health researchexample, is widely supported by voluntary
donations. In some countries taxpayers can namgagaty to whom a percentage of their taxable
income is donated and several scientific instingiare supported in this w&/Universities regularly
receive donations for research by firms and byviddials. All this shows that a generic benchmark
about the willingness to pay for science (and deemifferent fields) can be revealed by observatio
of actual behaviour of very large numbers of indiils.

A third approach, not necessarily alternative ®ghevious ones, would be to recur to benefit feans

In this case instead of sampling respondents, a-amlysis of contingent valuation studies on the
existence value of goods produced by other projeaised to establish a benchmark median value or
a range of values. Then the minimum per capitaevdhat the EXV of the RI should take to
compensate for the negative net use-costs canrbpaced with such benchmark. If it is well within

6 At least for expected discoveries of the ‘knowtknmwn’ type (see above). More difficult would bestmte a willingness
to pay for the ‘unknown unknown’.

67 http://www.esa.int/Our_Activities/Observing_the riséEnvisat_FAQs/(print).

88 K. J. Arrow and R. M. Solow among them.

% For some reflections about the applicability ok tNOAA recommendations to the field of scientifiesearch
infrastructures, see Florio 2014b.

n Italy, this amounts to 0.5% of personal anrimebme.
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the range, or in the median to lower bound of & a&n guess that the project is as beneficialtee ot
goods for which empirical analysis of an existevakle is available.

We conclude that, once the concept of the pureevaldiscovery is introduced, and even if the quasi
option value in terms of utility remains unknowhgtNPV of RI projects in basic research can be
evaluated. There is a certain advantage if thesgtiprocess is explicitly based on the evaluatibn
the project net present value, distinguishing betwese and non-use benefits and costs. In this way,
the focus of the decision could be shifted to teeeasment of use-benefits and costs versus the
‘residual’ unknown benefit related to the existenadue of the discovery. Results can then be
discussed and used in the decision making processmipare costs of similar but alternative projects
producing similar outputs. This is of obvious prealtimportance. If the ‘one cup of coffee per year
test is passed for many projects, but not for the under study, clearly the qualitative case fginga
that there is a net benefit for the society woudedhto be much stronger than otherwise. Possibly a
specific well-designed contingent valuation surveyuld be mandatory in such circumstances if the
project needs to be supported by the tax-payerdiiss some related topics for empirical analysis
in Florio (2014b).

4 Risk assessment

Once all costs and benefits entering the CBA mofieesearch infrastructures have been identified
and their baseline values have been estimatedssmsament of the probability of error related thea
estimate might still appear a daunting task, paldity from an ex-ante perspective.

As the empirical evidence suggests, similar problemse when forecasting the project investment
costs. Flyvbjerget al. (2003) stress that, when financing large scaldipuibfrastructure projects,
there exists a tendency to underestimate costgestumate revenues, undervalue environmental
impact and overvalue economic development efféltiéss occurred for example in the case of the
Superconducting Super Collider project, with arnnested investment costs (at nominal prices) which
passed from USD 4.4 billion in 1986 to 11 billiam 1993, or the National Ignition Facility, whose
cost was expected to be around USD 2.07 billiob9®5 and almost twice as much (USD 3.89 billion)
five years later (including the cost of construetand experimental programmés).

Nevertheless, no RI project would be implementethére was not a widespread belief that some
expected scientific results are likely to occufuture and the cost would not exceed a given tloldsh
There may be extreme cases where these beliefshared by a very small set of people, such as a
committee of experts, or a prime minister and hdsisors, but usually a larger community of
scientists and other stakeholders are involvedhéndiecision process. While scientists may be totall
unaware of any formalized risk assessment proce@iseare designed by highly qualified scientists
and engineers who have expectations based orptteeious knowledge. In this sense, the riskiness of
different variables of the project can be, to s@xient, guessed.

For example, in the Shuttle missions, there arbabilities involved in the actual working of difeat
components. Thus, on the technical side, thererigks that are generally taken into account and
computed. In this regard, it is interesting to nibt&t the ‘black holes issue’ and the ‘strangatit it

the LHC and Brookhaven have also been dealt byi@pesnels of scientists in terms of probabilities
of events and associated catastrophic risks (Mai0i2). These examples show that when this is
considered necessary, scientists can expresshiblaifs in terms of probabilities of events. Thire

"I The National Ignition Facility, built in Californi@lUSA) and operative since 2009, is used to sireulla¢ thermonuclear
conditions created in nuclear explosion, servirg réssearch on the behaviour of nuclear weaponouiithsing explosive
testing (GAO, 2000).

2 Knight (1921) refers to risk as ‘measurable uraiety’, since it can be embedded into a stochastidel by means or
probability distributions.
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for sure less knowledge on the probability distiifiu of benefits, also because there is a limited
experience with their identification and valuatidiyt guesses and bets are unavoidably part of the
scientific game.

Following the CBA tradition and practice, risk assment has to be taken into account when
designing a project and forecasting costs and lisnBiisk assessment involves the set of qualiativ
and quantitative methods and procedures aimedadtiaing the probability that a given project will
achieve a satisfactory performarié@he set of procedures for overall risk assessisemnaditionally

split into three steps. First, a sensitivity anayisas to be carried out: the impact of each vheiab
entering the analysis of the outcome (the net ptegdue) is assessed by changing each ‘best guess’
value in absolute terms or by arbitrary percentagae by one; having then set a criterion to decide
whether the variation in the output is sufficiendyge, the most critical variables for the CBA ¢an
identified.

To each of them, as a second step, a specific pildpalistribution function is assigned. Probatyili
distributions are highly dependent on the spedifiie of project under evaluation and they may be
determined from various sources of information)udmg experimental data, distributions found in
literature and adopted in projects similar to tme @nder assessment, time-series or other sorts of
historical data (Vose, 2008).

Third, the project’s riskiness is assessed thrddghte Carlo simulation techniques, which allow for
an estimate of the integral corresponding to thabalpility distribution function of the net present
value, by drawing (without replacement) one valdeeach critical variable from the respective
cumulative distribution function; the extracted wed are plugged into the CBA model and the
associated NPV is computed. This process if regeater a large number of iterations. Overall, the
usefulness of the Monte Carlo approach is ultingaieked to the fact that, through the law of large
numberswhich implies the convergence of the NPVieaab distribution to its ‘true’ counterparts,the
CBA result can be considered in probabilistic telansl the minimum, maximum, mean values and
standard deviation of the NPV can be computed.

We suggest to deal with the different types of €@sid benefits of the RI project separately and to
check the possibility to get expert opinions abting probability of occurrence for each of them.
Carrying out the risk analysis would imply an estienof the probability distribution of at least the
following, certainly critical, variables: quantiseand shadow prices of capital and operating
expenditure on the cost side and knowledge, teoagphuman capital formation and outreach on the
benefit side.

More specifically, the distribution of knowledgdated variables can be reduced to a range of number
of papers #;;, to use the notation introduced in Annex 2), otat (g;;) and referencesk(;) of
scientific literature, possibly based on previoxpegience in scientometric analysis, and to a rarige
values for the marginal social cost of each of saatputs (considering the shadow cost of paper
production{;, and of citations;;). As for technological spillovers and human cdpitecumulation,
the incremental profit experienced by companieshef RI's supply chain/l;;) or the incremental
annual earnings of former RI's students or workéyg are certainly critical variables for which a
probability distribution should be assumed. Theesasrtrue for estimates of the willingness to pay o
the general public for cultural effects associatethe RI (¥;,). Assessing the risk attached to the net
present value of the RI project also enables armigtation of the range of variation of the notional
existence value of discoverfXV). Actually, as we argued in Section 3.6, the tatten also be
defined as the minimum value of discovery that wiawitch a negative NPV into a positive one (this
in fact would be a simple sensitivity analysis, bahtingent valuation and other empirical approach
would give a range of values).

3 See more details on the procedures for the risésasnent in Florio (2014a).
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Nothing can be said, however, about ‘serendipifféats (the World Wide Web being a notable
example) and unpredictable accidents (the helivak leccurred in the LHC magnets in 2008 is
perhaps as another example), as well as more grglethe quasi-option value of possible discoveries
which are unpredictable by definition and theref@main uncertain.

In addition to the riskiness attached to variatdetering the social CBA either on the cost or an th
benefit side, the results of the CBA model for Rtaild be strongly influenced by two important
parameters that we cannot discuss here: the tirmiegon6 of the analysis and the social discount
rate’> Our recommendation is that one should assessaifietion of the CBA results also subject to
different assumptions on the length of the timézwor ("), which would most likely affect the size of
the benefit of knowledge creation, and of the chodescount raterf and discounting function
(exponential, hyperbolic or others).

In a purely illustrative way, we show in Figure Ipassible distribution of the discounted benefits
arising from two infrastructure, one for basic @sh, the other one for applied research, spettfica

in the health sector. Figure 2, on the other haithws some possible probability distribution
functions associated to potentially critical valesb plugged into the CBA model such as the
investment costs, the incremental salary and tbétpnargin for suppliers as well as the resulting
probability distribution function of the NPV.

" What is peculiar of research infrastructures asgared with projects in other sectors is not theiterm construction or
operation timeline, but their very long and evemment benefits. The accumulation of knowledgeckvis the core RI's
direct benefit has a longer, possibly infinitenei horizon than the period of operation of the IRbwever, it should be
realized that an infinite time horizon would leadat paradoxical result, because any large investoust spread in a finite
range of years would be less than the sum of argll dmnefit spread in an infinite time horizon, vidaaer non-strictly
positive social discount rate. Therefore it see@asonable to assume a long, but finite, time horfeo the benefits of a RI.
Another reason why the life cycle of a RI shouldtéken as finite is related to the obsolescencegsof the value of
knowledge over time, which is observable, for exmin the temporal trend of citations to the resof experiments carried
out at the RI. In addition to knowledge creationheot effects of RIs could continue after the infrasture’s
decommissioning: namely, the human capital accutionlzand technological spillovers. As discussedséttion 3.3, the
former benefit, captured by the incremental satdrstudents who have been trained at the RI, coalldsblong as their work
career, at most. As far as technological exteiiraldre concerned, measured as incremental pobfite RI's supplier firms
which enjoyed learning-by-doing effects and the lehexpected profit of spin-offs, in principle theguld extend for the
whole life of the company. Hence, unlike knowledgeation, human capital and technological spilleféects usually have
an end point. Even if this is beyond the CBA’s hanmizthe residual value of these effects can be dedun the final year of
the analysis.

S The social discount rate (SDR) expresses the tatéiah society is willing to postpone a unit ofreent consumption in
exchange of more future consumption. In most of CBAcfice, a constant discount rate is used, whichli@s an
exponential discounting process of the projectflims and outflows. However, evaluating projectshwimpacts accruing
for many years or decades in the future poseseandia on the choice of the SDR. With a constant beteefits occurring
far in the future are discounted more than costmwdstments, which instead usually take placehanibitial years of the
time horizon. This could lead to a negative befufit ratio for the project and to the decisionnof implementing it,
disregarding however that the same project cowle hi@@mendous benefits on the welfare of futureegations. A possible
way to deal with this problem is to adopt a suéfitly low discount rate, as done for example in $ern Review on the
Economics of Climate Change (HM Treasury, 2006). Aaptpossibility suggested in the literature is s8 @ SDR that
declines over time, to take into account that itirfg the decision between a smaller reward soonlanger reward later,
individuals would apply a lower discount rate il thng run.
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Figurel Example of distribution of the discounted benefiisr two hypothetical research

infrastructures
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Source: Authors

Figure 2 Examples of probability distribution functions aftical variables and the NPV
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5. Conclusion: the socio-economic NPV of research infrastructures

Our approach to the social CBA of large-scale,tehpitensive, scientific projects can be summatize
as follows. A research infrastructure is, after alt infrastructure, and we need to exploit asatar
possible our understanding of the generic econowiidsfrastructure projects, on which there is a
wide literature (see Picat al, forthcoming). This is particularly important dme cost side, where
issues such as project delimitation and cost ajgmonient must be solved.

On the benefit side, research is a service providesbciety. As for any other service, it is criica
estimate its demand, in a context where there isiaket mechanism shaping and rationing demand.
We have suggested that the direct notional demanBIs comes from scientists and that a peculiarity
of research infrastructures is that their usersatse service producers. This implies an estimation
social benefits of knowledge outputs based eitheith® marginal value that scientists would be
willing to pay for working on the RI project, regess the actual monetary compensation they get, or
on the marginal cost of knowledge production, vdla a suitable shadow price. It is unknown
whether the two things are actually equal, or & shadow price of knowledge is a combination of the
two notions. Interestingly, however, in both casests and benefits cancel out, so that, in a sémse

RI in part pays for itself. If the scientific perstel marginal cost for the Rl is also taken as egmal
benefit, as we suggest in Section 3.1, in ordguass the CBA test the present value of investment
costs and of other technical costs must be lessttiea present value of indirect knowledge outputs,
other positive benefits and eventually uncertaiscdvery’ residual effects of the project.

The investment cost and operating costs (excludrigntific personnel) are relatively easy to be
computed. The core benefit assessment is then lmaseik main dimensions: the social value of
indirect knowledge outputs, technological spilla/dérased on free access to new knowledge and
learning-by-doing, the increase of human capitatlew cultural effects through outreach activities,
services provided, and the pure value of discovery.

The magnitude of each of the first group of five-ffects significantly varies depending on the siz
of the R, its field of research, the kind of ativmainly carried out (either fundamental or apgli
research) and external factors. Among these, tiserption capacity of suppliers to leverage the
learning acquired by working for the RI project dsucial. A proactive, long-term approach to
leveraging the spillover potential would be neettedrder to maximise the benefits of collaboration
between the RI and the industrial sector. A simdhallenge arises with the benefit from human
capital accumulation, which is bigger if the naabmstitutions and firms that employ former RI-
students succeed at making good use of indivicdigahing and capacity, but also if the skills acegir
during the training period at the RI are not socfffiethat could hardly be transferred in another
context.

Additionally, applied research infrastructure mightduce other types of benefits on the final usérs
the service, which are not already incorporatetthénaforementioned benefits, when research isdinke
to services to beneficiaries outside the scientiimmunity (e.g. patients of health research fesl]

or the general public for meteorological or envimamtal scientific projects including advanced
monitoring techniques).

All these variables should be expressed in termexgfected values, to be estimated through a
probabilistic risk analysis: this implies assumaagtain distribution of quantities and shadow wioé
capital costs, operating costs and the RI's conefis.

This analysis of use-effects may miss however atankial part of the story: the potential unknown
effects of scientific discovery. The net presertigaof this residual effect should be duly compaaed
least qualitatively to the estimate of NPV of u$ieds. Its valuation could also be attempted by
means of a contingent valuation aimed at asse#istngillingness to pay of stakeholders who would
fund, either directly or indirectly (through taxef)e RI project. To what extent such a residutaotf
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could actually be captured by the CBA of the inmestt and to what extent the CBA can reveal to be
a useful decision tool in this area is an open tipesunexplored by earlier literature, that can be
answered only through a serious attempt to stutiyahdata of some RI projects.

The CBA model for research infrastructures thatthesen discussed throughout this paper is offered as
a starting point for empirical testing and furtkenceptual analysis summarized. Annex 3 summarizes
it in a compact form.
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Annex 1. Thetheoretical model of CBA

In this Annex we briefly restate the CBA theorytthe have in mind, which is at the basis of the
model and notation to which we refer in the resthef paper. An established model for social CBA is
provided by Dréze and Stern (1987 and 198Q)heir model considers a benevolent social planner
whose objective is to maximise social welfare bgpdying goods according to a defined production
plan. In this framework, a project is defined as tharginal change in the net supply of goods by the
public sector. Solving the social planner’'s maxatien problem, subject to a scarcity constraintl(an
possibly other constraints, that we skip here)pating to which private demand is equal to the joubl
supply of goods, means to find the most sociallsedeng projects. Private demand is influenced by a
set of variables, or ‘signals’, including pricesredt or indirect tax rates, rations on productiams
consumptions, transfers. Hence, solving the sosifare maximisation problem is equivalent to
determine the combination of signals (under theiasoglanners’ control) which has the most
favourable social impact by changing the producpitan. The environment is second best, meaning
that the government cannot use optimal lump-sumcarfdces other policy constraints. The social
planner’s problem can be expressed as follows:

Max V(s)
subject to (Al.1)
E(s)—z=0

with V(s) is the social welfare function to be maximisedjclihdepends on a vector of signald
influencing private agents’ behaviour(s) is the unique environment in which the social pkmn
operates and which determines private demamnctor is the public production plan which has to
fully satisfy private demand.

From the Lagrange function
L=V(s)—A-[E(s) —z], (A1.2)
the First Order Condition to solve the constraineimization problem is:

OL _ aV(s) , OE(s) _

3= os 35 0 (A1.3)

where A is the vector of Lagrange multipliers associatedthe scarcity constraint. Lagrange
multipliers are interpreted as the marginal effefca change in the constraint upon the optimal ealu
of the original objective function

_ ) [E®]T
1=52 15 (AL9)

A project is defined as the marginal increase oblipuproductiondz. Such increase must be
accommodated by the marginal change of private ddnthus it can be written:

_oE
dz = o ds. (AL1.5)

Plugging (A1.5) into (Al.4) shows that Lagrange tipliers are the first partial derivatives of the

social welfare function around the optimum (firstler condition) with respect to each good supplied
by the social planner. In other terms, they refliba@ social value of a marginal increase of the
production plandz) on the increase of the social welfare functionder some technical assumptions,

76 See Florio (2014a) for a restatement of the thiealeCBA model.
" Not to be confused with the discount factpmentioned in the rest of the paper.
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Lagrange multipliers are exactly the (relative)cpg assigned by the social planner to that marginal
change of the production plan, or project, i.esitadow pricesi):

A=y =2O (AL.6)
dz

le.
dV(s) =v-dz. (AL.7)

Market prices and shadow prices are often saidégtitioners to be the same in perfectly compeitiv
and socially efficient markets. In the reality, reer,all markets in general (dis)equilibrium may be
distorted by taxes, duties, subsidies, rigid exgearates, rations on production or consumption,
regulated tariffs, oligopoly or monopoly price s&jtand imperfect information. All these elements
drive a wedge between the observed price and thgimah social value of resources. Unlike most of
market prices in second-best economies, shadowspréflect the social marginal value of a change of
an output in the economy, i.e. the opportunity ¢coghe society of producing or consuming more or
less of any good. As such, shadow prices shouldskd in order to evaluate the welfare impact of
projects, rather than observed market prices.

Building on the Dreze-Stern theoretical framewdtiast-Benefit Analysis in a second best general
equilibrium setting entails the assessment of wdretin investment projealz makes profits at
shadow pricew, so as to provide support for informed decisiorkimz In the practice, a social CBA
exercise consists of the calculation of the progamnomic net present value (NPV), defined as the
difference between the discounted total social fisnand costs of the project occurring over a
determined time horizon. On the benefit side, ttogept appraiser has to include the flow of oparti
revenues, valued at estimated shadow prices, ywogitkternalities and other non-market positive
effects, and the shadow residual value of the ptojbe latter is the present value at the last péa
the analysis’ time horizon of any net future beinéfat the project would be able to generate bexaus
its economic life is not completely exhausted. @& ¢ost side the analysis should include the dapita
cost of the investment and operating cost valuethatlow prices, plus negative externalities androth
non-market negative effects.

The more general formula for the calculation of ds®nomic net present value (NPV) of a project
over a continuous infinite time is

[oe]

NPV = [_ e~ f(Ddt (A1.8)
where
f@®) =B@)—-C() (A1.9)

is a function of benefit8(t) and cost€ (t) over a continuous time, valued at shadow prichgs Gan
also be written in a form similar to equation (A1.7

f@=v@® - y@® (A1.10)

wherev(t) are shadow prices andt) are quantities of project outputs net of inpuscusring at
timet.

The formula (A1.8) includes a discount factoft whereo is defined as
o=In(1+r) (A1.11)
andr is a social discount rate.
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Discounting future inflows and outflows allows tggaegate costs and benefits, expressed in monetary
terms, that occur in different periods of time. Doeimpatience and a preference for present rather
than future utility (a theme vastly discussed ie tttonomic literature, see e.g. Samuelson, 1937;
Caplin and Leahy, 2004; Boardmanal, 2006), even when constant prices are used (sbaslude

an inflationary effects) the utility of spending obtaining one Euro today is higher than one Euro
tomorrow. Hence, in order to aggregate future benahd costs and express them in terms of current
money, they should be properly discounted at aasaliscount rate. The most common method of
discounting is based on an exponential formulaualty, from the definition obr we can express the
discount factor as:

e ’t=(1+r)"t (A1.12)
The NPV formula can be simplified considering atériime horizor

npY = [

o 7t f(B)dt (A1.13)

In discrete and finite time, a practical approxiimais:

—y7 O _ py, — py,. (A1.14)

_ B(t)
NPV =3 ov(@®) - yt) - 1+~ =31 t=0 (1 3mt

T AtE0 (14t

with PVy andPV, are a simplified way to refer to the present valtibenefits and costs respectively,
discounted at rate.

In this paper we do not consider the CBA theoréigsues related to non-marginal projects, those fo
which first-order conditions are insufficient foptimization. We assume that the kind of Rls we have
in mind are large, but not large enough to chahgeféatures of the economy and of shadow prices
within the time horizon of the evaluation (everiuhdamental discoveries actually do that in theglon
run). CBA theory for large projects is discusseagl by Starrett (1988).
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Annex 2. The mode for valuing knowledge outputs
Elaborating on equation (5) and starting from tbetside, we have the present value of investment

costK, labour cost of scientific personni] and other staft.,, the present value of other operating
cost0O and negative externaliti¢s

In particular, the present value of labour costslmadefined as:

Ly = Z{:O St~ lst (A2.1)

Lo = Y05t Lot (A2.2)
wherel,; andl,; are the shadow wage of scientists and other staffectively. To streamline the

notation here we usg = e~°¢. Similarly, we define the present value of capitdher operating costs
and negative externalities as follows:

K=Y ost ke (A2.3)
0 = Z{=0 St ) Ot (A24)
E=Y%{_os: & (A2.5)

wherek,, o, ande; are respectively the annual capital costs, opegatdbsts and value of negative
externalities.

The total discounted value of the project cost is:

PVCu = Z:[ZO St (kt + lSt + lOt + O¢ + St)' (A26)

As shown in Section 2, on the use-benefit sideetherthe sum of the present values of different
effects. Focusing here on the value of knowleddpuiwonly,S, this is the sum of the present value of
knowledge created in different times and by diffeergcientists. The following notation is used:

e t=0,1,2,..7 indicates the time at which papers are produced.

e =0,1,2...,nindicates the various waves of paper productiorer&h0’ is used to refer to
papers produced by RI's insider scientists; ‘1l'ppers produced by other scientists citing
papers of wave ‘0’; ‘2’ to papers produced by othaentists citing papers of wave ‘1, etc.

Py =p; - G IS the total social cost of producing papers ofevaat timet, computed as the
number of papers of wavie produced at time (p;;) multiplied by their shadow cost of
production {;;); for instance,P,, and Py; refer to the cost of papers written by scientists
working at the RI in two different times, 0 and 1.

* Qi = qit* & 1s total social cost of citations received by pape wavei from papers of wave
i + 1 at timet, computed as the number of quotations receiggdl (nultiplied by the shadow
cost of citations§;;); for instancegq,; is the number of citations received by papersrggiag
to wave0 written by RI's scientists at timefrom paper belonging to wavie Note that the
number of quotations received by papers of wavg equivalent to the number of papers
produced in waveé+ 1: q;; = piz1¢ Vi, t.

* k;; is the number of references included in each paper

e s;=e %"= (1+1r)"t is the discount factor, with being the social discount rate that is
assumed to be constant over time. Note ghat 1 at timet = 0. The discounting process is
used to progressively reduce the value of papeocsiuyged in more distant years, thus
reflecting the rate of fall of the numéraire.
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We assume that, ifpapers start to be written at timei + 1 papers will start to be produced from
time t + 1, meaning that papers, once written, begin to veceitations starting from the next year.
Then, considering a finite time horizon, the présesue of knowledge output corresponding to
insider papers is:

T
So—zst POt"'ZSt Qo: =
=0
—(Poo+51 Pyy+sy- P02+ )+(51 Q01+52 Qo2 +s3° Qo3+t ) (A2.7)

Papers citing those produced by RI's scientists iaréurn, cited by other papers starting from time

t = 1, but as mentioned above, the value imputablead?his the total cost of citations received by

papers of waves 1, 2, etc., and the total cosapépproduction divided by the number of references
that papers contain. So, for papers of wave ‘ltame write as follows:

St'Pie

s1°P. Sp°P S3°P.
S = t 1, +Zt 25t Qlt—(lknu"‘ Zklzlz"' 11:3+"')+(51'011+SZIQ12 +S3'Q13+---)-(A2-8)

In general terms, the present value of knowleddputus then:

St Pw

S =Xlo0StPor + X1 Xy . T Lo Xt=15¢ " Qic- (A2.9)

Simplifying the notation, we have that:

S=PV(P) + [PV (i—i) +PV (Z—i) +.. 4PV (i—:)] + [PV (Qy) + PV(Q)+... +PV(Q)]. (A2.10)

For the sake of simplicity, we could assume a comisttadow wagev, of ‘insider’ and ‘outsider’
scientists, a common shadow cost of paggend citations;; for everyi andt, and a constarit;; for
everyi andt, meaning that every paper at any time containsanee (average) number of references.
The number of citations over time, instead, islike be declining to reflect the obsolescence odite
knowledge.

Taking the cost and benefit side together (seetenuéb) in the main text for the definition of eth
benefits) and considering now only the knowledgguatubenefitS, the net present value of a research
infrastructure would result from:

NPVgy=S—[K+Li+Ly,+0+E]+[T+H+C+A]+ B, = (A2.11)

{PV(pO)+[pv(k)+pv(k2)+ +PV(k )]+[PV(Q0)+PV(Q1)+ +PV(Qn)]} [K+ L +L,+0+E]+[T+H+C+A]
+B, =

l(l
= [Z{:OSt'pOt'{Ot'i'(Zl 12T Stp; t+2?02t 15t "qit * fzt)]_[Z{:ost'kt+2{:05t'lst+2{:05t'lot+
YT ostr0p+Xlos €] + [T +H+C+ Al +B,.

If the shadow cost of producing papéys is expressed by the value of scientific labourt ¢gsthe
social cost of the scientific personriglcancels out with the social benefit of their knadge output
Pyvalued at marginal cost:

NPVg, = [( 1 27 2 pl;(” + X0 Xy e Qe ’flt)] - [Z{:O St ke + X705t loe + Yoo St 0p + X0 S - Et] +
[T+H+C+A]l+B,.
(A2.12)
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Annex 3. Overview of thewhole CBA model for resear ch infrastructures
The NPV of research infrastructures over the timazion 77 is defined as the difference between
benefits and costs valued at shadow prices andutised at the social discount raf8. It can be

decomposed in two parts: the net present valuesefenefits and cosiéPl], and the pure non-use
value of discoveng,,.

NPV, = NPV, + B, = (PVs, — PV;,) + By. (A3.1)

The present value of use-benefitg; is the sum of the economic value of knowledge wuff),
technological externalitiesT§, human capital accumulatio#/), cultural effects ) and benefits of
applied research to other used$ ( The present value of coR¥. is the sum of the economic value
of capital ), labour cost of scientistd.{) and other administrative and technical staff){ other
operating costs() and negative externalities if ang)( The net present value of unknown non-use
benefits B,) refers to the possible effects of any discoviat the RI might find:

NPV =[S+T+H+C+A|—[K+Ls+Ly,+0+E]+B,. (A3.2)

The value of knowledge output is measured by time sthe present value of papers signed by RI's
scientists B,;), the value of subsequent flows of papers produmedther scientists that use or

elaborate of the RI's scientists’ results, dividedthe number of references they contqiiiiﬁ, (ith
it

i =1,..n), and the value of citations each paper recea®s, proxy of the social recognition that the
scientific community acknowledges to the paggrwithi = 0, ...n):

S =Xl-0StPor + Xy Z{=1Sj¥qtt + X X1 st Q- (A3.3)

The present value of technological spillovers igegi by the discounted incremental social profits
11;; generated by companigd 6f the RI's supply chain which have benefitteahira learning effect:

T =Y Yl ose . (A3.4)

Human capital accumulation are valued as the isargaearningsIj gained by RI's students and
former employeesz], since the momentp{ they leave the project, against a suitable cotatderial
scenario:

H = Z§=1 ZZ:(p S¢ Iyt (A3.5)

Outreach activities carried out by the RI produckucal effects on the general publig)( which can
be valued by estimating the willingness to payhef general publie/,, for such activities:

C= 22:1 Yio1Se Wyt (A3.6)

For the sake of completeness, we define the presdme of benefits produced by applied research
infrastructures on other users and the economigewvail services provided by the Rll)(simply as:

A=%_osa (A3.7)

The present value of operating costs can be exqguiiess

"8 The discount factor is s;.
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PV, = Nioose (ke + Loe + log + 0p +80), (A3.8)

where k; are annual capital cost; andl,; scientific labour and administrative/technical dab
respectivelyp, other operating costs andthe value of negative externalities.

If the marginal cost of scientists’ labour costaken as a proxy of the value of knowledge outputs
produced by scientistg; in equation (A3.8) anf,; in equation (A3.3) cancel each other.

Finally, the residual valuB, captures two types of values related to the rebediscoveries: their
quasi-option value0OV;)and the existence valugXV;):

B, = QOV, + EXV, (A3.9)
where,QOV; is intrinsically uncertain and therefore not meable, and simply assumed to be non-
negative and then skipped; the existence valuth@wother hand, can be proxied by stated or regteale

willingness to pay for scientific research, andfopugh benefit transfer.

In short, re-writing equation (5), the CBA model faure and applied research infrastructures turns
into the following equation:

NPVg; = [( i1 pvd e Pu + X Z{=1 St - Qit) + (Z§=1 Z{:o St - Hjt) + (Z§=1 Z{:(p St Izt) + (ZZ=1 Z{=1 St

t=1
kit

Wgt) + (2?:0 St at)] - [Z'Z:o Se* (ke + loe + 0r + £0)] + (QOV, + EXVy). (A3-10)

As B, will usually be positive, the test is trivially gged for NPV, = 0, while for NPV, <
0,then NPVg;> 0 if EXV, = —NPV, andQOV, is conservatively taken as zero.
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