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Abstract

In this dissertation, we introduce the sheaf of nearly overconvergent quaternion modular

forms of general weight over a normal integral model of a Shimura curve via the machinery of

vector bundles with marked sections. We then study the Gauss-Manin connection and Hecke

operators on the aforementioned sheaf using Serre-Tate coordinates, and finally show that the

Gauss-Manin connection can be iterated p-adically.

Abstract

In questa tesi, introduciamo il fascio delle forme modulari quaternioniche quasi sovracon-

vergenti di peso arbitrario su un modello integrale normale di curve di Shimura attraverso lo

strumento dei fibreti vettoriali con sezioni contrassegnate. Studiamo in seguito la connessione

di Gauss-Manin e gli operatori di Hecke sul fascio menzionato precedentemente usando le coor-

dinate di Serre-Tate, ed infine mostriamo che la connessione di Gauss-Manin può essere iterata

p-adicamente.
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Introduction

Background and motivation

Analogous to the role played by nearly holomorphic modular forms in the study of complex

L-functions, nearly overconvergent modular forms play a vital role in the study of p-adic L-

functions.

In the complex setting, the notion of nearly holomorphic modular form (of weight k ∈ N,

order d ∈ N) was first introduced by G. Shimura to prove the algebraicity of special values of

L-functions [Shi76]. One key tool in the proof is the Maass-Shimura operator on the space of

nearly holomorphic modular forms which raises the weight by 2 and order by 1.

It was realized later by E. Urban [Urb14] that one can give a sheaf-theoretic definition of

nearly holomorphic forms using the (logarithmic) algebraic de Rham cohomology of the universal

(generalized) elliptic curve over the compactified modular curve. More precisely, let X :=

X1(N) be the compactified modular curve of level Γ1(N) for some integer N ≥ 4, and let

E/X be the universal (generalized) elliptic curve. Also, let ω be the Hodge line bundle over

X, H := H1
dR(E/X) be the degree-1 relative (logarithmic) de Rham cohomology sheaf, and let

ωra, Hra be the real analytic sheaves over XC := X ⊗Z[ 1
N

] C associated to ω, H respectively.

Then the Hodge decomposition of Hra and the Kodaira-Spencer isomorphism induce a canonical

isomorphism between nearly holomorphic forms of level N , weight k, order d and sections of

Symd(Hra) ⊗ ωk−dra over XC. Moreover, one can recover the Maass-Shimura operator from the

Gauss-Manin connection on Symd(Hra)⊗ ωk−dra via this isomorphism.

In the p-adic setting (p - N), the notion of nearly overconvergent modular forms (of finite

order) was first introduced by R. Coleman [Col97]. Like nearly holomorphic modular forms,

nearly overconvergent modular forms are equipped with a differential operator, the Atkin-Serre

operator. Recently, Bertolini-Darmon-Prasanna [BDP+13], Darmon-Rotger [DR14], Harron-

Xiao [HX14] and E. Urban [Urb14] independently developed a more systematic theory of (p-

adic families of) nearly overconvergent modular forms (of finite order). The family nature of

nearly overconvergent modular forms and the Atkin-Serre operator make the theory of nearly

overconvergent modular forms a powerful tool in the study of p-adic L-functions.

To be more specific, let Λ := Zp[[Z×p ]] be the Iwasawa algebra, W := Spa(Λ,Λ) (this is the

parameterizing space of continuous characters of Z×p . for more details, see §1.7) and κ : Z×p →
Λ× be the universal character, i.e. the character sending t ∈ Z×p to the group-like element [t]

in Λ×. Let Xad
Qp , Had, ωad be the adicification of XQp , H, ω respectively. Then for affinoid

subdomains U := Spa(R,R+) of W such that p is invertible in R, and for the restriction κU of

κ to U , over certain strict neighborhoods of the ordinary locus of Xad
Qp ×Spa(Qp,Zp) U , Andreatta-

Iovita-Stevens [AIS14] and V. Pilloni [Pil13] independently constructed the overconvergent sheaf

wκU of weight κU such that the specialization of wκU along the classical weight

k : Z×p → Z×p ; a 7→ ak

recovers the restriction of ω⊗kad to certain strict neighborhoods of the ordinary locus of Xad
Qp . For

any d ∈ N, sections of Symd(Had)⊗wκU−d are called the p-adic families of nearly overconvergent
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modular forms of weight κU , order d. Using the unit root splitting over the ordinary locus,

one can recover the Atkin-Serre operator from the naturally defined Gauss-Manin connection

on Symd(Had)⊗wκU−d.

Motivated by the desire to construct triple product p-adic L-functions (associated with Cole-

man families), Andreatta-Iovita [AI17] introduced the (integral) nearly overconvergent sheaf Wκ

of unbounded order. More precisely, let Λ0 ∼= Zp[[T ]] be the connected component of the Iwasawa

algebra Λ and let WI := Spa(Λ0
I [

1
α ],Λ0

I) ⊂ W with

(Λ
(0)
I , α) :=

(Λ(0)〈Tp 〉, p) if I = [0, 1],

(Λ(0)〈 p
T pa

, T
pb

p 〉, T ), if I = [pa, pb], a, b ∈ N.

In [AIP], Andreatta-Iovita-Pilloni introduced a normal formal model Xr,I of the strict neighbor-

hood Xr,I of the ordinary locus of Xad
Qp×WI cut out by the existence of the canonical subgroup of

certain level of E . Denote the restriction of κ toWI by κI . Then the unbounded overconvergent

modular sheaf WκI of weight κI is obtained by applying the machinery of vector bundles with

marked sections to a certain subsheaf of Had and a marked section obtained from a generator

of the Cartier dual of the aforementioned canonical subgroup via the Hodge-Tate period map.

The sheaf WκI is equipped with an increasing filtration Fil• such that FildWκI recovers the

restriction of the sheaf Symd(Had) ⊗ wκI−d to the adic generic fiber Xr,I . Moreover, the sheaf

WκI is equipped with a (meromorphic) connection ∇ induced from the Gauss-Manin connection

on H and the sections of WκI are equipped with a completely continuous operator, the Atkin

operator Up. By an elaborate calculation using the q-expansion, i.e. expansion at cusps, the au-

thors of [AI17] are able to show that for p-adic weights θ satisfying mild conditions and sections

f ∈ H0(Xr,I ,WκI )
Up=0(:= ker(Up)), there is a canonical section ∇θ(f), defined by p-adically

iterating the Gauss-Manin connection ∇, of WκI+2θ over a smaller strict neighborhood. This

result is the main technical tool in the construction of triple product p-adic L-functions asso-

ciated with Coleman families [AI17], and in the construction of Katz type p-adic L-functions

when p is non-split in the CM field [AI].

Main results

The main topic of this dissertation is to generalize the construction of Wκ over modular curves

in [AI17] to Shimura curves associated with indefinite quaternion algebras over the rational

numbers Q, and prove the iteration result using the Serre-Tate local expansion.

Let us provide more information about our results. Fix a pair (B,OB) consisting of an

indefinite quaternion division algebra B/Q and a maximal order OB ⊂ B and fix an integer

N ≥ 4 prime to the discriminant ∆ of B. Let X := XB
1 (N) be the Shimura curve of level

V1(N) associated with B defined over Z[ 1
N∆ ] and A/X be the universal false elliptic curve over

X. Choose a rational prime p such that (p,N∆) = 1. Let X̂ be the p-adic completion of XZp
and let G be the direct summand of A[p∞] cut out by a non-trivial idempotent in OB,p. Let

ωG be the sheaf of invariant differentials of G, and HG := H1
dR(G/X). Then up to a chosen

isomorphism, we have the Hodge-de Rham exact sequence

0→ ωG → HG → ω∨G → 0,

as well as the Gauss-Manin connection and the Kodaira-Spencer isomorphism

∇ : HG → HG ⊗Zp Ω1
X̂/Zp

; KS : ω⊗2
G
∼= Ω1

X̂/Zp
.
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For r ∈ N, let Xr,I be the admissible formal blow-up of X̂ ×Spf(Λ0
I) on which the pr+1-power of

the Hasse invariant of G divides α (see Definition 2.2.9). The formal scheme Xr,I is designed to be

normal. Moreover on Xr,I , the canonical subgroups Hn of G of level n ≤

{
r + a, if I = [pa, pb]

r, if I = [0, 1]

exist. The normality of Xr,I allows us to define the level-n partial Igusa tower IGn,r,I over Xr,I
by considering trivializations of the Cartier dual HD

n of Hn.

By properly modifying the sheaf ωG , HG using the image s of a generator of HD
n via the

Hodge-Tate period map, we obtain a full system of vector bundles with a marked section

(H]
G ,ΩG , s) over IGn,r,I . By the machinery of vector bundles with marked sections (called

VBMS machinery below, see § 1.6.1) and descent, we have the following result, which is adopted

from Theorem 2.3.2.

Theorem 0.0.1. Let κ : Z×p → Λ×I be any weight. We have formal sheaves Wκ and wκ over

Xr,I such that

(i) the sheaf wκ is a coherent OXr,I -module whose sections over the generic fiber Xr,I of Xr,I
are the (p-adic families of) overconvergent quaternion modular forms;

(ii) the sheaf Wκ is equipped with an increasing filtration Fil• such that

(a) for each h ∈ N, GrhWκ := FilhWκ

Filh−1Wκ

∼= wκ ⊗OXr,I
ω−2h
G . In particular, Fil0Wκ

∼= wκ;

(b) the α-adic completion of limh FilhWκ is Wκ.

Over an explicitly defined cover of IGn,r,I , the Gauss-Manin connection ∇ on HG induces

a connection ∇ on H]
G such that the section s is horizontal modulo an explicitly defined ideal.

Once again by the VBMS machinery and descent, we have the following result, which is adopted

from Theorem 2.3.8.

Theorem 0.0.2. The sheaf Wκ is equipped with a meromorphic connection

∇ : Wκ 7→Wκ⊗̂OXr,I
Ω1
Xr,I/Λ

0
I
[
1

α
]

whose poles are bounded effectively by the Hasse invariant. Moreover, the connection ∇ satisfies

Griffiths’ transversality with respect to Fil• and the induced OXr,I -linear map

Grh(∇κ) : Grh(Wκ)[1/α]→ Grh(Wκ)⊗̂OXr,I
Ω1
Xr,I/Λ

0
I
[1/α]

is an isomorphism times with multiplication by µκ − h, where µκ := limγ→1
log(κ(γ))

log(γ) .

Over sections of Wκ, we can define Hecke operators T` for ` - p∆ and the Atkin operator Up
which respect the filtration and preserve the weight. For any finite character χ of Z×p , we can

define the Dirichlet twist operator θχ which respects the filtration and changes the weight by

2χ. For more details, see § 2.3.4.

By local calculations in the Serre-Tate coordinates, we can study pair-wise relations between

these operators and the Gauss-Manin connection, as well as the iteration of the Gauss-Manin

connection. More precisely, we have the following result, which is Theorem 2.5.1.

Theorem 0.0.3. Let K be a finite extension of Qp with ring of integers OK . Let q = 4 if p = 2

and q = p if p ≥ 3. Fix an interval Iθ ⊂ [0,∞) and an interval I = [0, 1] or [pa, pb] for a, b ∈ N,

and assume that

k : Z×p → ΛI , θ : Z×p → Λ×Iθ,K , ΛIθ,K := ΛIθ⊗ZpOK
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are weights satisfying

(i) there exists a constant c(k) ∈ N such that µk + 2c(k) ∈ pΛ0
I ;

(ii) for any t ∈ Z×p , θ(t) = θ′(t)tc(θ)χ(t) for a finite character χ : Z×p → O×K , a constant

c(θ) ∈ N (bigger than c(κ)) and a weight θ′ : Z×p → (Λ0
Iθ,K

)× such that

µθ′ ∈ qΛ0
Iθ,K

, θ′(t) = exp(µθ log(t)) ∀ t ∈ Z×p .

Then there exist positive integers r′ ≥ r and γ (depending on n, r and p, c(θ)) such that for any

g ∈ H0(Xr,I ,Wκ)Up=0,

(a) the sequence A(g, θ′)m :=
∑m

j=1
(−1)j−1

j (∇(p−1)
k+2c(k) − Id)j∇c(k)

k (g) and the sequence

B(g, θ′)m :=
m∑
i=0

1

i!

µiθ′

(p− 1)i

( ∑
j1+...+ji≤m

(
i∏

a=1

(−1)ja−1

ja
)(∇(p−1)

k+2c(k) − Id)j1+...+ja

)
∇c(k)
k (g)

converge in H0(Xr′,I ⊗Zp ΛIθ,K ,W)[ 1
α ];

(b) the limit

∇θ′k+2c(k)∇
c(k)
k (g) := exp(

µθ′

p− 1
log(∇p−1

k+2c(k)))∇
c(k)
k (g) := lim

m→∞
B(g, θ′)m

belongs to H0(Xr′,I ⊗Zp ΛIθ,K ,Wk+2θ′)[
1
α ];

(c) the element

∇θk(g) := θχ∇c(θ)−c(k)
k+2c(k)+2θ′∇

θ′

k+2c(k)∇
c(k)
k (g)

is well-defined in H0(Xr′,I ⊗Zp ΛIθ,K ,Wk+2θ).

Organization of this dissertation

We want to briefly describe the organization of this dissertation.

Chapter 1 contains only background materials. In § 1.1, we recall the notions of formal

schemes and adic spaces, which will be our working languages for p-adic geometry. In § 1.2, we

briefly introduce p-divisible groups and abelian schemes, which are the main geometric objects

dealt with in this dissertation. In § 1.3, we review the de Rham cohomology theory of p-

divisible groups and abelian schemes and recall the definition of the Gauss-Manin connection.

The following three sections contain the main technical tools used in this dissertation. § 1.4

recalls the definition of the Serre-Tate coordinates and Katz’s computation of the Gauss-Manin

connection in these coordinates. § 1.5 contains basic properties of canonical subgroups of p-

divisible groups and the Hodge-Tate period map. § 1.6 briefly reviews the machinery of vector

bundles with marked sections with an emphasis on those bundles coming from p-divisible groups

and sections defined via the Hodge-Tate period map. In § 1.7, besides a brief introduction of

the adic weight space, we recall the p-adic measure theory of Zp, which will be used in the local

calculations in the Serre-Tate coordinates.

In Chapter 2, we deal with nearly overconvergent quaternion modular forms. In § 2.1,

we recall the moduli description of Shimura curves and fix some conventions. In § 2.2, we

introduce the Hasse invariant of a false elliptic curve using a proper chosen direct summand
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of the associated p-divisible group, and then define the integral model Xr,I and the partial

Igusa tower IGn,r,I . Some useful properties of IGn,r,I are also proved in this section. In § 2.3,

we first construct the nearly overconvergent quaternion modular sheaf Wκ using the VBMS

machinery, then study the filtration of and the Gauss-Manin connection on Wκ. After that,

we show the functoriality of Wκ, and define Hecke operators on Wκ. Finally, we compare the

sheaf wκ := Fil0Wκ with other constructions of overconvergent quaternion modular forms. §
2.4 deals with local behaviors of the Gauss-Manin connection and Hecke operators in Serre-Tate

coordinates. In § 2.5, using these local computation results, we prove that the Gauss-Manin

connection iterates p-adically. In § 2.6, we briefly mention several potential applications of our

results.

The Appendix A reproves the results concerning overconvergent elliptic modular forms in

[AI17] using the Serre-Tate local expansion, which is included for completeness. The organi-

zation of Appendix A is almost parallel to Chapter 2. More specifically, in § A.1, we recall

the definitions of the compactified modular curve, the integral model Xr,I and the partial Igusa

tower IGn,r,I . In § A.2, we first review the filtration of and the Gauss-Manin connection on the

nearly overconvergent modular sheaf Wκ, and discuss the functoriality of Wκ. Then we define

Hecke operators over Wκ. Finally, we compare wκ := Fil0Wκ with other constructions of over-

convergent modular forms. In § A.3, we analyze the behavior of the Gauss-Manin connection

and Hecke operators in Serre-Tate local coordinates and then in § A.4, we apply these local

results to show that the Gauss-Manin connection iterates p-adically.
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Notational conventions

We will try to always use the standard notation.

• All rings and ring homomorphisms will be unitary. Unless explicitly stated, all rings

are assumed to be commutative and all modules are assumed to be left. Moreover, ring

homomorphisms of topological rings are required to be continuous.

• For any ring R, the multiplicative group of units in R will be denoted by R×. For any

positive integer n, the subgroup {x ∈ R× : xn = 1} will be denoted by µn(R).

• We will use the notion of schemes as in [Har13, § 2.1-2.5]. In particular, for any scheme

S, we will use the superscript −∨ to denote the dual module of any OS-module.

• For a finite flat commutative group scheme (resp. a p-divisible group, resp. an abelian

scheme) G over a base scheme, we will use GD to denote the Cartier dual. For more

detailed definitions, see § 1.2.

• We will use the notion of formal schemes as in [Bos14, Chapters 7-8] and the notion of

adic spaces as in [Hub94, § 1-2]. For more information, see § 1.1.

• We will use N, Z, Q, R, C to denote the set of natural numbers, integers, rational numbers,

real numbers and complex numbers respectively.

• We will always fix a rational prime number p, and use Zp, Qp, Fp to denote the ring of

p-adic integers, the field of p-adic numbers and the finite field consisting of p elements

respectively.

• For any perfect field k of characteristic p, we denote the associated ring of Witt vectors

by W (k).



1 Preliminaries

In this chapter, we will recall background materials and fix notations which will be used

freely in later parts of this dissertation.

1.1 Formal schemes and adic spaces

In this section, we recall some basic properties of formal schemes and adic spaces.

1.1.1 Formal schemes

Our main reference for formal schemes is the book [Bos14].

Definition 1.1.1. Let A be a topological ring.

(i) We say A is I-adic for an ideal I ⊂ A if the topology on A is the I-adic topology and A is

I-adic complete and separated, i.e. A = lim←−nA/I
n.

(ii) We say A is an adic (resp. f-adic) ring if A is I-adic for some ideal (resp. finitely generated

ideal) I ⊂ A. Such an ideal I is called an ideal of definition.

Definition 1.1.2. Given any f-adic ring A with an ideal of definition I, the formal spectrum

Spf(A) is the set of open prime ideals of A equipped with the Zariski topology. For any a ∈ A,

we denote the open subset of Spf(A) on which a does not vanish by D(a) and we define the

structure sheaf O on Spf(A) by the rule

D(a) 7→ A〈a−1〉 := lim←−
n

A/In[a−1].

The pair (Spf(A),O) is a locally topologically ringed space, which is referred to as the affine

formal scheme associated with A and denoted by Spf(A) again.

A formal scheme is a locally topologically ringed space (X,OX) such that any x ∈ X admits

an open neighborhood U such that (U,OX |U ) is isomorphic to Spf(A) for some f-adic ring A.

The category of formal schemes admits fiber products.

Definition 1.1.3. Let Spf(A), Spf(B) be formal scheme over Spf(R). We define the fiber

product Spf(A)×Spf(R) Spf(B) to be Spf(A⊗̂RB), where A⊗̂RB is the completed tensor product

given by lim←−n,mA/I
n ⊗R B/Jm for any ideals of definition I ⊂ A, J ⊂ B.

By gluing, we can define the fiber product X ×Z Y of formal schemes X, Y over Z.

We can obtain formal schemes from schemes by formal completion along closed subschemes.

Definition 1.1.4. Let X be a locally noetherian scheme and Y ⊂ X be a closed subscheme

defined by an ideal sheaf I ⊂ OX . The formal completion of X along Y is the formal scheme

(Y,OY ) where OY is the restriction of lim←−nOX/I
n to Y .

In this dissertation, we will only consider admissible formal schemes.
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Definition 1.1.5. Let R be an I-adic noetherian ring which is I-torsion-free.

(i) An I-torsion-free topological R-algebra A is called admissible if A is isomorphic to an

R-algebra of the form R〈X1, ..., Xn〉/a equipped with the I-adic topology.

(ii) A formal R-scheme X is called admissible if there is an open affine covering {Ui} of X

such that Ui ∼= Spf(Ai) with the R-algebra Ai being admissible for each i.

We conclude this subsection by recalling the notion of coherent sheaves and admissible formal

blow-ups.

Definition 1.1.6. Fix an I-adic noetherian ring R which is I-torsion-free.

(i) For any admissible R-algebra A and any finitely generated A-module M , the O-module M̃

on Spf(A) is defined by setting M̃(D(a)) := M ⊗A A〈a−1〉.

(ii) For an admissible formal R-scheme X,

(a) an OX-module F is called coherent if there exists an open affine cover {Ui = Spf(Ai)}
of X such that F|Ui

∼= M̃i for some finitely generated Ai-module Mi;

(b) an ideal I ⊂ OX is called open if locally on X, I contains InOX for some n ≥ 1;

(c) for any coherent open ideal I ⊂ OX , the formal R-scheme

XI = lim−→
n

Proj(⊕∞d=0Id ⊗OX (OX/InOX))

together with the natural morphism XI → X is called the formal blow-up of I on X.

Such a formal blow-up is called an admissible formal blow-up.

1.1.2 Adic spaces

Our main reference for adic spaces is the article [Hub94].

Definition 1.1.7. Let A be a topological ring, and let Γ be a totally ordered abelian group (whose

order is extended to the monoid Γ∪{0} by setting 0 < γ for any γ ∈ Γ). A Γ-valued continuous

valuation is map |·| : A→ Γ ∪ {0} such that

(i) |1| = 1, |0| = 0;

(ii) for any a, b ∈ A, |ab| = |a||b|, |a+ b| ≤ max{|a|, |b|};

(iii) for any γ ∈ Γ, the set {a ∈ A : |a| < γ} is open.

Two continuous valuations |·|, |·|′ (not necessary having the same target) are called equivalent if

for any a, b ∈ A, |a| ≤ |b| if and only if |a|′ ≤ |b|′.

Definition 1.1.8. (i) Let A be a topological ring.

(a) a subset S ⊂ A is called bounded if for all open neighborhoods U of 0, there exists an

open neighborhood V of 0 such that V S ⊂ U .

(b) an element x ∈ A is called power-bounded if the set {xn : n ≥ 0} is bounded.



1. Preliminaries 9

(c) the set of power-bounded elements in A is denoted by A◦. Its subset of topologically

nilpotent elements is denoted by A◦◦.

(d) a sub-ring A+ ⊂ A is called a ring of integral elements if A+ ⊂ A◦ is open and

integrally closed.

We will call the ring A Huber if there is an open subring A0 ⊂ A which is f-adic. Such

a ring A0 is called a ring of definition. If a Huber ring A contains a topological nilpotent

unit, then we call it Tate.

(ii) A pair (A,A+) consisting of a Huber ring A and a ring of integral elements A+ ⊂ A is

called an affinoid ring. A morphism between affinoid rings

f : (A,A+)→ (B,B+)

is a continuous ring homomorphism f : A→ B such that f(A+) ⊂ B+.

Definition 1.1.9. Let (A,A+) be an affinoid ring. We define the adic spectrum Spa(A,A+) to

be the set of equivalence classes of continuous valuations | · | such that |A+| ≤ 1, equipped with

the topology generated by subsets of the form

{x : |f(x)| ≤ |g(x)| 6= 0} for some f, g ∈ A.

For elements s1, s2, ..., sn ∈ A and finite subsets T1, ..., Tn ⊂ A such that TiA ⊂ A is open for

i = 1, ..., n, we define the associated rational subset to be

U({Ti/si}) = U(
T1

s1
, ...,

Tn
sn

) = {x ∈ X : |ti(x)| ≤ |si(x)| 6= 0; ∀ ti ∈ Ti}.

Proposition 1.1.10. Let X = Spa(A,A+) for an affinoid ring (A,A+) and U ⊂ X be a rational

subset. There exists an affinoid ring (OX(U),O+
X(U)) together with a structure morphism

(A,A+)→ (OX(U),O+
X(U))

such that the corresponding map Spa(OX(U),O+
X(U))→ X factors through U , and is universal

for all such maps. Moreover, if

(i) A admits a noetherian ring of definition; or

(ii) A is Tate and strongly noetherian, i.e, the ring A〈X1, ..., Xn〉 is noetherain for any n ≥ 0,

then the pre-sheaves OX , O+
X of topological rings on X defined by sending any open W ⊂ X to

OX(W ) := lim←−
U⊂W rational

OX(U), O+
X(W ) := lim←−

U⊂W rational

O+
X(U)

are sheaves.

Proof. Here we only sketch the construction of the localization (OX(U),O+
X(U)) of (A,A+). For

more details, see [Hub94, § 1].

Choose a ring of definition A0 ⊂ A and a finitely generated ideal of definition I ⊂ A0,

and assume U = U(T1
s1
, ..., Tnsn ) for some s1, ..., sn and T1, ..., Tn ⊂ A such that TiA is open for

i = 1, .., n. Then the IA0[{Ti/si}]-adic topology on A0[{Ti/si}] := A0[ti/si|i = 1, .., n, ti ∈ Ti]
defines a ring topology on A[{1/si}] := A[1/si|i = 1, ..., n] such that A0[{Ti/si}] is an open

subring. Take A[{1/si}]+ to be the integral closure of the image of A+[{Ti/si}] in A[{1/si}].
The affinoid ring (OX(U),O+

X(U)) is the completion (A〈{Ti/si}〉, A〈{Ti/si}〉+) with respect to

the topology defined above.
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Following [Hub94], we have the following definition of adic spaces.

Definition 1.1.11. (i) An affinoid ring (A,A+) is called sheafy if the structure pre-sheaf OX
on X = Spa(A,A+) is a sheaf. For any sheafy affinoid ring (A,A+), the associated affinoid

adic space is Spa(A,A+) together with the structure sheaf OX and the induced valuations

on OX,x for x ∈ X.

(ii) Let (V ) denote the category whose objects are triples (X,OX , | · (x)|x∈X) where X is a

topological space, OX is a sheaf of complete topological rings, and for each x ∈ X, | · (x)|
is an equivalence class of valuations on OX,x and whose morphisms between two objects

(X,OX , |·(x)|x∈X) and (Y,OY , |·(y)|y∈Y ) are maps of locally topologically ringed topological

spaces f : X → Y such that for any x ∈ X, the induced valuation

OY,f(x)
f−→ OX,x

|·(x)|−−−→ Γx ∪ {0}

is equivalent to

| · (f(x))| : OY,f(x) → Γf(x) ∪ {0}.

The full subcategory of adic spaces in (V ) consists of objects (X,OX , |.(x)|x∈X) which admit

an open covering by spaces Ui such that the triple (Ui,OX |Ui , (|.(x)|)x∈Ui) is isomorphic to

an affinoid adic space.

(iii) Let X be an adic space. A point x in X is called analytic if there exists an open neighborhood

U of x such that OX(U) is Tate. The open subspace of X consisting of analytic points are

denoted by Xa. If Xa = X, we call X analytic.

Definition 1.1.12. Let X = Spa(A,A+) for an affinoid ring (A,A+) where A is strongly

noetherian or A admits a noetherian ring of definition, and M be a finite generated A-module.

We can define a pre-sheaf M̃ by sending an open subset W ⊂ X to

M̃(W ) := lim←−
U⊂W rational

M ⊗A OX(U).

The pre-sheaf M̃ is an acyclic sheaf. More precisely,

Proposition 1.1.13. [Hub94, Theorem 2.5]With the notation in Definition 1.1.12, M̃ is a sheaf

of topologically complete groups and H i(U, M̃) = 0 for any rational subset U ⊂ X and i ≥ 1.

The following result, which is a combination of [Hub94, Proposition 4.1 & 4.2], illustrates

the relation between formal schemes and adic spaces.

Proposition 1.1.14. The assignment Spf(R) 7→ Spa(R,R) defines a fully faithful functor −ad

from the category of locally noetherian formal schemes to the category of adic spaces. Moreover,

over any locally noetherian formal scheme X, there is a functor F 7→ Fad from OX-modules to

any OXad-modules which is fully faithful when restricted to coherent OX-modules.

The category of analytic adic spaces admits fiber products.

Definition 1.1.15. Let (A,A+) be a Tate affinoid ring, and let

f : (A,A+)→ (B,B+), g : (A,A+)→ (C,C+)
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be Tate affinoid rings over (A,A+). The Tate assumption allows one to choose a ring of defi-

nition A0 (resp. B0, resp. C0) of A (resp. B, resp. C) and an ideal of definition I ⊂ A0 such

that

f(A0) ⊂ B0, f(A0) ⊂ C0

and f(I)B0 (resp. f(I)C0) is an ideal of definition of B0 (resp. C0). We can equip the fiber

product D := B ⊗A C a Huber ring structure by declaring that D0 := B0 ⊗A0 C0 with the ID0-

adic topology is an open subring. Let D+ be the integral closure of f ⊗ g(B+ ⊗A+ C+). The

completion of (D,D+) is the fiber product of (B,B+) and (C,C+) over (A,A+).

By gluing, we can define fiber product in the category of analytic adic spaces.

We conclude this section by a discussion about adic generic fibers of formal schemes. Let

A0 be an admissible Zp-algebra, A = A0[1
p ] and A+ be the normalization of A0 in A. As A0 is

noetherian, Spa(A0, A0) and Spa(A,A+) are affinoid adic spaces according to Proposition 1.1.10.

For any locally noetherain p-adic formal scheme Y over Spf(A0), the adic generic fiber Y of Y is

the fiber product Yad ×Spa(A0,A0) Spa(A,A+). Inspired by [Kas99, Lemma 9.7], we have

Lemma 1.1.16. If Y is moreover noetherian and Zp-flat, then for any locally free OY-module

F of finite rank, we have

H0(Y,F)[
1

p
] = H0(Y,Fad).

Proof. Let Spf(R) ⊂ Y be any affine open. For some ring of integral elements R+ ⊂ R[1
p ], we

have

Spa(R,R)×Spa(A0,A0) Spa(A,A+) = Spa(R[
1

p
], R+).

Assume F is trivialized over Spf(R). Since Y is Zp-flat, we have

F(Spf(R)) ↪→ F(Spf(R))[
1

p
] = H0(Spa(R[

1

p
], R+),Fad).

Since Y is noetherian, we can cover Y by finitely many affine opens {Spf(Ri)}i∈I such that F is

trivialized over each Spf(Ri). Thus for any f ∈ H0(Y,Fad), there exists a constant h such that

phf ∈ H0(Spf(Ri),F) = H0(Spa(Ri, Ri),Fad), ∀ i ∈ I.

Since F is a coherent sheaf, we know phf ∈ H0(Y,F) = H0(Yad,Fad), and the lemma follows.

By abuse of language, we will usually omit −ad in the notation.

1.2 Abelian schemes and p-divisible groups

In this section, we recall basic properties of abelian schemes and p-divisible groups. Through-

out this section, S will be a fixed base scheme.

1.2.1 Finite flat group schemes

Our main reference for finite flat group scheme is the exposition article [Tat97].

Let Sets, Gr be the categories of sets and groups respectively, and let SchS be the category

of S-schemes.
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Definition 1.2.1. A group scheme G/S is an S-scheme together with a lifting of the functor

Hom(−, G) : SchS → Sets to Hom(−, G) : SchS → Gr. A group scheme G is called

(i) commutative if G(T ) := Hom(T,G) is commutative for all T ∈ SchS;

(ii) finite flat if OG is locally free of finite rank as OS-module. This rank is a locally constant

function on S with values in N, which is called the rank of G and denoted by [G : S];

• étale if the underlying scheme is étale over S.

• connected if the underlying scheme is connected (assuming S is connected).

A homomorphism of group schemes is a morphism of schemes which induces a natural transfor-

mation of the corresponding group functors.

Example 1.2.2. We list several important group schemes.

(i) The additive group over S is the group functor sending an S-scheme T to the additive

group OT (T ). It is represented by the base change of Spec(Z[X]) to S, and denoted by

Ga,S .

(ii) The multiplicative group is the group functor sending an S-scheme T to the multiplicative

group OT (T )∗. It is represented by the base change of Spec(Z[X,X−1]) to S and denoted

by Gm,S .

(iii) For an abstract finite group G, the constant group scheme associated to G over S is the

group functor sending an S-scheme T to the group of locally constant functions from the

underlying topological space |T | to G. It is represented by tg∈GS and denoted by GS .

(iv) For any group homomorphism φ : G → G′ of S-groups, the group functor sending an

S-scheme T to ker(φ : G(T ) → G′(T )) is representable. This group scheme is called

the kernel of φ and denoted by ker(φ). In particular, the kernel of the n-th power map

[n] : G→ G is denoted by G[n]. If G = Gm,S , we denote Gm,S [n] by µn,S .

When S is clear from content, we usually omit it in notations.

It would be convenient to discuss finite flat group schemes using the f.p.p.f site.

Definition 1.2.3. Let X be a S-scheme. An f.p.p.f covering of X is a family of scheme mor-

phisms {fi : Xi → X} such that each fi : Xi → X is flat, locally of finite presentation and

∪i∈Ifi(Xi) = X.

The category SchS together with f.p.p.f coverings is called the f.p.p.f site on S. We will denote

sheaves (resp. sheaves of groups) over the f.p.p.f site on S by f.p.p.f sheaves (resp. S-groups).

Proposition 1.2.4. Let S be a locally noetherian scheme.

(i) Let G/S be a group scheme and H ⊂ G be a a finite flat closed subgroup. The geometric

quotient π : G → G/H exists. If H is moreover normal, then G/H is a group scheme

which fits into the exact sequence of f.p.p.f S-groups

0→ H → G→ G/H → 0.

Moreover, G is finite flat if and only if G/H is finite flat and [G : S] = [H : S][G : G/H].
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(ii) If G is a finite commutative group scheme of rank n, then n kills G, i.e. the n-th power

map [n] : G→ G is the 0 map.

(iii) If S is the spectrum of a Henselian local ring, then we have the connected-étale exact

sequence of f.p.p.f S-groups

0→ G0 → G→ Gét → 0

where G◦ is the connected component of G and Gét is the maximal étale quotient group of

G.

Proof. (i) For details, see [Tat97, § 3.4]. (ii) This is a theorem of Deligne, see [Tat97, § 3.8].

(iii) See [Tat97, § 3.7.1].

Theorem 1.2.5. Let G/S be a finite flat commutative group scheme. Then the inner-Hom

functor

T 7→ HomT (GT , Gm,T )

on SchS is representable by a finite flat group scheme over S, which is called the Cartier dual of

G and denoted by GD. Moreover, the Cartier dual induces a duality on the category of finite

flat commutative group schemes over S.

Proof. For details, see [Tat97, § 3.8].

1.2.2 Abelian schemes

Our main reference for abelian schemes is the lecture notes [Mil08]. The unpublished book

[vdGM07] is also very useful.

We start with several definitions. Recall that S is a fixed base scheme.

Definition 1.2.6. (i) A surjective group homomorphism f : G→ G′ with quasi-finite kernel

between smooth S-group schemes is called an isogeny.

(ii) An abelian scheme of relative dimension g over S is a S-group scheme A → S which

is proper, flat and finitely-presented, and has smooth and connected geometric fiber of

dimension g. In particular, an abelian scheme of relative dimension 1 is called an elliptic

curve, an abelian scheme of relative dimension 2 is called an abelian surface, and abelian

schemes over a field are called abelian varieties.

(iii) A semi-abelian scheme over S is a group scheme π : G → S that is separated, smooth,

commutative and such that for each point s ∈ S, the fiber Gs is an extension of an abelian

variety by a torus

0→ Ts → Gs → As → 0.

We collect several general properties of (semi-)abelian schemes here.

Proposition 1.2.7. (i) Let A/S be an abelian scheme. Then A is commutative and any

morphism A → G to a separated S-group G that maps identity to identity is a S-group

homomorphism. Moreover, let s̄ ∈ S be a geometric point, and As̄ be the fiber of A at s̄.

Then the natural map EndS(A) ↪→ Ends̄(As̄) is injective.
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(ii) Let f : A → A′ be any isogeny between abelian S-schemes of dimension g. Then f is

finite and locally free. In particular, ker(f) is a finite flat group scheme over S. The rank

of ker(f) is called the degree of f and denoted by deg(f).

(iii) For any abelian scheme A/S of relative dimension g, the N -power map [N ] : A→ A is an

isogeny of degree N2g. If N is invertible over S, then A[N ] is étale.

(iv) Let f : A → A′ be any degree-N isogeny between abelian S-schemes. Then there exists a

unique isogeny g : A′ → A such that f ◦ g = [N ] and g ◦ f = [N ].

(v) There is a contravariant involution −D on the category of abelian schemes over S with

isogeny. Moreover, any invertible sheaf L over any abelian scheme A/S defines a homo-

morphism λ(L) : A → AD and for any isogeny f : A → B of abelian S-schemes with

duality fD : BD → AD, the Cartier dual of ker(f) is ker(fD).

(vi) Assume S is locally noetherian. Let A/S be a semi-abelian scheme and H ⊂ A be a closed

subgroup, flat and quasi-finite over S. Then A/H is a semi-abelian scheme if H is étale

or A is étale locally quasi-projective.

Proof. For details of (i) − (iv), we refer to [Mil08, § 15]. For (v), see [FC13, Chapter 1.1]. For

(vi), see [Lan13, Lemma 3.4].

Definition 1.2.8. Let A/S be an abelian scheme. A homomorphism λ : A→ AD of S-groups is

called a polarization of A if for each geometric point s̄ ∈ S, λs̄ = λ(Ls̄) for some ample invertible

sheaf Ls̄ on As̄. A polarization λ : A→ AD is called principal if λ is an isomorphism.

Proposition 1.2.9. Let π : A→ S be an abelian scheme. Any polarization λ : A→ AD is an

isogeny and (λD)D = λ upon the identification (AD)D ∼= A.

Let L be a relative ample invertible sheaf over A. Then λ(L) is a polarization, which is

principal if and only if π∗(L) is invertible.

Proof. See the discussion in [FC13, Page 4].

For a polarized abelian variety, there is a natural involution on the endomorphism ring.

Definition 1.2.10. Let k be any field and B be a (non-commutative) k-algebra. An involution

on B is a k-linear map − : B → B such that

1̄ = 1; ab = b̄ā; ¯̄a = a, ∀ a, b ∈ B.

If aā ∈ k for all a ∈ B, the involution is called standard.

If k = Q and B is finite dimensional, an involution − : B → B is called positive if for any

a 6= 0 ∈ B, we have Tr(āa) > 0 where Tr is the trace defined by left multiplication.

Definition 1.2.11. Let A/k be an abelian variety with a polarization λ : A→ AD. The Rosati

involution associated to λ is an involution

† := †λ : End◦(A) := End(A)⊗Z Q→ End◦(A), α 7→ λ−1 ◦ αD ◦ λ.

If λ is principal, then the Rosati involution preserves the sub-ring End(A).

The Rosati involution is positive up to multiplication by ±1.
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Proposition 1.2.12. Let A/k be a polarized abelian variety over an algebraically field k = k̄.

Then End◦(A) is a finite dimensional semi-simple algebra over Q of rank at most 4 dimk(A)2,

and up to multiplication by ±1, the Rosati convolution † is positive. Moreover, if we have a

decomposition End◦(A) =
∏r
i=1Mni(Di) for some positive integers n1, .., nr and division algebras

Di, then there exists an isogeny

A→ An1
1 × ...×A

nr
r

for pair-wisely non-isogenous simple abelian varieties Ai, i.e. Ai admits no non-trivial abelian

subvarieties.

Proof. For details, see [Mil08, Theorem 13.2 & Proposition 9.1].

1.2.3 p-divisble groups

Our treatment closely follows [Wan09].

There are two equivalent definitions of p-divisible groups.

Definition 1.2.13. A p-divisible group G over S is an f.p.p.f group G such that:

(i) the group G is p-divisible i.e. the p-power map [p] : G→ G is an epimorphism;

(ii) the group G is p-torsion i.e. G = lim−→n
G[pn];

(iii) for each n ≥ 1, G[pn] is a finite flat group scheme over S.

Equivalently, a p-divisible group G/S is an inductive system {Gn}n≥1 of finite flat group schemes

over S such that Gn = Gn+1[pn] and for each point s ∈ S, the rank of the fiber of G(n) at s is

pnh(s) where h(s) is locally constant function on S, called the height of G.

An f.p.p.f S-group morphism f : G→ G′ between two p-divisible groups is called an isogeny

if it is an f.p.p.f epimorphism with locally finite free kernel, i.e. the kernel is representable by a

finite flat group scheme.

We list several basic properties of p-divisible groups.

Proposition 1.2.14. (i) The category of p-divisible groups is pseudo-abelian, stable under

base change and extensions. More precisely, we have the following:

(a) Let G/S be a p-divisible group and e ∈ EndS(G) be a non-trivial idempotent. Then

ker(e) and ker(1− e) are both p-divisible groups over S and G = ker(e)⊕ ker(1− e).

(b) Let f : S′ → S be a morphism of schemes and G/S be a p-divsible group. Then

f∗(G) is a p-divisible group over S′.

(c) If we have an exact sequence of f.p.p.f S-groups

0→ G1 → G2 → G3 → 0

and G1,G3 are p-divisible groups, then so is G2 and h(G2) = h(G1) + h(G3).

(ii) Let G/S be a p-divisible group and H/S be a finite flat group scheme together with a

monomorphism of f.p.p.f S-groups ι : H → G. Then the f.p.p.f S-group G/H is also a

p-divisible group.
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(iii) If S is connected or quasi-compact, then a homomorphism f : G→ G′ between p-divisible

groups is an isogeny if and only if there exists a homomorphism g : G′ → G such that

f ◦ g = pN and g ◦ f = pN for some positive integer N .

(iv) Let G = {G(n)}n≥1 be a p-divisible group over S. The inductive system {G(n)D}n≥1

with transition maps pD : G(n)D → G(n+ 1)D is also a p-divisible group over S, called

the Cartier dual (or the Serre dual) of G and denoted by GD. Moreover, the Cartier dual

induces a duality on the category of p-divisible groups over S.

(v) Assume S = Spec(R) for some henselian local ring, and let G = {G(n)}n≥1 be a p-divisible

group over R. Then G◦ = {G(n)◦}n≥1 and Gét = {G(n)ét}n≥1 are p-divisible groups over

R and we have the connected-étale exact sequence of f.p.p.f groups

0→ G◦ → G→ Gét → 0.

(vi) If A/S is an abelian scheme of relative dimension g, then A[p∞] := {A[pn]} is a p-divisible

group of height 2g. Moreover, A[p∞]D = AD[p∞].

Proof. See [Wan09, § 1.1] and the references therein.

As we will work over formal schemes, we recall the notion of p-divisible groups over formal

schemes following de Jong.

Definition 1.2.15. Let X be a locally Noetherian formal scheme. Let I ⊂ OX be the maximal

ideal of definition and Xn = Spec(OX/I
n). A p-divisible group G over X is a system {Gn}n≥1

of p-divisible groups Gn/Xn together with an isomorphism Gn+1⊗Xn+1 Xn
∼= Gn for each n ≥ 1.

1.2.4 Frobenius and Verschiebung

Assume S is an Fp-scheme, and let f : X → S be a morphism of Fp-schemes. We have a

commutative diagram

X

��

Fabs

$$

F

!!
X(p)

��

// X

f
��

S
Fabs // S

where the square is Cartesian (and defines X(p)) and Fabs is the absolute Frobenius map. The

map

F : X → X(p)

in the above diagram is called the Frobenius map (relative to S).

Proposition 1.2.16. If G is a commutative flat S-group scheme, then we can define a morphism

of S-schemes V : G(p) → G, called the Verschiebung map, so that both F and V are S-group

homomorphisms and V ◦ F = [p] : G→ G. Moreover, we have the following

(i) if G is an abelian scheme over S of relative dimension g, then F and V are isogenies of

degree pg and V ◦ F = F ◦ V = [p].
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(ii) if G is finite locally free over S, then the Verschiebung morphism is the Cartier dual of

the Frobenius morphism, i.e. V D
G/S = FGD/S and (FG/S)D = VGD/S.

Proof. For details, see [vdGM07, § 5.2].

Let G = {G(n)} be a p-divisible over S. Then G(p) = {G(n)(p)} is also a p-divisible over S.

Note that the Frobenius and Verschiebung morphisms are compatible for all n ≥ 1, so we have

isogenies of p-divisible groups

F : G→ G(p); V : G(p) → G

such that F ◦ V = V ◦ F = [p].

1.3 The Hodge-de Rham filtration and the Gauss-Manin connection

In this section, we recall basic properties of algebraic de Rham cohomology and Gauss-Manin

connections of abelian schemes (and p-divisible groups). Throughout this section, S will be a

fixed base scheme.

1.3.1 Algebraic de Rham cohomology

Our main reference for algebraic de Rham cohomology is [BBM06].

Definition 1.3.1. Let f : X → S be any morphism of schemes and let

Ω•X/S := (0→ OX → Ω1
X/S → Ω2

X/S → ...)

be the de Rham complex. For each i ∈ N, we define the i-th relative de Rham cohomology group

Hi
dR(X/S) to be Rif∗(Ω

•
X/S). The filtration F •Ω•X/S of Ω•X/S given by

F jΩ•X/S := (0→ ...→ 0→ Ωj
X/S → Ωj+1

X/S → ...), ∀j ∈ N

induces a descending, separated and exhaustive filtration

F jHi
dR(X/S) = Im(Rif∗(F

jΩ•X/S)→ Rif∗(Ω
•
X/S)), ∀j ∈ N

on Hi
dR(X/S) for each i ∈ N. This filtration is called the Hodge filtration. By taking the Cartan-

Ellenberg resolution, we get the Hodge to de Rham spectral sequence

Ep,q1 = Rqf∗Ω
p
X/S =⇒ Hp+q

dR (X/S).

The algebraic de Rham cohomology of abelian schemes is well-understood. To simplify

notations, for an abelian scheme π : A→ S, we will denote the vector bundle π∗Ω
1
A/S by ωA/S .

Proposition 1.3.2. Let π : A → S be an abelian scheme with zero section e : S → A. The

Hodge to de Rham spectral sequence of A degenerates at the first page and we have a canonical

exact sequence of locally free OS-modules of finite rank

0→ ωA/S → H1
dR(A/S)→ R1π∗OA → 0.

whose formation commutes with base change on S and which is functorial with respect to A.

Moreover,
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(i) we have an identification ωA/S = e∗Ω1
A/S;

(ii) for each i ≥ 0, Hi
dR(A/S) = ∧iH1

dR(A/S).

Let π′ : AD → S be the dual abelian scheme. Then there is a canonical perfect pairing

H1
dR(A/S)×H1

dR(AD/S)→ OS

which induces a perfect pairing

ωA/S ×R1π′∗OAD → OS .

Proof. The computation of algebraic de Rham cohomology is [BBM06, Proposition 2.5.2]. De-

tails about the perfect pairing can be found in [BBM06, Chapter 5].

The algebraic de Rham cohomology groups are equipped with the Gauss-Manin connection.

Definition 1.3.3. Let X be any S-scheme with relative differentials Ω1
X/S, and M be an OX-

module. A connection on M over S is a map

∇ :M→M⊗OX Ω1
X/S

such that for any open sub-scheme U ⊂ X, we have

∇(hs) = h∇(s) + d(h)⊗ s, ∀ s ∈M(U), h ∈ OX(U).

A section s ∈M(U) is called horizontal with respect to ∇ if ∇(s) = 0.

For any i ≥ 1, a connection ∇ on M induces a map

∇ : M⊗OX Ωi
X/Y →M⊗OX Ωi+1

X/Y , s⊗h 7→ s⊗dh+(−1)i∇s⊗h, ∀ h ∈ Ωi
X/Y (U), s ∈M(U).

If the induced sequence

M ∇−→M⊗ Ω1
X/Y

∇−→M⊗ Ω2
X/Y ...

is a complex, then the connection ∇ is called flat or integrable.

Alternatively, we have the Grothendieck’s description of connections. Equip the OX-module

R := OX ⊕ Ω1
X/S with the ring structure given by:

(f, α)(g, β) = (fg, fβ + gα).

We have a projection R → OX , (f, α) 7→ f together with two sections

OX → R, f 7→ (f, 0); f 7→ (f, df),

which corresponds to a diagram

X
∆ // X1 := SpecX(R)

j1 //
j2

// X .

Then a connection on the OX-module M is an isomorphism of OX1-modules

ε : j∗2(M) ∼= j∗1(M)

such that ∆∗(ε) = Id. Moreover, ε is flat if it satisfies suitable co-cycle conditions. The relation

between ε and the usual definition ∇ is given by

ε(1⊗m) = m⊗ 1 +∇(m), ∀m ∈M.

For connections with logarithmic poles, a similar description is also available.
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Definition 1.3.4. Let f : X → Y be a smooth morphism of S-schemes. We have a canonical

exact sequence

0→ f∗Ω1
Y/S → Ω1

X/S → Ω1
X/Y → 0. (1.3.1)

The Kodaira-Spencer map is the connection map

KS : f∗Ω
1
X/Y → R1f∗(f

∗Ω1
Y/S) = R1f∗OX ⊗OY Ω1

Y/S .

The sequence 1.3.1 induces a filtration F •KΩ•X/S of Ω•X/S given by

F iKΩ•X/S := Im(f∗Ωi
Y/S ⊗OX Ω•−iX/S → Ω•X/S), ∀i ∈ N.

As GrpΩ•X/S = f∗Ωp
Y/S ⊗OX Ω•−pX/Y , this filtration induces a spectral sequence

Ep,q1 := Ωp
Y/S ⊗OY Hq

dR(X/Y ) =⇒ Rp+qf∗Ω
•
X/S .

The differential

d0,q
1 : Hq

dR(X/Y )→ Ω1
Y/S ⊗OY Hq

dR(X/Y )

is called the Gauss-Manin connection and denoted by ∇X/Y .

According to the discussion in [KO68], we have

Proposition 1.3.5. Let f : X → Y be a smooth morphism of S-schemes. The Gauss-Manin

connection

∇X/Y : Hq
dR(X/Y )→ Hq

dR(X/Y )⊗OY Ω1
Y/S

is flat. Moreover, the Kodaira-Spencer map KS coincides with the composition

f∗Ω
1
X/Y → H1

dR(X/Y )
∇X/Y−−−−→ Hq

dR(X/Y )⊗OY Ω1
Y/S → R1f∗OX ⊗ Ω1

Y/S .

The Gauss-Manin connection and Kodaira-Spencer map have the following properties.

Proposition 1.3.6. Let S be any base scheme.

(i) Let X → Y be a smooth morphism of S-schemes with Y smooth over S. Let (Y ′, i0) be

a closed smooth S-subscheme of Y , X ′ = X ×Y Y ′ and let ι0 : i∗0Ω1
Y/S → Ω1

Y ′/S be the

canonical pull-back map. The Gauss-Manin connections ∇X/Y and ∇X′/Y ′ satisfy

∇X′/Y ′ ◦ i∗0 = (1⊗ ι0) ◦ i∗0∇X/Y .

(ii) If S is connected and π : A′ → A is an isogeny of abelian schemes over S, then

∇A′/S ◦ π∗ = (π∗ ⊗ Id) ◦ ∇A/S .

In particular, the action of the (non-commutative) endomorphism ring EndS(A) on H1
dR(A/S)

is OS-linear and commutes with Gauss-Manin connections.

Proof. For details, we refer to [Mor11, § 2.1].
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1.3.2 Universal vector extensions of p-divisible groups

Our discussion on universal extensions is close to [Wan09, § 1.2-1.3]. The book [MM06] and

lecture notes [CO09] are also very helpful.

Recall that S is a fixed base scheme.

Definition 1.3.7. To any quasi-coherent OS-module M , we may associate an f.p.p.f sheaf M̃

by the assignment

SchS → Gr; T 7→ Γ(T,MT )

where MT is the pull-back of M to T . If M is locally free, then M̃ is representable by a group

scheme which is locally a product of Ga’s. Such group schemes are called vector groups.

For any commutative f.p.p.f group G/S, a universal vector extension is an exact sequence of

f.p.p.f sheaves

(ε) 0→ V (G)→ E(G)→ G→ 0

such that V (G) is a vector group and (ε) is universal for all extensions of G by S-vector groups,

i.e. for any vector group V , (ε) induces an isomorphism

HomS(V (G), V )→ Ext1
S(G,V ).

Thanks to the discussion in [MM06, § 1.8-1.9], universal vector extensions of abelian schemes

and p-divisible groups exist. More precisely,

Theorem 1.3.8. (i) If A/S is an abelian scheme, then the universal vector extension E(A)

of A exists and is functorial with respect to A.

(ii) If p is locally nilpotent on S and G/S is a p-divisible group, then the universal extension

E(G) of G exists and is functorial with respect to G. Moreover, if G = A[p∞] for some

abelian scheme A, then the pull-back of E(A) to G coincides with E(G).

One can define Lie algebra and invariant differentials of the universal vector extensions of

abelian schemes and p-divisible groups.

Definition 1.3.9. (i) For any f.p.p.f sheaf G/S and any k ≥ 1, we set infk(G) to be the

subsheaf of G defined as following: an element t ∈ G(T ) belongs to infk(G)(T ) if there

exists a f.p.p.f covering {Ti → T} and for each i, there is a closed subscheme T ′i → Ti
defined by a sheaf of ideal whose k+ 1-power is zero such that t|T ′

i

= 0. The injective limit

lim−→k
infk(G) is the infinitesimal completion of G, denoted by Ĝ.

(ii) An S-scheme G is called formally smooth if for any affine scheme X/S and a closed sub-

scheme X0 defined by an ideal sheaf I such that I2 = 0, any morphism of S-schemes

X0 → G lifts to a morphism X → G of S-schemes.

(iii) An f.p.p.f S-group G is an formal Lie group if G is formally smooth, infk(G) is representable

for each k ≥ 1 and Ĝ = G.

Proposition 1.3.10. (i) For any abelian scheme A/S, both Â and Ê(A) are formal Lie

groups. In fact, Â is just the completion of A along the zero section.

(ii) If p is locally nilpotent on S and G/S is a p-divisible group, then both Ĝ and Ê(G) are

formal Lie groups.
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Proof. For details, see the discussion in [Wan09, § 1.2].

It is known that locally a formal Lie group over S has the form Spf(OS [[X1, ..., XN ]]) for

some N ≥ 0.

Definition 1.3.11. For any formal Lie group G over S with unit section s, we define the sheaf

of invariant differentials ωG to be s∗Ω1
G/S and define the Lie algebra Lie(G) to be ω∨G.

If p is locally nilpotent on S and G/S is a p-divisible group, we set

Lie(G) := Lie(Ĝ), Lie(E(G)) := Lie(Ê(G)), ωG := ωĜ.

The OS-rank of ωG is called the dimension of G.

Theorem 1.3.12. Let S be any base scheme.

(i) For any abelian scheme A/S, the universal vector extension is given by

0→ ωAD → E(A)→ A→ 0.

Moreover, by taking invariant differentials of the above exact sequence, one recovers the

Hodge-de Rham sequence

0→ ωA → H1
dR(A/S)→ R1π∗OA → 0.

(ii) If p is locally nilpotent on S and G/S is a p-divisible group, then the universal vector

extension is given by

0→ ωGD → E(G)→ G→ 0.

Let H1
dR(G/S) be the invariant differential of E(G). Then H1

dR(G/S) admits a flat con-

nection, called the Gauss-Manin connection, and fits in the exact sequence

0→ ωG → H1
dR(G/S)→ Lie(GD)→ 0.

If G = A[p∞] for some abelian scheme A/S, then we recover the Hodge-de Rham sequence

of A and the Gauss-Manin connection on H1
dR(A/S).

Proof. For details, we refer to [BBM06, Chapter 5] or [Mes72, Chapter IV].

We remark that by passing to the limit, similar results remain valid for p-divisible groups

over an adic formal scheme on which p is topologically nilpotent.

1.4 The Gauss-Manin connection in Serre-Tate coordinates

In this section, we recall general computation results of the Gauss-Manin connection in

Serre-Tate coordinates following the exposition article [Kat81].
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1.4.1 Serre-Tate theorem

Let R be a ring on which p is nilpotent and AbR be the category of abelian schemes over R

with group homomorphisms. Let I ⊂ R be a nilpotent ideal, R0 = R/I and Def(R,R0) be the

category of triples (A0, G, ε) consisting of an abelian scheme A0/R0, a p-divisible group G/R

and an isomorphism of p-divisible groups

ε : G×R R0
∼= A0[p∞]

with obvious morphisms. The theorem of Serre-Tate states

Theorem 1.4.1. [Kat81, Theorem 1.2.1] The functor

AbR → Def(R,R0), A 7→ (A×R R0, A[p∞], Id)

induces an equivalence of categories.

Let k be a perfect field of characteristic p and denote the category of local artinian W (k)-

algebras with residue field (isomorphic to) k together with the obvious morphisms as Ck.

Definition 1.4.2. For any abelian variety Ā/k, a deformation of Ā to an object R ∈ Ck is a

pair (A, ε) consisting of an abelian scheme A/R and an isomorphism

ε : A×R k → Ā.

According to Grothendieck, the deformation functor is pro-representable.

Theorem 1.4.3. [Oor71, Theorem 2.2.1] Let Ā/k be an abelian variety of dimension g over

a perfect field k of characteristic p. Then the functor M̂Ā/k which to an object R ∈ Ck asso-

ciates the isomorphism classes of deformations of Ā to R is pro-represented by a complete, local

noetherian ring R which is non-canonically isomorphic to W (k)[[tij , 1 ≤ i, j ≤ g]].

If k is algebraically closed and Ā/k is ordinary, thanks to the work of Serre-Tate, we have a

canonical way to choose the coordinates tij .

Definition 1.4.4. Let S be a scheme on which p is locally nilpotent or an adic formal scheme

on which p is topologically nilpotent. A p-divisible group G/S is called ordinary if G sits in the

middle of a short exact sequence

0→ G1 → G→ G2 → 0

where G1/S, G2/S are p-divisible groups such that GD1 and G2 are étale. An abelian scheme

A/S is called ordinary if A[p∞] is ordinary.

We remark that if S = Spec(R) for a Henselian local ring R, then G is ordinary if and only

if the Cartier dual of G◦ is étale.

Theorem 1.4.5. Let Ā be an ordinary abelian variety over an algebraically closed field k of

characteristic p, and let TpĀ := lim←−n Ā[pn](k) be the “physical” Tate module.

(i) There is an isomorphism of functors

M̂Ā/k(−) ∼= HomZp(TpĀ⊗Zp TpĀ
D, Ĝm(−)).

In particular, M̂Ā/k has the structure of a formal torus.
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(ii) For any R ∈ Ck and any deformation A of Ā/k to R, let

q(A/R;−,−) : TpĀ× TpĀD → Ĝm(R)

be the corresponding bilinear form. For any α ∈ TpĀ and α′ ∈ TpĀD, we have

q(A/R;α, α′) = q(AD/R;α′, α).

(iii) Let f̄ : Ā→ B̄ be a homomorphism to another ordinary abelian variety B̄/k, and let A/R,

B/R be deformations of Ā, B̄ to R ∈ Ck respectively. Then f̄ admits a lifting (necessarily

unique) f : A→ B if and only if

q(A/R;α, f̄D(β)) = q(B/R; f̄(α), β), ∀ α ∈ TpĀ, β ∈ TpB̄D.

Proof. A detailed argument can be found in [Kat81, Theorem 2.1]. We sketch the construction

of q(A/R;−,−) here for the convenience of readers. Let P̄ = {P̄n} ∈ TpĀ, Q̄ = {Q̄n} ∈ TpĀD,

and let A/R be a deformation of Ā/k. For any lift Pn of P̄n in A(R), as

Â(R) := ker(A(R)→ A(k) = Ā(k))

is killed by pn for n � 0, the element pnPn is independent of the choice of Pn. Moreover, for

each n ≥ 1, the Weil pairing e : A[pn]×AD[pn]→ µpn together with the exact sequences

0→ Â[pn](R)→ A[pn](R)→ Ā[pn](k)→ 0;

0→ ÂD[pn](R)→ AD[pn](R)→ ĀD[pn](k)→ 0

induces a pairing e : Â[pn] × AD[pn](k) → µpn . Therefore the element e(pnPn, Q̄n) ∈ µpn(R)

is well-defined and independent of n. The bilinear form q(A/R;−,−) is obtained by setting

q(A/R, P̄ , Q̄) := e(pnPn, Q̄n).

Remark 1.4.6. (i) By passing to the limit, the universal deformation A/R of Ā/k corre-

sponds to a bilinear form q(A/R;−,−) : TpĀ⊗Zp TpĀ
D → Ĝm(R).

(ii) When k is not algebraically closed, the group structure on M̂ ⊗ k̄ descends to a group

structure on M̂. For details, see [Noo92, § 1.1].

1.4.2 The Gauss-Manin connection in Serre-Tate coordinates

Let k be an algebraically closed field of characteristic p, Ā/k be an ordinary abelian variety

of dimension g and π : A → R be the universal deformation of Ā/k. Denoting H1
dR(A/R) by

HA, we have the (formal) Hodge-de Rham sequence

0→ ωA/R → HA → Lie(AD/R)→ 0

as well as the (formal) Gauss-Manin connection ∇ : HA → HA ⊗ Ω1
R/W (k). For any (formal)

scheme S over k (resp. W (k)), let S(p) be the pullback of S via the absolute Frobenius morphism.

Let M̂Ā/k be the deformation space of Ā/k. Then according to the discussion in [Kat81, § 4.1],

we have a canonical isomorphism

M̂(p)
A/k
∼= M̂A(p)/k
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which identifies A(p) with the universal deformation of Ā(p).

Let H ⊂ A be the canonical subgroup of level 1 (see Proposition 1.5.5 for more details).

Then A′ := A/H is a lifting of Ā(p), and we have a unique classifying map M̂Ā/k
ψ−→ M̂Ā(p)/k

such that ψ∗(A(p)) = A′. The composition map

φ : M̂Ā/k
ψ−→ M̂Ā(p)/k

∼= (M̂Ā/k)
(p) → M̂Ā/k

satisfies that φ∗(A) = A′. Moreover, the quotient isogeny A → A′ over M̂Ā/k induces a φ-linear

map F : HA → HA which makes the following diagram commute

0 // ωA/R //

F

��

HA //

F

��

Lie(AD/R)

F
��

// 0,

0 // ωA/R // HA // Lie(AD/R) // 0.

View the vector bundles ωA/R, HA and Lie(AD/R) as R-modules.

Proposition 1.4.7. (i) We have a canonical isomorphism

HT : TpĀ
D ⊗Zp R ∼= ωA/R

which induces an isomorphism

TpĀ
D ∼= {x ∈ HA : F (x) = px}.

(ii) Dually, we have a canonical isomorphism

HomZp(TpĀ,Zp)⊗Zp R ∼= Lie(AD/R).

which induces an isomorphism

η : HomZp(TpĀ,Zp) ∼= {x ∈ HA : F (x) = x}

via the quotient map HA → Lie(AD/R).

Proof. Our formulation here follows [Bro13, Lemma IV.2]. For details, see [Kat81, Lemma 4.2.1].

For more properties of the Hodge-Tate period morphism HT, see § 1.5.2.

Let {P1, ..., Pg} be a Zp-basis of TpĀ, {P t1, ..., P tg} be the dual basis, and {Q1, ..., Qg} be a

Zp-basis of TpĀ
D. By setting

tij = q(A/R;Pi, Qj)− 1 ∈ R,

we have R = W (k)[[tij , 1 ≤ i, j ≤ g]].

Theorem 1.4.8. [Kat81, Theorem 4.3.1] For 1 ≤ i ≤ g, we have ∇(η(P ti )) = 0 and for any

Q ∈ TpĀD,

∇(HT(Q)) =

g∑
i=1

η(P ti )⊗ d logq(A/R;Pi, Q).
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1.5 Canonical subgroups and the Hodge-Tate period morphism

In this section, we review basic properties of canonical subgroups and the Hodge-Tate period

morphism for p-divisible groups, which will be the main technical tools in this dissertation. Our

exposition closely follows [AIP, Appendix A].

1.5.1 Canonical subgroups

Definition 1.5.1. Let S be a scheme of characteristic p and G/S be a p-divisible group of height

h and dimension d. The Veischiebung map V : G(p) → G induces a morphism

ωG/S
HW(G)−−−−→ ωG(p)/S ,

called the Hasse-Witt matrix of G. The determinant Ha(G) ∈ (∧dωG/S)⊗(p−1) of HW(G) is called

the Hasse invariant of G.

The Hasse invariant of an ordinary abelian scheme is invertible. More precisely,

Proposition 1.5.2. Let S be a scheme of characteristic p and let A/S be an abelian scheme of

relative dimension n. For G := A[p∞], the following are equivalent:

(i) the Hasse invariant Ha(G) is invertible;

(ii) the abelian scheme A is ordinary;

(iii) for any geometric point s̄ of the étale site Sét, |A[p](s̄)| = pn;

(iv) for any geometric point s̄ ∈ Sét,

Gs̄ ∼= µnp∞ × (Qp/Zp)n.

Proof. The key ingredient is the fact that an isogeny between abelian schemes is étale if and

only if its kernel is an étale group scheme. For more details, we refer to [Sch15, Proposition

III.2.5].

We need to lift the Hasse invariant to the p-adic setting.

Definition 1.5.3. Let R be any p-adically complete ring. Let G/R be a p-divisible group of

dimension d and Ḡ := G ×R R/p. We define the Hodge ideal Hdg(G) to be the inverse image

of the ideal Ha(Ḡ)(∧dωḠ)⊗(1−p) ⊂ R/p in R. When G is clear from context, we simply write

Hdg(G) as Hdg.

The following will used frequently.

Lemma 1.5.4. [AIP, Lemma A.1] Zariski locally, the ideal Hdg is generated by two elements.

If p ∈ Hdg2, then Hdg is invertible.

In the rest of this section, we will fix an integral domain A and a non-zero element α ∈ A
such that

(i) the ring A is α-adic;

(ii) there is a continuous morphism Zp → A.
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Proposition 1.5.5. [AIP, Corollary A.2] Let G be a p-divisible group of height h and dimension

d ≤ h over an α-adic complete A-algebra R which is A-torsion-free. Suppose p ∈ Hdgp
m+1

for

some positive integer m. For each 1 ≤ n ≤ m, G admits a canonical subgroup Hn of level n

which is locally free of rank pnd and

Hn ≡ Ker(Fn) mod pHdg
− p

n−1
p−1

where Fn is the n-th iteration of the relative Frobenius map.

(i) Let G′ := G/Hn. Then Hdg(G′) = Hdg(G)p
n

and for each n′ ≤ m− n, G′ admits a

canonical subgroup H ′n′ of level n′ which fits into the exact sequence

0→ Hn → Hn′+n → H ′n′ → 0.

In particular, Hn is a subgroup of Hn+m.

(ii) The conormal sheaf ωG[pn]/Hn is annihilated by Hdg(G)
pn−1
p−1 , and we have

detωG[pn]/Hn = detωG[pn]/Hdg
pn−1
p−1 .

(iii) If α ∈ Hdg(G), then G[pn]/Hn is étale over R[ 1
α ] and locally isomorphic to (Z/pnZ)n−d.

(iv) We have Hdg(G) = Hdg(GD), and the Weil pairing G[pn] × GD[pn] → µpn induces an

identification Hn(G) = Hn(GD)⊥.

1.5.2 The Hodge-Tate period morphism

Definition 1.5.6. Let S be any base scheme and dt
t be the standard invariant differential on

Gm,S. Then for any finite flat commutative group scheme H/S, we have a canonical map of

sheaves

HT : HD = Hom(H,Gm)→ ωH/S ; f 7→ f∗(
dt

t
).

If p is locally nilpotent on S and G/S is a p-divisible group, we define TpG to be the sheaf on

SchS given by T 7→ lim←−nG[pn](T ). Then by taking the limit with respect to G[pn], we have a

canonical map of sheaves HT : TpG → ωGD . The analogous definition works when S is an adic

formal scheme on which p is topologically nilpotent.

The following proposition plays a crucial role in this dissertation.

Proposition 1.5.7. Let α = p and S be a p-adic normal formal scheme over A without A-

torsion, and let G/S be a p-divisible group of height h and dimension d. Assume that there

exists a positive integer n such that p ∈ Hdgp
n+1

. Then the level-n canonical subgroup Hn ⊂ G

exists, and we have

ker(ωG → ωHn) ⊂ pnHdg
− p

n−1
p−1 ωG.

In particular, we have a well-defined map, which will also be denoted by HT by abuse of notation,

HD
n

HT−−→ ωHn →
ωG

pnHdg
− pn−1

p−1 ωG

.

Moreover assume that S is connected and HD
n (S) ∼= (Z/pnZ)d.
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(i) Let ΩG ⊂ ωG be the OS-submodule generated by some (hence any) lift of the images of a

Z/pnZ-basis of HD
n (S) along HT. Then ΩG is locally free of rank d.

(ii) The OS-module [det(ΩG) : det(ωG)] is an invertible ideal whose (p − 1)-th power is Hdg.

We will denote it by Hdg
1
p−1 .

(iii) Setting I(G) := pnHdg
− pn

p−1 , then Hdg
1
p−1ωG ⊂ ΩG ⊂ ωG, and the map HT induces an

isomorphism

HD
n (S)⊗Z OS/I(G) ∼= ΩG ⊗OS OS/I(G).

Proof. Our statement follows the discussion in [AI17, § 6.1]. For the main part and item (i),

note that S is normal, so we can reduce to the case S = Spf(R) for some complete discrete

valuation ring R of characteristic (0, p), which in turn follows from the discussion in [AIP15, §
3.2]. Item (ii) follows from [AIP, Proposition A.3] and item (iii) can be deduced directly from

items (i) and (ii).

Remark 1.5.8. Let Cp be a complete algebraically closed non-Archimedean field over Qp(for

example, the p-adic completion of any algebraic closure of Qp), and let OCp be its ring of integers.

Then for any p-divisible group G/OCp, the Hodge-Tate period morphism HT induces the Hodge-

Tate complex

0→ Lie(G)(1)
HT∨

GD
(1)

−−−−−−→ TpG⊗Zp OCp
HTG−−−→ ωGD → 0

whose cohomology groups are killed by p
1
p−1 . For details, we refer to [SW13, Proposition 4.3.6]

and the references therein.

1.6 Formal vector bundles with marked sections

In this section, we briefly introduce the machinery of vector bundles with marked sections

(abbreviated as VBMS), following the article [AI17]. Throughout this section, S will be a

fixed connected formal scheme with an invertible ideal of definition I ⊂ OS , and S̄ will be the

reduction of S modulo I. We will only consider formal schemes f : T → S with the ideal of

definition f∗(I) ⊂ OT .

We first recall the notion of formal vector bundles.

Definition 1.6.1. A formal vector bundle of rank n over S is a formal scheme f : X → S

together with extra data, called charts, consisting of an affine open covering {Ui}i∈I of S and for

each i ∈ I, an isomorphism ψi : X|Ui
:= f−1(Ui) ∼= AnUi, such that for any i, j ∈ I and any affine

open formal scheme U ⊂ Ui ∩ Uj, the induced map ψj ◦ ψ−1
i on AnU is a linear automorphism.

A morphism g : X → Y between two formal vector bundles over S of ranks n, n′, with

charts ({Ui}, ψi)i∈I , ({U ′j}, ψ′j)j∈J respectively is a morphism of S-formal schemes such that for

every i ∈ I, j ∈ J and every affine open subscheme U ⊂ Ui ∩ U ′j, the composition

AnU
ψ−1
i−−→ X|U

g|U−−→ Y|U
ψ′j−→ An

′
U

is a linear map.

According to [AI17, Lemma 2.2], for any locally free OS-module E of finite rank over S, there

is a unique formal vector bundle V(E) over S such that V(E)(T ) = H0(T, t∗(E)∨) for any formal
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scheme t : T → S. Moreover, the functor E 7→ V(E) induces a rank-preserving anti-equivalence

between the category of locally free OS-modules of finite rank and the category of formal vector

bundles over S of finite rank.

Definition 1.6.2. Let E be locally free OS-module of finite rank over S and Ē be the associated

OS̄-module. A set of marked sections of E is a set of global sections {s1, .., sd} ⊂ H0(S̄, Ē) such

that the induced map

⊕di=1OS̄ → Ē ; (a1, ..., ad) 7→
∑

aisi

identifies Od
S̄

with a locally direct summand of Ē.

Definition 1.6.3. A system of vector bundles with marked sections over S (with respect to I)

is a triple (E ,F , {s1, ..., sd}) consisting of a locally free OS-module E of finite rank, a locally free

OS-submodule F ⊂ E of rank d such that E/F is also locally free, and a set of marked sections

{s1, ..., sd} of F . For simplicity, we denote (E , E , {s1, · · · , sd}) by (E , {s1, ...sd}).
A morphism between two systems of vector bundles with marked sections

f : (E ,F , {s1, ..., sd})→ (E ′,F ′, {s′1, ..., s′d})

is a morphism of OS-modules f : E → E ′ with modulo I reduction f̄ such that

f(F) ⊂ F ′; f̄(si) = s′i, ∀i = 1, ..., d.

Lemma 1.6.4. Let (E , {s1, ..., sd}) be a system of vector bundle with marked sections over S.

(i) The subfunctor V0(E , s1, ..., sd) of V(E) that associates to any formal scheme t : T → S

the subset of sections ρ ∈ H0(T, t∗(E)∨) whose modulo I reduction ρ̄ satisfies ρ̄(t∗(si)) = 1

for every i = 1, ..., d is represented by an open formal subscheme of an admissible formal

blow up of V(E).

(ii) If there is a OS-submodule F ⊂ E of rank d such that (E ,F , {s1, ..., sd}) is a system of

vector bundles with marked sections, then we have a Cartesian diagram

V0(E , s1, ..., sd)

��

// V(E)

��
V0(F , s1, ..., sd) // V(F)

whose vertical arrows are principal homogeneous spaces under the group of affine transfor-

mations Ah−dS . Let

f0 : V0(E , s1, ..., sd)→ S, f ′0 : V0(F , s1, ..., sd)→ S

be the structure morphisms. Then f0,∗OV0(E,s1,...,sd) is endowed with an increasing filtration

Fil• such that

(a) the sheaf f0,∗OV0(E,s1,...,sd) is the I-adic completion of lim−→d
Fildf0,∗OV0(E,s1,...,sd);

(b) for each h ∈ N, we have Grhf0,∗OV0(E,s1,...,sd)
∼= f ′0,∗OV0(F ,s1,...,sd) ⊗OS Symh(E/F).
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Proof. We give a sketch here. For details of item (i), see [AI17, Lemma 2.4], and for details of

item (ii), see [AI17, Lemma 2.5 & Corollary 2.6].

Let U = Spf(R) ⊂ S be an open affine such that I(U) = (τ), F(U) is a free R-module with a

basis {ei}i=1,..,d satisfying ei mod τ = si, and E(U) is a free R-module with a basis {ei}i=1,...,d′ .

Then by sending ei to Xi, we have

V(E)|U = Spf(R〈X1, ..., Xd′〉), V(F)|U = Spf(R〈X1, ..., Xd〉).

Let Zi = Xi−1
τ for each i = 1, ..., d. Unwinding the definition, we have

V0(E , s1, ..., sd)|U = Spf(R〈Z1, ..., Zd, Xd+1, ..., Xd′〉), V0(F , s1, ..., sd)|U = Spf(R〈Z1, ..., Zd〉),

and Filhf0,∗OV0(E,s1,...,sd)(U) consists of polynomials of degree ≤ h in the variables Xd+1, ..., Xd′

with R〈Z1, ..., Zd〉-coefficients. This local description allows us to prove the desired results.

In cases that we want to emphasize the ideal I, we put it at the end of the notation. For

example, we write V0(E , s1, .., sd) with respect to I as V0(E , s1, ..., sd; I).

We have the following functoriality result.

Lemma 1.6.5. Let

g : (E ′,F ′, {s′1, ..., s′d})→ (E ,F , {s1, ...., sd})

be a morphism of systems of vector bundles with marked sections over S. Then we have a

commutative diagram

V0(E , s1, ..., sd) //

g

��

V0(F , s1, ..., sd)

g

��
V0(E ′, s′1, ..., s′d) // V0(F ′, s1, ..., sd).

Consequently, the induced morphism

g : f ′0,∗OV0(E ′,s′1,...,s′d) → f0,∗OV0(E,s1,..,sd)

is compatible with filtration, where

f0 : V0(E , s1, ..., sd)→ S, f ′0 : V0(E ′, s′1, ..., s′d)→ S

are the structure morphisms.

Fix a Zp-algebra A together with a non-zero divisor τ ∈ A such that A is τ -adic and assume

S is a τ -adic formal scheme locally of finite type over Spf(A). Note that I and (τ) defines the

same topology. Let (E ,F , {s1, · · · , sd}) be a system of vector bundles with marked sections and

∇ : E → E⊗̂OSΩ1
S/A be a flat connection such that every si is horizontal for the reduction of ∇

modulo I.

Lemma 1.6.6. We have a flat connection

∇0 : f0,∗OV0(E,s1,...,sd) → f0,∗OV0(E,s1,...,sd)⊗̂OSΩ1
S/A,

where ⊗̂ is the τ -adic completed tensor product. Moreover, we have the following:

(i) The connection ∇0 satisfies Griffiths transversality with respect to Fil•, i.e.

∇0(Filhf0,∗(OV0(E,s1,...,sd))) ⊂ Filh+1f0,∗(OV0(E,s1,...,sd))⊗̂OSΩ1
S/A, ∀ h ∈ N.
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(ii) The induced map

Grh(∇0) : Grhf0,∗OV0(E,s1,...,sd) → Grh+1f0,∗OV0(E,s1,...,sd)⊗̂OSΩ1
S/A

is OS-linear for each h ∈ N and Gr•(∇0) is Sym•(E/F)-linear.

Proof. The connection is constructed using Grothendieck’s description (see Definition 1.3.3).

More precisely, let S1 = Spf(OS ⊕ Ω1
S/A), j1, j2 be the two projections, and ε : j∗1(E) → j∗2(E)

be the isomorphism of OS1-modules corresponding to ∇. Let ε̄ be the reduction of ε modulo I.

The horizontal assumption on {si}i=1,..,d implies that

ε̄(j∗1(si)) ≡ j∗2(si), ∀ 1 ≤ i ≤ d.

Then we have a morphism of systems of vector bundles with marked section over S1

ε : (j∗1(E), j∗1(F), {j∗1(s1), ..., j∗1(sd)})→ (j∗2(E), j∗2(F), {j∗2(s1), ..., j∗2(sd)}).

By Lemma 1.6.5, we have a commutative diagram

V0(E , s1, ..., sd)×S,j2 S1

��

ε // V0(E , s1, ..., sd)×S,j1 S1

��
V0(F , s1, ..., sd)×S,j2 S1 ε // V0(F , s1, ..., sd)×S,j1 S1

Once again by Grothendieck’s description, we get the desired connection ∇0. For more details

and the remaining part of the proof, see [AI17, Lemma 2.9].

The connection ∇0 has the following functoriality.

Proposition 1.6.7. Let

g : (E ′,F ′, {s′1, ..., s′d})→ (E ,F , {s1, ...., sd})

be a morphism of systems of vector bundles with marked sections over S, and assume that we

are given connections

∇′ : E ′ → E ′⊗̂OSΩ1
S/A, ∇ : E → E⊗̂OSΩ1

S/A

such that ∇◦g = (g⊗Id)◦∇′. If all s′i are horizontal for ∇′ modulo I, then ∇0◦g = (g⊗Id)◦∇′0.

Proof. For details, we refer to [AI17, Corollary 2.7 & Lemma 2.9].

1.6.1 Formal vector bundles with marked sections associated to p-divisible groups

In this dissertation, we will only consider formal vector bundles with marked sections coming

from p-divisible groups. Let S be a connected normal p-adic formal scheme and let G/S is a

p-divisible group of height h, dimension d. Assume that there is an integer n ∈ N such that

p ∈ Hdgp
n+1

. Let Hn ⊂ G be the level-n canonical subgroup. Assume that Hn(S) ∼= (Z/pnZ)d,

and let I := I(G) := pnHdg
− pn

p−1 . Note that I(G) is invertible thanks to Lemma 1.5.4.
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Definition 1.6.8. We define H]
G to be the push-out of

Hdg(G)
1
p−1ωG //

��

Hdg(G)
1
p−1H1

dR(G),

ΩG

and set P1, ..., Pd to be a fixed basis of HD
n (S) and si to be the image of HT(Pi) in H0(S,ΩG/I(G)ΩG).

Proposition 1.6.9. [AI17, Proposition 6.2-6.3] We have an exact sequence of locally free OS-

modules

0→ ΩG → H]
G → Hdg(G)

1
p−1ω∨GD → 0

Moreover, (H]
G,ΩG, {s1, ..., sd}) is a system of vector bundles with marked sections over S with

respect to the ideal I(G).

If moreover GD[pn](S) ∼= (Z/pnZ)h, then the Gauss-Manin connection ∇ on H1
dR(G) induces

a connection

∇]G : H]
G → H]

G⊗̂OS
1

Hdg(G)
1
p−1

Ω1
S/A

such that for each 1 ≤ i ≤ d, ∇]G(si) ≡ 0 modulo I(G).

We remark that if the ideal Hdg(G)
1
p−1 is a p-th power in OS/pOS , we have a connection

∇]G : H]
G → H]

G⊗̂OSΩ1
S/A.

Let G′/S be another p-divisible group of height h and dimension d such that

Hdg(G′) ⊂ Hdg(G), and p ∈ Hdg(G′)p
n+1

.

Assume there is an isogeny f : G′ → G which induces an isomorphism between the level-n

canonical subgroups H ′n ⊂ G′ and Hn ⊂ G.

Proposition 1.6.10. [AI17, Proposition 6.4-6.5] Setting I := I(G′), the isogeny f : G′ → G

induces a natural morphism of exact sequences

0 // ΩG
//

f∗

��

H]
G

//

f]

��

Hdg(G)
1
p−1ω∨

GD
//

��

0

0 // ΩG′
// H]

G′
// Hdg(G′)

1
p−1ω∨

G′,D
// 0

where f∗ : ΩG → ΩG′ is an isomorphism, f∗(si) = s′i mod I for each i = 1, ...d and the right

vertical arrow is induced by fD : GD → G′,D. If

GD[pn](S) ∼= (Z/pnZ)h, G′,D[pn](S) ∼= (Z/pnZ)h,

then f ] : H]
G → H]

G′ is compatible with the connections ∇]G and ∇]G′.

1.7 Measures on Zp and the weight space

In this section, we briefly recall the p-adic measure theory of Zp and the weight space

associated with Z×p .
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1.7.1 Measures on Zp

Our main reference for the measure theory on Zp is the lecture note [Col04].

Definition 1.7.1. Let |·| be the p-adic norm on Qp normalized by |p| = p−1. A Qp-Banach

algebra is a Qp-algebra B equipped with a function ‖·‖ : B → R≥0 satisfying that

(i) ‖1‖ = 1, and ‖a‖ = 0 if and only if a = 0;

(ii) for any a, b ∈ B,

‖ab‖ ≤ ‖a‖‖b‖, ‖a+ b‖ ≤ max{‖a‖, ‖b‖};

(iii) for any x ∈ Qp, a ∈ B, ‖xa‖ = |x|‖a‖,

and that B is complete with respect to metric induced by ‖·‖. A Qp-Banach algebra (B, ‖·‖) is

called uniform if the unit ball B◦ := {a ∈ B : ‖a‖ ≤ 1} contains all power bounded elements in

B.

Definition 1.7.2. Let (B, ‖·‖) be any uniform Qp-Banach algebra, and C◦(Zp, B) be the space of

continuous B-valued functions on Zp equipped with the norm ‖f‖ := supx∈Zp |f(x)|. A B-valued

measure on Zp is a continuous B-linear function from C◦(Zp, B) to B. We denote the space of

B-valued measure on Zp by D0(Zp, B).

For any B-valued measure µ on Zp, its Amice transformation is the power series

Aµ(T ) =

∫
Zp

(1 + T )xdµ :=
∑
n≥0

∫
Zp

(
x

n

)
dµTn ∈ B[[T ]].

The structures of C◦(Zp, B) and D◦(Zp, B) are well-understood by the following theorem of

Mahler.

Theorem 1.7.3. Let B be any uniform Qp-Banach algebra.

(i) A function f : Zp → B is continuous if and only if f(x) =
∑

n≥0 bn
(
x
n

)
, with bn ∈ B and

bn → 0.

(ii) The Amice transformation is an isometry from D0(Zp, B) to the set

{
∑
n≥0

bnT
n : bn ∈ B, sup

n≥0
|bn| <∞}

equipped with the norm given by ‖
∑

n≥0 bnT
n‖ := supn≥0 |bn|.

Proof. For details, we refer to [Col04, Theorems 1.3.2 & 1.4.5].

For any f ∈ C◦(Zp,Qp) and µ ∈ D◦(Zp, B), we can define a new measure f · µ by setting

(f · µ)(g) := µ(fg) for any g ∈ C◦(Zp, B). The Amice transformation of f · µ is explicitly

computed for typical functions in [Col04, Page 13].

Proposition 1.7.4. Let µ ∈ D◦(Zp, B) with Aµ(T ) =
∑

n≥0 bnT
n.

(i) If f(x) = x, then Af ·µ(T ) = ∂Aµ(T ) where ∂ := (1 + T ) d
dT ;
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(ii) If f is the characteristic function on i+ pnZp, then

Af ·µ(T ) = p−n
∑
zp=1

z−iAµ(z(1 + T )− 1).

Definition 1.7.5. We define the φ operator on D◦(Zp, B) by

µ 7→ φ(µ) : f 7→
∫
Zp
f(px)dµ

and the ψ-operator by

µ 7→ ψ(µ) : f 7→
∫
Zp
f(
x

p
)dµ.

Here when x
p /∈ Zp, we understand f(xp ) to be 0.

The following proposition follows from the discussion in [Col04, Page 14].

Proposition 1.7.6. For any µ ∈ D0(Zp, B), we have

Aφ(µ)(T ) = Aµ((1 + T )p − 1); Aψ(µ)(T ) =
1

p

∑
zp=1

Aµ(z(1 + T )− 1).

Moreover, ψ ◦ φ = Id, and ψ(µ) = 0 if and only if µ is supported on Z×p . Actually, if f is the

characteristic function of Z×p , then φ ◦ ψ(µ) = fµ.

The space D◦(Zp,Qp) is related to the Iwasawa algebra Zp[[Zp]].

Definition 1.7.7. For any profinite group G, the completed group algebra of G with Zp-coefficients

is Zp[[G]] := lim←−open H�G
Zp[G/H] equipped with the projective limit topology.

Proposition 1.7.8. Any element µ ∈ Zp[[Zp]] is the projective limit of some

µn =
∑

g∈Zp/pnZp

ag[g] ∈ O[Zp/pnZp],

and the map Zp[[Zp]]→ D0(Zp,Qp) induced by the integration pairing

(µ, f) 7→
∫
Zp
fdµ := lim

n→∞

∑
g∈Z/pnZ

agfn(g)

is a well-defined injection whose image is just the unit ball in D◦(Zp,Qp). Here {fn} is any

sequence of functions such that each fn factors through Zp/pnZp and limn→∞ fn = f .

Proof. For details, we refer to [ST04, § 12].

For completeness, we record Amice’s locally analytic analogue of Mahler’s theorem, which

is used implicitly in the discussion of the weight space. For any uniform Banach Qp-algebra B

and any positive integer h, a function f : Zp → B is called h-analytic if for any a ∈ Zp, there

is fa(T ) ∈ B〈T 〉 such that fa(x) = f(phx+ a) for any x ∈ Zp. Then Amice’s theorem, which is

[Col04, Theorem 1.7.8], says

Theorem 1.7.9. A function f : Zp → B is h-analytic if and only if there exists bn ∈ B, bn → 0

as n→∞ such that f(x) =
∑

n≥0 bn[ n
ph

]!
(
x
n

)
. Moreover, for each n ≥ 0,

[
n

ph
]!

(
x

n

)
(Zp + phB◦) ⊂ B◦,

where [·] is the greatest integer function.
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1.7.2 The weight space

Our exposition on the weight space follows from [AIP, § 2]. The discussion in [CHJ17, § 2.1]

is also be helpful.

Let q = 4 if p = 2 and q = p if p ≥ 3. Decomposing Z×p as (Z/qZ)× × (1 + qZp), then we

have an isomorphism

Zp[[Z×p ]] ∼= Zp[(Z/qZ)×][[T ]]; exp(q) 7→ 1 + T .

We will identify Λ := Zp[[Z×p ]] (resp. Λ0 := Zp[[1 + qZp]]) with Zp[(Z/qZ)×][[T ]] (resp. Zp[[T ]])

equipped with the (p, T )-adic topology.

Lemma 1.7.10. [AIP, Lemma 2.1] The space Spa(Λ,Λ) is a noetherian adic space. Moreover,

we have the following:

(i) There is a 1 − 1 correspondence between the non-analytic points in Spa(Λ,Λ) and points

in Spec(Fp[(Z/qZ)×]); and

(ii) The open subspace Spa(Λ,Λ)a of analytic points is covered by the open subsets

{x ∈ Spa(Λ,Λ) : |x(p)| 6= 0}, {x ∈ Spa(Λ,Λ) : |x(T )| 6= 0}.

We call Spa(Λ,Λ)a the adic weight space, and the open subspace Wrig := {x ∈ Spa(Λ,Λ) :

|x(p)| 6= 0} the rigid analytic weight space.

Definition 1.7.11. Denote Spa(Λ(0),Λ(0)) by W(0), and for any closed interval I = [pa, pb] with

a ∈ N ∪ {−∞}, b ∈ N, denote the open affinoid subspace

{x ∈ W(0) : |p|x ≤ |T |p
a

x 6= 0; |T |pbx ≤ |p|x 6= 0}

by W(0)
I , where for a = −∞, the first condition is understood as empty.

We have

Λ
(0)
I := O+

W(0)
I

(W(0)
I ) =

Λ(0)〈T p
b

p 〉, if a = −∞,

Λ(0)〈 p
T pa

, T
pb

p 〉, if a 6= −∞.

By equipping Λ
(0)
I [1

p ] with the norm ‖a‖ := inf
n,pna∈Λ

(0)
I

pn, we obtain a uniform Qp-Banach

algebra whose unit ball is Λ
(0)
I .

The functor sending complete affinoid (Zp,Zp)-algebra (A,A+) to the group of continuous

homomorphisms Hom(Z×p , A×) is represented by the affinoid ring (Λ,Λ). Moreover, the universal

character κ : Z×p → Λ× is given by sending a ∈ Z×p to the group-like element [a]. For each

closed interval I ⊂ [0,∞), let κI : Z×p → Λ×I be the induced universal character. We define the

weight of κI to be

µκI := lim
a→1

log κI(a)

log(a)
.

Then for any affinoid ring (A,A+) over (Zp,Zp), and for any interval I ⊂ [0, pnq−1], the character

κI extends uniquely to a function

Z×p (1 + qpn−1A+)→ (A+)×; t 7→ κI(t) := log(µκI exp(t)), ∀ t ∈ 1 + qpn−1A+.

Let G+
a (resp. G+

m) be the sheaf such that for any affinoid ring (A,A+),

G+
a (A,A+) := A+ (resp. G+

m(A,A+) := (A+)×).
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Proposition 1.7.12. [AIP, Proposition 2.1] For n ≥ 1 and I = [0, pnq−1], the universal char-

acter κI defines a unique pairing

WI × Z×p (1 + qpn−1G+
a )→ G+

m

which restricts to a pairing

WI × (1 + qpn−1G+
a )→ 1 + qG+

a .

Remark 1.7.13. Following [KL16, § 2.6], a quasi-Stein space in the category of locally noetherian

adic space is an object X which can be written as the union of an ascending sequence

X0 ⊂ X1 ⊂ .... ⊂ Xn ⊂ ...

of affinoid subspaces such that for each i ≥ 0, the natural map O(Xi+1) → O(Xi) has dense

image. Then according to [Eme07, Proposition 6.4.5] (see also [ST03, Theorem 4.11]), Wrig is

a quasi-Stein space. In particular, H0(Wrig,OW) ia a Fréchet Qp-algebra which is faithfully flat

over Λ[1/p].



2 Nearly overconvergent quaternion modular forms

In this chapter we will first discuss the Hasse invariant of a false elliptic curves and establish

the integral models of strict neighborhoods of the ordinary locus of Shimura curves.

Then we will apply the VBMS machinery to (a certain direct summand of) the p-divisible

group associated to the universal false elliptic curve to construct the nearly overconvergent

quaternion modular sheaf Wκ for a certain weight κ.

After that, we will study the filtration of Wκ, analyze the (meromorphic) Gauss-Manin

connection on Wκ, and define the Hecke operators, in particular the Up-operator, on Wκ.

Finally, we will study the local behavior of the Gauss-Manin connection and Hecke operator

in Serre-Tate coordinates, and show that the Gauss-Manin connection iterates p-adically.

2.1 Shimura curve over Q

In this section, we briefly recall the moduli description of Shimura curves over Q.

2.1.1 Quaternion algebras

Definition 2.1.1. Let F be any field. A quaternion algebra B/F is a four-dimensional central

simple algebra over F .

It is well-known, see [Voi17, § 3.5 & 6.2], that

Proposition 2.1.2. Let F be any field. A quaternion algebra B/F is either M2(F ) or a division

algebra over F . Moreover, if F has characteristic other than 2, then there exists a F -basis 1, i, j, k

of B such that

a := i2 ∈ F×, b := j2 ∈ F×, k = ij = −ji;

while if the characteristic is 2, there exists a F -basis 1, i, j, k of B such that

a := i2 + i ∈ F ; b := j2 ∈ F×; k = ij = j(i+ 1).

We will denote the quaternion algebra B/F by (a, b | F ) and [a, b | F ) respectively.

Definition 2.1.3. Let B/F be a quaternion algebra. If B = (a, b | F ) with the basis {1, i, j, k},
we define the main involution on B to be

− : B → B; α = x1 + x2i+ x3j + x4k 7→ ᾱ := x1 − x2i− x3j − x4k;

if B = [a, b | F ) with a basis {1, i, j, k}, we define the main involution on B to be

− : B → B; α = x1 + x2i+ x3j + x4k 7→ ᾱ := α+ x2.

The reduced trace Tr and reduced norm N on B are defined as

Tr(α) := ᾱ+ α; resp. N(α) := ᾱα.

Clearly, the main involution is standard, i.e. xx̄ ∈ F for any x ∈ B.
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Definition 2.1.4. Let O ⊂ F be a subring and B/F be a quaternion algebra. An O-order in B

is a subring L ⊂ B such that L is finitely generated as an O-module and L⊗O F = B.

(i) An O-order is called maximal if it is not strictly contained in any larger order.

(ii) An O-order is called Eichler if it is the intersection of two maximal orders.

Definition 2.1.5. Let B be a quaternion algebra over a field F . For any x1, .., x4 ∈ B, we

define the discriminant of x1, .., x4 to be

d(x1, .., x4) := det(Tr(xixj)1≤i,j≤4).

Let O ⊂ F be a subring and L ⊂ B be an O-order. The discriminant disc(L) of L is the ideal of

O generated by

{d(x1, .., x4) : x1, ..., x4 ∈ L};

and the reduced discriminant disc′(L) of L is the ideal of O generated by

{m(x1, x2, x3) : x1, .., x3 ∈ L}, m(x1, x2, x3) := Tr((x1x2 − x2x1)x̄3).

Lemma 2.1.6. [Voi17, Lemma 15.4.8] Given two projective O-orders L ⊂ L′ ⊂ B, we have

disc′(L) = [L′ : L]disc′(L′); disc′(L)2 = disc(L).

Quaternion algebras over Q

The following result is well-known. For details, see for example [Ser79].

Proposition 2.1.7. We have the following classification of quaternion algebras:

(i) The 2-by-2 matrix ring M2(C) is the unique quaternion algebra over complex numbers C.

(ii) The matrix ring M2(R) and the Hamilton quaternion H = (−1,−1 | R) are the only quater-

nion algebras over R. Moreover, H⊗R C ∼= M2(C).

(iii) Let ` be a rational prime and L/Q` be a finite extension with uniformizer π. Then there

exist only two quaternion algebras over L: M2(L) and (π, u | L) where u is a non-square

in O×L . Moreover, for any degree-2 field extension L′/L, we have that (π, u | L) ⊗L L′ ∼=
M2(L′).

Definition 2.1.8. A quaternion algebra B over a local field is called ramified if B is a division

algebra, and unramified if B is the 2-by-2 matrix ring.

Let F be a number field. A quaternion algebra B/F is called ramified resp. unramified at a

place v if Bv := B ⊗F Fv is ramified resp. unramified. When F = Q, B is called definite resp.

indefinite if B ⊗Q R is ramified resp. unramified.

Theorem 2.1.9. For any number field F , there is a 1 − 1 correspondence between quaternion

algebras over F and subsets of non-complex places of F with even cardinality given by sending

a quaternion algebra B/F to the set of ramified places of B.

Moreover if K/F is a quadratic field extension, then the following are equivalent:

(i) the field K splits B, i.e. B ⊗F K ∼= M2(K);
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(ii) no ramified finite place of B in F splits in K and no ramified archimedean place of B in

F is unramified in K;

(iii) there exists an embedding K ↪→ B of F -algebras.

Proof. For details of the 1−1 correspondence, we refer to [Voi17, Theorem 14.1]. The equivalence

between item (i) and item (ii) is an application of the 1 − 1 correspondence and item (iii) of

Proposition 2.1.7. The equivalence between item (iii) and item (i) is a special case of the

Skolem-Noether theorem.

Definition 2.1.10. For any quaternion algebra B/Q, the discriminant ∆ of B is the product of

all ramified non-Archimedean places of B.

Note that B is uniquely determined by ∆, and in particular, B is definite resp. indefinite if

and only if ∆ has an odd resp. even number of distinct prime factors.

For any global field or non-Archimedean local field F with ring of integers OF and any

quaternion algebra B/F , we refer to an OF -order simply as an order. We record the following

results.

Proposition 2.1.11. [Voi17, Proposition 23.43] For any finite field extension F/Qp with uni-

formizer π and for any quaternion algebra B/F , we have that:

• if B is ramified, there exists a unique maximal order, consisting of all OF -integral elements.

• if B = M2(F ), then all maximal orders of B are conjugate to M2(OF ). Moreover, any

Eichler order of B with reduced discriminant πn is conjugate to the standard Eichler order

of level πn (
OF OF
πnOF OF

)
.

Theorem 2.1.12. [Voi17, Theorem 9.5.1] Let B/Q be a quaternion algebra with discriminant

∆ and L ⊂ B be a fixed order. Then the assignment M 7→ {Mv}v defines a 1−1 correspondence

between the set of orders in B and the set of collections of orders Nv ⊂ Bv indexed by places v

of Q such that Nv = Lv for all but finitely many primes.

By [Voi17, Paragraph 23.4.19, Lemma 10.4.2 & Theorem 23.2.9], we have

Corollary 2.1.13. Let B/Q be a quaternion algebra with discriminant ∆. An order L ⊂ B is

maximal if and only if disc′(L) = ∆. More generally, for any Eichler order L ⊂ B,

(i) the reduced discriminant disc′(L) = N∆ for some integer N ≥ 1, called the level of L, with

(N,∆) = 1;

(ii) for (v,∆) = 1, Lv is conjugate to the standard Eichler order of level vordv(N);

(iii) for v | ∆, Lv is the maximal order.

By [Voi17, Example 28.4.15], we know that if B/Q is indefinite, then all Eichler orders of

the same level are conjugate.
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2.1.2 False elliptic curves and false isogenies

In this subsection, B/Q will be an indefinite quaternion algebra of discriminant ∆ together

with a fixed maximal order OB and a fixed isomorphism B ⊗Q R ∼= M2(R), and B(p)/Q will be

the unique definite quaternion algebra with discriminant

{
p∆ if p - ∆

p−1∆ if p | ∆.

Definition 2.1.14. A false elliptic curve over a base scheme S is a pair (A, i) consisting of an

abelian surface A/S and an injective ring homomorphism i : OB → EndS(A). When i is clear

from content, we omit it in the notation.

Definition 2.1.15. Let (A, i), (B, j) be false elliptic curves over a base scheme S. A false

homomorphism f : (A, i) → (B, j) is a S-group homomorphism such that for any x ∈ OB,

f ◦ i(x) = j(x)◦f . A false homomorphism f is called a false isogeny if f is an isogeny of abelian

schemes.

The set of all false homomorphism from (A, i) to (B, j) is denoted by HomOB ((A, i), (B, j)).

If (A, i) = (B, j), we denote HomOB ((A, i), (B, j)) by EndOB (A, i) and equip it with the ring

structure given by composition. Moreover, we set End◦OB (A, i) := EndOB (A, i)⊗Z Q.

False elliptic curves

False elliptic curves over fields are well-understood.

Proposition 2.1.16. [Phi15, Proposition 2.1.4] Given any false elliptic curve (A, i) over F̄p,
then End◦OB (A) is

(i) either an imaginary quadratic field K/Q which splits B; or

(ii) the definite quaternion algebra B(p).

Moreover, A is isogenous to E2 for some elliptic curve E/F̄p where E is ordinary in case (i)

and supersingular in case (ii).

Let H ⊂ C denote the upper half plane. View OB as a subring of M2(R) via the fixed

isomorphism B ⊗Q R ∼= M2(R) and for any τ ∈ H, set Λτ := OB

(
τ

1

)
. According to [Phi15,

Proposition 2.1.5 & 2.1.6], we have

Proposition 2.1.17. Any false elliptic curve (A, i) over C is of the form C2/Λτ for some τ ∈ H.

Moreover, for any false elliptic curve (A, i) over C,

(i) either (A, i) is simple with End◦(A) ∼= B (this forces B to be a division algebra) and

End◦OB (A) = Q; or

(ii) the false elliptic curve (A, i) is isogenous to E2 for some elliptic curve E/C. In this case,

(a) if B is a division algebra, then E/C admits complex multiplication by an imaginary

field K which splits B, and End◦OB (A) ∼= K;

(b) if E/C does not admit complex multiplication, then B = M2(Q) and End◦OB (A) = Q.
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Proposition 2.1.18. [Phi15, Lemma 2.1.9] Let (A, i), (B, j) be false elliptic curves over any

algebraically closed field. If A and B are isogenous as abelian varieties, then (A, i), (B, j) are

isogenous as false elliptic curves.

Let − be the main involution of B. By Theorem 2.1.9, there exists t ∈ B such that t2 = −∆

and the map

∗ : B 7→ B; a 7→ t−1āt

is an involution. Note that the order OB is stable under ∗ because it is stable under the main

convolution and the conjugation induced by t. By the discussion in [Buz97, Page 3], we have

the following result for families of false elliptic curves.

Theorem 2.1.19. Let S be any scheme with ∆ ∈ O×S , and let (A, i) be any false elliptic curve

over S. Then there exists a unique principal polarization λA : A → AD such that on each

geometric point s̄ ∈ S, the Rosati involution

† : End◦(As̄)→ End◦(As̄)

induces the involution ∗ on B.

We remark that here the action Oop
B on AD is given by a 7→ i(a)D, ∀ a ∈ OB.

False dual isogenies and false degrees

In this subsubsection, we will fix a connected base scheme S such that ∆ ∈ O×S . Combining

[Phi15, Lemma 2.1.13, Proposition 2.1.14 & Corollary 2.1.17], we have

Lemma 2.1.20. Let f : (A, i)→ (B, j) be a false isogeny of false elliptic curves over S. Then

the morphism

f ′ = λ−1
A ◦ f

D ◦ λB : (B, j)→ (A, i)

is also a false isogeny, referred to as the false dual isogeny of f , such that (f ′)′ = f . Moreover,

we have the following:

(i) If g : (A, i)→ (B, j), h : (B, j)→ (C, k) are false isogenies of false elliptic curves over S,

then

(f + g)′ = f ′ + g′; (h ◦ f)′ = f ′ ◦ h′.

(ii) The composition f ′ ◦ f : (A, i)→ (A, i) is the multiplication by an integer, called the false

degree of f and denoted by deg′(f), satisfying that

deg(f) = (deg′(f))2, deg′(f) = deg′(f ′).

By [Phi15, Lemma 2.1.18 & Proposition 2.1.19], we have

Proposition 2.1.21. Let (A, i), (B, j) be false elliptic curves over S. Any non-zero false ho-

momorphism f : (A, i)→ (B, j) is an isogeny and

deg′ : HomOB (A,B)→ Z, f 7→ deg′(f)

is a positive definite quadratic form.
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Let f : (A, i)→ (B, j) be a false isogeny of false elliptic curves over S. Note that the Cartier

dual of ker(f) is (canonically isomorphic to) ker(fD).

Definition 2.1.22. We define the Weil pairing 〈−,−〉 : ker(f)×ker(f ′)→ Gm to be the pairing

ker(f)× ker(fD)→ Gm pre-composed with the isomorphism ker(f ′)
λB−−→∼= ker(fD).

Note that we have

∀ P ∈ ker(f)(S), Q ∈ ker(f ′)(S), x ∈ OB, 〈i(x)P,Q〉 = 〈P, j(x∗)Q〉.

2.1.3 Shimura curves of level V1(N)

In this subsection, B/Q will be an indefinite quaternion division algebra of discriminant ∆

together with a maximal order OB ⊂ B and fixed isomorphisms

B ⊗Q R ∼= M2(R), OB ⊗Z Zv ∼= M2(Zv) ∀ v - ∆.

These data induce an isomorphism OB ⊗Z Z/NZ ∼= M2(Z/NZ) for any N ∈ N such that

(N,∆) = 1.

Definition 2.1.23. Let (A, i) be a false elliptic curve over a scheme S on which ∆ is invertible.

(i) A full level-N structure on (A, i) is an isomorphism of S-group schemes

ψ : (OB ⊗Z Z/NZ)S
∼−→ A[N ]

which preserves the left action of OB.

(ii) An arithmetic level-N structure (also called a level V1(N)-structure) on (A, i) is an inclusion

ψN : µN × µN ↪→ A[N ]

of group schemes with left action of OB over S, where we equip µN × µN with the OB-

action induced by the fixed isomorphism OB ⊗Z Z/NZ ∼= M2(Z/NZ) and the canonical

map Z/NZ→ EndS(µN ).

We will use (A, i, ψ) (resp. (A, i.ψN )) to denote a false elliptic curve (A, i) with a full (resp. an

arithmetic) level N structure.

The moduli problem of false elliptic curves with level V1(N)-structure is representable. More

precisely, as stated in [Buz97, § 2],

Theorem 2.1.24. Assume N ≥ 4. The functor associates to an Z[ 1
N∆ ]-scheme S the iso-

morphism classes of false elliptic curves with level V1(N)-structure over S is representable by

a scheme XB
1 (N) which is smooth, proper and of relative dimension 1 over Z[ 1

N∆ ] with geo-

metrically irreducible fibers. In particular, there is a universal false elliptic curve with level

V1(N)-structure over XB
1 (N), which will be denoted by (A, i, ψN ).

Remark 2.1.25. Analogous to the discussion in [Kat77, § 1.4], for a false elliptic curve (A, i)

over S, we can define the naive level-N structure to be an inclusion

ψN : (Z/NZ× Z/NZ)S ↪→ A[N ].
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When S contains all N -th roots of unity, by fixing an isomorphism Z/NZ ∼= µN , we can identify

a naive level-N structure with an arithmetic one.

On the other hand, suppose that (A, i, ψN ) is a false elliptic with naive level-N structure

over S. Then A′ := A/Im(ψN ) together with the induced embedding i′ : OB → EndS(A′)

is a false elliptic over S and the quotient map π : (A, i) → (A′, i′) is a false isogeny. Let

π′ : (A′, i′) → (A, i) be the false dual isogeny. Then ker(π′) is the Cartier dual of Im(ψN ) and

we have an isomorphism

ψ′N : µN × µN ∼= ker(π′) ⊂ A′[N ].

The assignment (A, i, ψN ) 7→ (A′, i′, ψ′N ) induces a 1 − 1 correspondence between false elliptic

curves together with a naive level-N structure over S and false elliptic curves together with an

arithmetic level-N structure over S.

Since we will consider p-adic theory for (p,N∆) = 1, it is (almost) equivalent to choose

either level-N structure. We choose the arithmetic one, because it has slightly better rationality

properties.

Definition 2.1.26. The Z[ 1
N∆ ]-scheme XB

1 (N) is called the Shimura curve of level V1(N) asso-

ciated to the indefinite quaternion division algebra B.

We include the following complex description of XB
1 (N) for completeness. Let A (resp. Af )

be the ring of adèles (resp. finite adèles) of Q and OB,f = OB ⊗Z Ẑ. Then we have a surjective

ring(resp. group) homomorphism

OB,f →M2(Z/NZ), resp. O×B,f → GL2(Z/NZ).

Let V1(N) be the pre-image of

{

(
a b

c d

)
∈ GL2(Z/NZ) : c ≡ 0, d ≡ 1 mod N}

and V∞ ⊂ GL2(R) be the stabilizer of
√
−1 under the Möbius action of GL2(R) on C− R. By

the discussion in [Buz97, Page 5],

Proposition 2.1.27. There is a natural bijection between XB
1 (N)(C) and

B×\(B ⊗Q A)×/V1(N)V∞.

Let OB,N be the standard Eichler order of level N in OB, i.e. the Eichler order whose image

along the isomorphism OB ⊗Z Z/NZ ∼= M2(Z/NZ) consists of upper triangular matrixes, and

let Γ1,N be the group of units in OB,N whose reduced norm is 1 and whose image along the fixed

isomorphism has the form

(
1 ∗
0 1

)
. Then we have the following bijection

XB
1 (N)(C) = Γ1,N\H.

2.1.4 Summary of notations

We fix the following notations for the remaining part of this chapter. Recall that p is a fixed

rational prime.
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• B/Q will be an indefinite quaternion division algebra of prime-to-p discriminant ∆ and

main involution −, together with a fixed isomorphism B ⊗Q R ∼= M2(R).

• OB ⊂ B will be a maximal order with fixed isomorphisms OB ⊗Z Zv ∼= M2(Zv) for all

finite place v - ∆.

• N will be a positive integer such that N ≥ 4, (N,∆) = 1 and (p,N∆) = 1.

• † will be the involution on B defined by a† = t−1āt for a fixed element t ∈ B such that

t2 = −∆.

• e ∈ OB,p will be a non-trivial idempotent, and g, g′ will be elements in O×B,p such that

1− e = g−1eg, e† = (g′)−1eg′.

This is possible because all non-trivial idempotents in OB,p are conjugate by Skolem-

Noether theorem.

• All false elliptic curves will be defined with respect to OB.

• For any false elliptic curve (A, i) defined over a base scheme on which ∆ is invertible,

λA : A → AD will be the principal polarization such that on each geometric point, the

corresponding Rosati involution is compatible with †.

• For any false isogeny f : (A, i) → (B, j) with false dual isogeny f ′ : (B, j) → (A, i), the

Weil pairing 〈−,−〉 : ker(f)× ker(f ′)→ Gm will satisfy

〈xP,Q〉 = 〈P, x†Q〉, ∀ P ∈ ker f, Q ∈ ker f ′, x ∈ OB.

• For any false elliptic curve with level V1(N)-structure (A, i, ψN ) and any finite flat group

subscheme H of A of rank prime to N which is stable under the action of OB, the quotient

of (A, i, ψN ) by H will be the triple (A/H, i, ψ′N ) where i : OB → End(A/H) is the

embedding induced by the quotient isogeny π : A→ A/H, and ψ′N : µN ×µN → A/H[N ]

is the unique level V1(N)-structure on (A/H, i) which makes the diagram below commute:

µN × µN
ψN

yy

ψ′N

&&
A[N ]

π // A/H[N ].

• XB
1 (N) will be the Shimura curve of level V1(N) and (A, i, ψN ) will be the universal false

elliptic curve together with the universal level V1(N)-structure over XB
1 (N). Via base

change, we will view XB
1 (N), A as Zp-schemes and we will denote the p-adic completion

of XB
1 (N), A by X̂B

1 (N), A respectively. When no confusion arises, we will simply write

XB
1 (N) (resp. X̂B

1 (N)) as X (resp. X̂).
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2.2 The Hasse invariant and the partial Igusa tower

2.2.1 p-divisible groups associated to false elliptic curves

Let S be any Zp-scheme and (A, i) be any false elliptic over S. Given any n ≥ 1 and any

finite flat group subscheme H ⊂ A[pn] which is stable under the action of OB, we have an

OB,p-action on H since Zp acts on H via Zp/pnZp. Set

H2 := ker(e : H → H); H1 := ker(1− e : H → H).

The inclusion H1×H2 → H is an isomorphism and the chosen element g induces an isomorphism

g : H1
∼= H2.

Lemma 2.2.1. [Kas99, Lemma 10.1] Given any n ≥ 1, let H ⊂ A[pn] be any finite flat group

subscheme. Then H is stable under the OB-action if and only if there exist group subschemes

Hi ⊂ H for i = 1, 2 such that H = H1 ×H2, (1− e)H1 = 0 and H2 = g(H1).

In particular, for each n ≥ 1, A[pn] is stable under the action OB, so we have

A[pn]1 ×A[pn]2 ∼= A[pn], g : A[pn]1 ∼= A[pn]2.

Clearly, these decompositions and isomorphisms are compatible, so we have

A[p∞]1 ×A[p∞]2 ∼= A[p∞]; g : A[p∞]1 ∼= A[p∞]2.

Denote A[p∞]1 by GA and A[p∞]2 by G′A. Since A[p∞] has height 4 and dimension 2, both GA
and G′A have height 2 and dimension 1. Let

A[pn]1,† := ker(1− e† : A[pn]→ A[pn]); A[p∞]1,† := ker(1− e† : A[p∞]→ A[p∞]).

The Weil pairings 〈−,−〉 : A[pn]×A[pn]→ Gm[pn] for all n ≥ 1 induce isomorphisms

A[pn]1,D ∼= A[pn]1,†, GDA
∼= A[p∞]1,†.

By the functoriality of de Rham cohomology, the OB-action on A induces an Oop
B,p-action on the

Hodge-de Rham sequence

0→ ωA/S → H1
dR(A/S)→ Lie(AD/S)→ 0.

Thanks to Theorem 1.3.12, when p is locally nilpotent on S, we have

0→ ωGA/S → H1
dR(GA/S)→ Lie(GDA )→ 0.

Lemma 2.2.2. When p is locally nilpotent on S, the decomposition A[p∞] = GA ×G′A induces

an identification between

0→ eωA/S → eH1
dR(A/S)→ eLie(AD/S)→ 0; and

0→ ωGA/S → H1
dR(GA/S)→ Lie(A[p∞]1,†/S)→ 0.

Moreover, let ∇A and ∇GA be the Gauss-Manin connection on H1
dR(A/S) and H1

dR(GA/S)

respectively. Then we have ∇GA = ∇A ◦ e.
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Proof. By Theorem 1.3.12, the decomposition A[p∞] = GA ×G′A induces identifications

ωGA/S = eωA/S , H1
dR(GA/S) = eH1

dR(A/S), Lie(GDA/S) = eLie(AD/S), ∇GA = ∇A ◦ e.

Note that the chosen principal polarization λA induces an isomorphism Lie(A/S) ∼= Lie(AD/S)

compatible with the involution † on OB, so we have a non-degenerate pairing

Lie(AD/S)× ωA/S → OS

such that the adjoint of x ∈ OB,p is x†. Combining with the isomorphism GDA
∼= A[p∞]1,†

induced by λA, the Weil pairing induces an isomorphism of OS-modules

eLie(AD/S) ∼= e†Lie(A/S) ∼= Lie(A[p∞]1,†/S),

and the proof is complete.

To simplify the notation, we will write H1
dR(GA/S) as HGA .

We now consider the universal false elliptic curve (A, i) over X.

Proposition 2.2.3. [Kas99, Corollary 3.2] Let π : (A, i) → X be the universal false elliptic

curve. The Kodaira-Spencer morphism

KS : π∗Ω
1
A/X → Ω1

X/Zp ⊗OX R
1π∗OA

induces an isomorphism

eπ∗ΩA/X ⊗ e†π∗ΩA/X → Ω1
X/Zp .

By composing with the isomorphism g′ : eπ∗Ω
1
A/X

∼= e†π∗Ω
1
A/X induced by g′ ∈ O×B,p, we

have an isomorphism, also referred to as the Kodaira-Spencer isomorphism,

KS : ω⊗2
GA/X

Id⊗g′−−−→∼= eπ∗Ω
1
A/X ⊗ e

†π∗Ω
1
A/X

KS−−→∼= Ω1
X/Zp . (2.2.1)

If we change the choice of g′, then KS varies by some element in Z×p .

By passing to the limit, we have the Hodge-de Rham exact sequence of OX̂ -modules

0→ ωG → HG → Lie(G†)→ 0,

as well as the Kodaira-Spencer isomorphism and the Gauss-Manin connection

KS : ω⊗2
G → Ω1

X̂/Zp
; ∇ : HG → HG ⊗OX̂ Ω1

X̂/Zp

where G := GA and G† := A[p∞]1,†.

2.2.2 The Hasse invariant

Definition 2.2.4. Let S be any Fp-scheme and (A, i) be any false elliptic curve over S. We

define H(A) to be the Hasse invariant Ha(GA) of GA.

For any false elliptic curve (A, i) over a Fp-scheme, we can canonically equip A(p) with a

structure of false elliptic curve such that the Frobenius map F : A → A(p) is a false isogeny

whose false dual isogeny is the Verschiebung map V : A(p) → A. The following result is well-

known.
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Proposition 2.2.5. The false elliptic curve (A, i) is ordinary if and only if H(A) ∈ ω⊗(p−1)
GA

is

invertible.

Proof. By Proposition 1.5.2, we know that (A, i) is ordinary if and only if V : A(p) → A is finite

étale, which is equivalent to ker(V ) being an étale group. As ker(V ) = ker(V )1 × ker(V )2 for

ker(V )1 = ker(V : G
(p)
A → GA), ker(V )2 = ker(V : (G′A)(p) → G′A),

and ker(V )1 ∼= ker(V )2, we know that ker(V ) is étale if and only if ker(V )1 is étale, which in

turn is equivalent to Ha(GA) being invertible. For an alternative proof, see [Kas99, Proposition

5.1].

Let k be an algebraically closed field of characteristic p and (A, i) be a false elliptic curve

over k. Then we have actually shown that A[p] is connected if and only if H(A) = 0. In this

case, the false elliptic curve (A, i) is called supersingular. Consider the universal false elliptic

curve A over XB
1 (N). Let Ā be the mod-p reduction of A and H := H(Ā).

Lemma 2.2.6. [Kas99, Lemma 5.2] The Hasse invariant H has simple zeroes on XB
1 (N)⊗Zp F̄p.

In fact, such a result holds in a broader framework, see [Kas04, Proposition 5.3].

The Hasse invariant H admits a global lift under mild conditions.

Proposition 2.2.7. [Kas99, Proposition 6.2] If k ≥ 3, then H1(XB
1 (N), ωkG) = 0. As a conse-

quence, if p ≥ 5, there exists an element Ep−1 ∈ H0(XB
1 (N), ωp−1

G ) such that

Ep−1 ≡ H mod p.

In general, we need to consider the Hodge ideal.

Definition 2.2.8. Let (A, i, ψN ) be the universal false elliptic curve over X̂ := X̂1
B(N). We

define the Hodge ideal Hdg := Hdg(A) ⊂ OX̂ of A to be the inverse image of ω
⊗(1−p)
Ḡ H ⊂ OXFp .

According to Lemma 1.5.4, Hdg is locally generated by two elements, and if p ∈ Hdg2, then

Hdg is invertible.

2.2.3 The ordinary locus and strict neighborhoods

Recall that if I = [0, 1] or [pa, pb] with a, b ∈ N, we have

(Λ0
I , α) =

(Zp[[T ]]〈Tp 〉, p) if I = [0, 1],

(Zp[[T ]]〈 p
T pa

, T
pb

p 〉, T ) if I = [pa, pb].

Definition 2.2.9. Let XI := X̂ ⊗Spf(Zp) Spf(Λ0
I), and base change A, G := GA, ωG to XI . We

define the ordinary locus Xord
I to be the functor which associates to every α-adically complete

Λ0
I-algebra R the set of morphisms f : Spf(R)→ XI such that f∗(Hdg) = R.

Moreover, for any integer r ∈ N, we define the strict neighborhood Xr,I to be the functor which

associates to every α-adically complete Λ0
I-algebra R the set of equivalence classes of pairs (f, η),

where f : Spf(R) → XI is a morphism of formal schemes and η ∈ H0(Spf(R), f∗(ω(1−p)pr+1
))

such that

ηHpr+1
= α mod p2.

Here the equivalence is given by (f, η) ∼ (f ′, η′) if f = f ′ and η = (1 + p2

α u)η′ for some u ∈ R.
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The equivalence relation is designed to guarantee that Xr,I is representable. More precisely,

in analogy with the modular curve case (see [AIP, Proposition 3.1] or [Sch15, Lemma III.2.13]),

Lemma 2.2.10. We have

(i) The functor Xord
I is representable by the open formal subscheme of XI defined by the con-

dition that H is invertible.

(ii) The functor Xr,I is representable by an open formal subscheme of an admissible blow-up of

XI . Moreover, there is a natural map Xord
I → Xr,I identifying Xord

I as an open subscheme

of Xr,I .

Proof. Let Spf(A) ⊂ X̂ be affine open on which ωG can be trivialized over Spf(A) and let

Spf(A⊗Zp Λ0
I) ⊂ XI be the preimage of Spf(A). By fixing a trivialization, we will identify H as

a scalar. Let H̃ ∈ A be an lift of H. Then we have

Xord
I ⊗XI Spf(A⊗Zp Λ0

I) = Spf(A⊗Zp Λ0
I〈

1

H̃
〉);

Xr,I ⊗XI Spf(A⊗Zp Λ0
I) = Spf

(
A⊗Zp Λ0

I〈X〉/(H̃pr+1
X − α)

)
.

We need to check that these expressions are independent of (the choice of) the lift H̃. The case

of Xord
I is clear. For the case of Xr,I , choose η ∈ A⊗Zp Λ0

I such that η(H̃)p
r+1

= α+p2u for some

u ∈ A⊗Zp Λ0
I , and let H̃′ be another lift of H. It is straightforward to check that

(H̃)p
r+1 ≡ (H̃′)p

r+1
mod p2,

and since α | p in Λ0
I , we have that 1 + p2

α u is a unit in A ⊗Zp Λ0
I . Combining these facts, we

have that η′ := η(1 + p2

α u)−1 satisfies η′(H̃′)p
r+1 ≡ α mod p2. Thus the local description is

independent of the choice of the lift H̃.

The final part follows from the observations that Spf(A⊗Zp Λ0
I〈

1
H̃
〉) is open in Spf(A⊗Zp Λ0

I)

as well as in Spf(A⊗ZpΛ0
I〈X〉/(H̃pr+1

X−α)), and H̃ is invertible if and only if H is invertible.

Denote the adic generic fibers of Xr,I , X
ord
I , XI by Xr,I , X ord

I , XI respectively.

Remark 2.2.11. The adic space Xr,I is affinoid. In fact, by Proposition 2.2.7, upon replacing

H by a power, we may choose a global lifting H̃ of H such that Xr,I is the open subspace of XI
defined by |H̃|pr+1 ≥ max{|T |, |p|}. By [Kas99, Corollary 3.2], H̃ is a global section of an ample

line bundle, so Xr,I is affinoid.

A similar result concerning modular curves holds; see Remark A.1.6.

Following essentially the argument of [AIP, Lemma 3.4], we have the following crucial result.

For the definitions of relevant commutative algebra terminologies, we refer to [Aut14].

Lemma 2.2.12. The formal scheme Xr,I is excellent and normal.

Proof. By applying [Val76, Theorem 9] to Zp, we get that Xr,I is excellent. To show the nor-

mality, let Spf(A) ⊂ X̂ be an affine open on which ωG can be trivialized, and let H̃ be a lift of

H (viewed as a scalar). We have that the inverse image of Spf(A) in Xr,I is Spf(R) for

R =

{
A[[T ]]〈u, v〉/(up− T, H̃pr+1

v − p) if I = [0, 1],

A[[T ]]〈u, v, w〉/(T pav − p, uv − T pb−a , H̃pr+1
w − T ) if I = [pa, pb].
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We prove the normality using Serre’s criterion, i.e. a ring is normal if and only if it is Cohen-

Macauly and regular at codimension 1. Since A is regular, the algebra R is Cohen-Macauly.

Note that for any dimension 1 local ring (S,m), if we have a non-zero divisor π ∈ w such that

S/π is reduced, then S is regular with parameter π. Let ℘ ∈ Spec(R) be a codimension-1 point.

• If α /∈ ℘, then ℘ is a point of Spec(R[ 1
α ]). As Xr,I is smooth, we have that R[ 1

α ] is formally

smooth, which implies the regularity of ℘.

• If α ∈ ℘, then ℘ is a generic point of

R/αR =

{
A/p[u, v]/(H̃pr+1

v) if I = [0, 1],

A/p[u, v, w]/(uv, H̃pr+1
w) if I = [pa, pb].

– If H̃ /∈ ℘, then R℘/αR℘ is reduced, so R℘ is regular of dimension 1 with parameter

α.

– If H̃ ∈ ℘, then

R/H̃R =

{
A/(p, H̃)[u, v] if I = [0, 1];

A/(p, H̃)[u, v, w]/(uv) if I = [pa, pb].

Note that H̃ has simple zeroes in A/p by Proposition 2.2.6, so R℘/H̃R℘ is reduced,

so R℘ is regular with parameter H̃.

Now we have the regularity of all codimension-1 points of Spec(R), hence the normality of R by

Serre’s criterion.

2.2.4 The partial Igusa towers

We call a triple (n, r, I) pre-adapted if

(i) I = [0, 1] and 1 ≤ n ≤ r; or

(ii) I = [pa, pb] and 1 ≤ n ≤ r + a.

Recall that over Xr,I , we have α ∈ Hdgp
r+1

. Note that if I = [0, 1], then α = p, while if

I = [pa, pb], then α = T and we have T a | p in Λ0
I . Therefore for any pre-adapted triple (n, r, I),

p ∈ Hdgp
n+1

over Xr,I . By Lemma 1.5.4, Hdg is invertible over Xr,I and thanks to Proposition

1.5.5, the p-divisible group G admits the level-n canonical subgroup H1
n. As G† ∼= GD, we have

Hdg(G†) = Hdg(GD) = Hdg(G),

so G† admits the level-n canonical subgroup H1,†
n and (H1

n)D ∼= G†[pn]/H1,†
n .

To define the partial Igusa towers over Xr,I , we need the following lemma.

Lemma 2.2.13. Let S be a connected locally noetherian (formal)-scheme and G be a finite étale

group scheme of rank n over S. The functor sending a (formal) S-scheme T to

(i) the set of T -group subschemes of GT of rank m with m | n; or

(ii) the set of T -group subschemes of GT of rank m which intersects G′T trivially where G′ ⊂ G
is a fixed rank-n′ group subscheme over S; or
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(iii) the set of trivializations of GT over T

is representable by a finite étale (formal) S-scheme. Here the subscript T means base change to

T .

Proof. We give an argument here for lack of reference. We deal with the first case; the other

two are similar. Take a finite Galois cover S̃ of S with Galois group Γ such that GS̃ is constant.

Assume that GS̃ = H S̃ for some finite group H. Then H is equipped with an Γ-action. Let

{Hi}i∈I be the set of all subgroups of rank m in H. Then Γ has an induced action on {Hi}i∈I .
For each γ ∈ Γ, we have that γ ∗Hi = Hγ(i) for some γ(i) ∈ I.

It is straightforward to show that ti∈I S̃ represents the functor which sends a (formal) S̃-

scheme T̃ to the set of T̃ -subgroups of rank m of GT̃ . Moreover, over ti∈I S̃, we have

• an action of Γ which sends a point s lying in the i-th component to the point γ ∗ s lying

in the γ(i)-th component;

• a universal object ti∈IHi with Hi lying over the i-th component S̃. The action of Γ on

ti∈IHi is given by γ ∗ (ai)i = (γ ∗ ai)γ(i).

Clearly, the structure map ti∈I S̃ → S̃ → S is Γ-invariant and finite étale, so according to

[Hel18, Corollary 2.16], the quotient X of ti∈I S̃ by Γ is a (formal) scheme which admits a finite

étale morphism to S and fits into the Cartesian diagram below

ti∈I S̃ //

��

S̃

��
X // S.

Similarly, the quotient of ti∈IHi by Γ is a rank-m subgroup of HX ⊂ GX , and the base change

of HX to ti∈I S̃ is ti∈IHi.

We claim that X represents the functor which sends a (formal) S-scheme T to the set of

rank-m T -group subschemes of GT with m | n and HX is the universal object. In fact, given any

(formal) S-scheme T with T̃ = T×S S̃, by [Hel18, Proposition 2.17], we know that Aut(T̃ /T ) = Γ

and T̃ /Γ = T . Hence choosing an element f ∈ X(T ) is equivalent to choosing an Γ-invariant

S-morphism f̃ : T̃ → X, which is moreover equivalent to choosing an Γ-equivariant S-morphism

f̃ : T̃ → ti∈I S̃ = X ×S S̃.

By the universal property of ti∈I S̃, choosing f̃ is equivalent to choosing a finite étale rank-m

group subscheme Ũ of GT̃ over T̃ , which is equipped with an Γ-action compatible with the

Γ-action on T̃ . Now taking the quotient of Ũ by Γ, we get a rank-m group subscheme U of GT
over T, which characterizes Ũ as U ×T T̃ = Ũ . Via the correspondence described above, we can

easily show that f∗(HX) = U , which completes the proof.

Note that Xr,I , (H1
n)D and G[pn]D are étale and locally isomorphic to Z/pnZ and (Z/pnZ)2

respectively. Inspired by the argument of [AIP, Lemma 3.2],

Lemma 2.2.14. We have

(i) There is a finite étale Galois cover IG′n,r,I over Xr,I parameterizing compatible trivializa-

tions (Z/pnZ)2 ∼= GD[pn] and (H1
n)D ∼= Z/pnZ over Xr,I . Moreover, the normalization of

Xr,I in IG′n,r,I is well-defined and finite over Xr,I .
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(ii) There is a finite étale Galois cover IGn,r,I over Xr,I parameterizing trivializations (H1
n)D ∼=

Z/pnZ over Xr,I . Moreover, the normalization of Xr,I in IGn,r,I is well-defined and finite

over Xr,I .

Proof. We deal with item (i) here; the proof of item (ii) is similar.

Let Spf(R) ⊂ Xr,I be an affine open. Note that R is α-adic, so the adic generic fiber of Spf(R)

is Spa(R[ 1
α ], R). Since (H1

n)D and HD
n are étale over R[ 1

α ], by Lemma 2.2.13 there is a finite étale

Galois algebra R′n[ 1
α ] over R[ 1

α ] parameterizing all compatible trivializations (Z/pnZ)2 ∼= GD[pn]

and Z/pnZ ∼= (H1
n)D over R[ 1

α ], where R′n is the normalization of R in R′n[ 1
α ]. Note that R is

excellent, so that R′n is excellent and finite over R. Therefore R′n is α-adically complete and

separated, and if we equip R′n[ 1
α ] with topology such that R′n is a ring of definition and (α) is

an ideal of definition, we get a Tate affinoid ring (R′n[ 1
α ], R′n). It is straightforward to check

that Spa(R′n[ 1
α ], R′n) is a finite étale Galois cover of Spa(R[ 1

α ], R) parameterizing all compatible

trivializations (Z/pnZ)2 ∼= GD[pn] and (H1
n)D ∼= Z/pnZ over Spa(R[ 1

α ], R). To construct IG′n,r,I ,
we only need to show that we can glue Spa(R′n[ 1

α ], R′n). By Lemma 2.2.13, we know that R′n[ 1
α ]

can be glued. To show that R′n can be glued, it suffices to show that for any 0 6= f ∈ R, R′n〈 1
f 〉

is the normalization of R〈 1
f 〉 in R′n[ 1

α ] ⊗R R〈 1
f 〉. As R〈 1

f 〉 is flat over R, R′n〈 1
f 〉 = R′n ⊗R R〈 1

f 〉
is a subring of R′n[ 1

α ] ⊗R R〈 1
f 〉. Thus R′n〈 1

f 〉 is normal and finite over R〈 1
f 〉 thanks to the

normality of R and the fact that for any normal, excellent ring C and any ideal I ⊂ C, the

I-adically completion of C[1
g ] is normal for any g ∈ C (for details, see [AIP, Proposition 3.4]).

This argument actually shows that Spf(R′n) can be glued into a normal formal scheme over Xr,I ,

which is the normalization of Xr,I in IG′n,r,I .

Definition 2.2.15. Let (n, r, I) be any pre-adapted triple. We define the formal partial Igusa

tower of level n IGn,r,I over Xr,I to be the normalization of Xr,I in IGn,r,I . We will also denote

the normalization of Xr,I in IG′n,r,I by IG′n,r,I .

The Galois group of IGn,r,I over Xr,I is (Z/pnZ)×. More precisely, for any IGn,r,I -point

α : Z/pnZ ∼= (H1
n)D and any g ∈ (Z/pnZ)×, g ∗ α is the composition

Z/pnZ ×g−−→ Z/pnZ α−→ HD
n .

By the normality of IGn,r,I and IG′n,r,I , we have that the (Z/pnZ)×-action on IGn,r,I extends

to IGn,r,I , and

HD
n (IGn,r,I) ∼= Z/pnZ, G[pn]D(IG′n,r,I)

∼= (Z/pnZ)2, (H1
n)D(IG′n,r,I)

∼= Z/pnZ.

We can describe IGn,r,I using the universal false elliptic curve A instead of G. Setting

H2
n := g(H1

n), Hn := H1
n ×H2

n,

then Hn is a rank p2n finite flat OB-submodule of A according to Lemma 2.2.1. By Lemma

2.2.1 and Proposition 1.5.5, we have the following:

(i) over Xr,I , a trivialization Z/pnZ ∼= (H1
n)D is equivalent to an isomorphism (Z/pnZ)2 ∼= HD

n

of OB-modules;

(ii) modulo pHdg
− p

n−1
p−1 ,

H1
n ≡ ker(Fn : GA → G(pn)

A ), Hn ≡ ker(Fn : A → A(pn)).

In particular, Hn depends only on A.
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We will call Hn the level-n canonical subgroup of A. For a more systematic treatment of canonical

subgroups of π-divisible groups, we refer to [Bra13, § 2.2].

Adapting the proof of [AIP, Proposition 3.3 & 3.6] (recorded as Proposition A.1.9 in this

dissertation), we can show

Proposition 2.2.16. Let H1 be the level-1 canonical subgroup of the universal false elliptic

curve (A, i) and f : (A, i)→ (A/H1, i) be the quotient false isogeny.

(i) For each r ≥ 1, f induces a morphism φ : Xr+1,I → Xr,I which is finite flat of degree p

and whose reduction modulo pHdg−1 is the Frobenius map relative to Λ0
I . The morphism

is characterized by φ∗(A|Xr,I ) = A|Xr+1,I
/H1.

(ii) Given any pre-adapted triple (n, r, I), f induces a finite (Z/pnZ)×-equivariant morphism

Φ : IGn,r+1,I → IGn,r,I which makes the diagram below commute

IGn,r+1,I

��

Φ // IGn,r,I

��
Xr+1,I

φ // Xr,I .

Proof. For item (i), given any affine open Spf(R) ⊂ Xr+1,I , the quotient (A′ := A/H1, i, ψ
′
N ) of

(A, i, ψN ) by H1 determines a morphism g : Spf(R) → XI . Note that GA/H1
= GA/H

1
1 where

H1
1 is the canonical subgroup of GA. So we have

H(A′) ≡ H(A)p mod pHdg(A)−1; ωGA′ ≡ ω
⊗p
GA

mod pHdg(A)−1. (2.2.2)

Note that by definition, there exists η ∈ ω(1−p)pr+2

GA
(R) such that

H(A)p
r+2
η ≡ α mod p2.

By taking pr+1-th powers of equations 2.2.2, we have

H(A′)pr+1 ≡ H(A)p
r+2

mod ((pHdg(A)−1)p
r+1
, p2pHdg(A)−1),

and we can choose η′ ∈ ω⊗(1−p)pr+1

GA′
such that

η′ ≡ η mod ((pHdg(A)−1)p
r+1
, p2pHdg(A)−1).

Combining these facts, we have

H(A′)pr+1
η′ ≡ α mod p2.

By definition, the pair (g, η′) determines a morphism φ : Spf(R) → Xr,I characterized by

φ∗((A, i, ψN )) = (A′, i, ψ′N ).

Let Spf(A) ⊂ X̂ be an affine open on which H admits a lift H̃. Then we have that the inverse

image of Spf(A) in Xr+1,I resp. Xr,I is

A⊗Zp Λ0
I〈X〉/(H̃pr+2

X − α) (resp. A⊗Zp Λ0
I〈Y 〉/(H̃pr+1

Y − α)),

and the morphism

φ : A⊗Zp Λ0
I〈X〉/(H̃pr+1

X − α)→ A⊗Zp Λ0
I〈Y 〉/(H̃pr+2

Y − α)
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is Λ0
I -linear. Moreover, modulo pH̃−1, we have that φ is the Frobenius map (relative to Λ0

I) on

A ⊗Zp Λ0
I/pH̃

−1 and φ(X) = Y . In particular, φ is finite flat of degree p modulo p
Hdg(A) . Note

that A⊗Zp Λ0
I is pHdg−1-adic, so we have that φ is also finite flat of degree p.

By gluing, we get the desired finite flat degree-p morphism φ : Xr+1,I → Xr,I .

For item (ii), we first construct a morphism Φ : IGn,r+1,I → IGn,r,I on generic fibers.

Let Spa(C,C+) be any affionid and x : Spa(C,C+) → IGn,r+1,I be any point. The point

x determines a false elliptic curve (A, i) and a trivialization γn : Z/pnZ ∼= (H1
n(A))D of the

level-n canonical subgroup H1
n(A) ⊂ GA. As p ∈ Hdg(A′)p

n+1
= Hdg(A)p

n+2
, the level-n

canonical subgroup of (A′, i) exists and is isomorphic to Hn+1(A)/H1(A). Moreover, since f

has false degree p, the false dual isogeny f ′ : (A′, i) → (A, i) of f induces an isomorphism

H1
n(A′)

f ′−→∼= H1
n(A). The composition

γ′ : Z/pnZ γ−→ H1
n(A)D

(f ′)D−−−→ H1
n(A′)D,

determines a Spa(C,C+)-point ((A′, i), γ′) of IGn,r,I . The morphism Φ defined by sending

((A, i), γ) to ((A′, i), γ′) is clearly (Z/pnZ)×-equivariant and compatible with φ : Xr+1,I → Xr,I .
By normality, we can extend Φ to a morphism Φ : IGn,r+1,I → IGn,r,I , which is the desired

morphism.

Let hn : IGn,r,I → IGn−1,r,I be the structure morphism. By normality, we have

hn,∗(OIGn,r,I )
1+pn−1Z/pnZ = OIGn−1,r,I

, ∀ n ≥ 2, h1,∗(OIG1,r,I
)(Z/pZ)× = OXr,I .

Moreover, inspired by the argument in the proof of [AIP, Proposition 3.5]

Proposition 2.2.17. We have

Tr1/0(h1,∗(OIG1,r,I
)) = OXr,I , Hdgp

n−1OIGn−1,r,I
⊂ Trn/n−1(hn,∗(OIGn,r,I )) ∀ n ≥ 2.

Proof. The case n = 1 is straightforward, as the degree p− 1 is prime to p.

For n ≥ 2, let Spf(R) ⊂ Xr,I be an affine open on which Hdg(A) is generated by H̃ (possible

by Lemma 1.5.4), let Spf(Bi) be its inverse image in (H1
i (A))D for i = n− 1, n and let Spf(C)

be its inverse image in (H1
n/H

1
n−1)D. Let D(Bn/Bn−1) be the different ideal of Bn−1 → Bn and

D(C/R) be the different ideal of R → C. Note that over the f.p.p.f topology, the morphism

(H1
n)D → (H1

n−1)D is a homogeneous space of (H1
n/H

1
n−1)D, so we have an identification of

Bn ⊗Bn−1 Bn = C ⊗R Bn-modules

D(Bn/Bn−1)⊗Bn−1 Bn = D(C/R)⊗R Bn.

Let A′ = A/Hn−1. As GA′ is of dimension 1 and H1
1 (A′) ∼= H1

n/H
1
n−1, by Proposition 1.5.5, we

have that

ω(H1
1 (A′))D = ωGDA′ [p]

/Hdg(GA′), Hdg(A)p
n−1

= Hdg(A′),

and the annihilator of ω(H1
1 (A′))D is Hdg(A)p

n−1
R, which in turn imply that the annihilator

of Ω1
(H1

1 (A′))D/Xr,I
is Hdg(A)p

n−1
C. According to the relation between the different ideal and

differentials (see [Far10, § 1 & 2]), we have D(C/R) = Hdg(A)p
n−1

C. By faithfully flat descent,

we have D(Bn/Bn−1) = Hdg(A)p
n−1

Bn. Upon shrinking Spf(R), we may assume Bn is a free

Bn−1-module. Under this assumption, we have an isomorphism

D(Bn/Bn−1)−1 ∼= HomBn−1(Bn, Bn−1); x 7→ TrBn/Bn−1
(·x).
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The existence of surjective morphisms Bn → Bn−1 as Bn−1-modules implies that

TrBn/Bn−1
(D(Bn/Bn−1)−1) = Bn−1.

Since D(Bn/Bn−1) = Hdg(A)p
n−1

Bn, we have TrBn/Bn−1
(Bn) = Hdg(A)p

n−1
Bn−1.

Note that for each n ≥ 1, (H1
n)D is locally isomorphic to Z/pnZ, so over Xr,I , we have an

open immersion IGn,r,I → (H1
n)D for each n ≥ 1, and a Cartesian diagram

IGn,r,I

��

// (H1
n)D

��
IGn−1,r,I

// (H1
n−1)D

for each n ≥ 2. By taking normalizations, for each n ≥ 2, we have a commutative diagram

IGn,r,I

��

// (H1
n)D

��
IGn−1,r,I

// (H1
n−1)D

over Xr,I which induces injective morphismsO(H1
i )D ↪→ OIGi,r,I for i = n, n−1. Bear this in mind,

the desired result follows directly from the fact that TrBn/Bn−1
(Bn) = Hdg(A)p

n−1
Bn−1.

Lemma 2.2.18. Over IG1,r,I , there exists an invertible sheaf δ whose (p − 1)-power is Hdg.

Moreover, the natural morphism IG1,r,I → Xr,I is flat.

Proof. Assume Spf(R) ⊂ Xr,I is an affine open on which Hdg is generated by H̃. By an explicit

calculation using Oort-Tate theory (see for example [Bra13, Proposition 3.4]), (H1
1 )D has the

form Spec(R[x]/(xp − H̃x)). Let Spf(C) ⊂ IG1,r,I be the preimage of Spf(R). As (H1
1 )D(C) ∼=

Z/pZ, there exists z ∈ C such that zp−1 = H̃.

Let C ′ := R[x]/(xp−1−H̃). Then C ′ is Cohen-Macauly because R is normal. For any height-1

prime ℘ ⊂ C ′,

• if H̃ /∈ ℘, the étaleness of HD
1 over B[ 1

H̃
] implies C ′℘ is regular;

• if H̃ ∈ ℘, then C ′℘/xC
′
℘ is reduced, so C ′℘ is regular with parameter x.

By Serre’s criterion of normality, we have that C ′ is normal. Since (H1
1 )D ∼= Z/pZ over Xr,I , the

morphism

C ′ → C, x 7→ z

is an isomorphism after inverting α. Note that both C and C ′ are normal, so we have

C ′ ∼= C, x 7→ z,

which implies the flatness of C over R and completes the proof.

We remark that an analogous result holds in the modular curve case; see Lemma A.1.10.

We have the following results describing the difference between the ordinary locus and its

strict neighborhoods. The modular curve analogue, which is a combination of [AI17, Lemma

3.3 & 3.4], is recorded as Proposition A.1.11.
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Proposition 2.2.19. Fix a pre-adapted triple (n, r, I).

(i) Let ι : Xord
r,I → Xr,I be the natural map, and IGord

n,r,I := IGn,r,I ×Xr,I X
ord
r,I be the ordinary

locus of IGn,r,I . Then for each h ∈ N, the kernels of

OXr,I/α
hOXr,I → ι∗(OXord

r,I
/αhOXord

r,I
); OIGn,r,I/α

hOIGn,r,I → ι∗(OIGord
n,r,I

/αhOIGord
n,r,I

)

are annihilated by Hdghp
r+1

and Hdg
hpr+1+ pn−p

p−1 respectively.

(ii) Let η : IGn,r,I → Xr,I → XI → X̂ be the structure map. The cokernel of the induced map

η∗(Ω1
X̂/Zp

)→ Ω1
IGn,r,I/Λ

0
I

is annihilated by a power (depending on n) of δ.

Proof. Here we only consider the case I = [pa, pb]; the case I = [0, 1] is similar. As in Lemma

2.2.10, let Spf(A) ⊂ X̂ be an affine open on which ωG can be trivialized and H admits a lift H̃.

The inverse image of Spf(A) in XI (resp. Xr,I) is Spf(A⊗Zp Λ0
I)(resp. Spf(R)) where

A⊗Zp Λ0
I = A[[T ]]〈u, v〉/(T pav − p, uv − T pb−a) (resp. R = A⊗Zp Λ0

I〈
T

H̃pr+1
〉).

For item (i), since the inverse image of Spf(A) in Xord
I is Spf(Rord) for Rord = A⊗Zp Λ0

I〈
1

H̃a
〉, by

setting w = T

H̃pr+1 ∈ R, the kernel of the natural map

R/T hR→ Rord/T hRord

is generated by (wh, Twh−1, ..., T h−1w) = wh. The result for Xr,I follows directly.

Note that by Lemma 2.2.18, IG1,r,I is flat over Xr,I . Combining with the result for Xr,I , we

have the result for IG1,r,I . For n ≥ 2, according to the argument in Proposition 2.2.17, IGn,r,I

is the normalization of ĨGn,r,I := IG1,r,I ×(H1
1 )D (H1

n)D in IGn,r,I . Moreover, the different ideal

D(HD
n /H

D
1 ) equals to Hdg

pn−p
p−1 OHn and by descent, the different ideal D(ĨGn,r,I/IG1,r,I) equals

to Hdg
pn−p
p−1 O

ĨGn,r,I
. Thus we have δp

n−pOIGn,r,I ⊂ OĨGn,r,I
. Note that ĨGn,r,I is flat over IG1,r,I

because (H1
n)D is flat over (H1

1 )D, so the kernel of

O
ĨGn,r,I

/T hO
ĨGn,r,I

→ ι∗(O
ĨG

ord

n,r,I

/T hO
ĨG

ord

n,r,I

)

is killed by Hdghp
r+1

, and the desired result for IGn,r,I follows.

Note that for given any morphism f : X → Y of formal schemes over any base scheme S,

we have a right exact sequence

f∗(Ω1
Y/S)→ Ω1

X/S → Ω1
X/Y → 0.

As the pull-back of Ω1
X̂/Zp

along the natural map XI → X̂ is just Ω1
XI/Λ

0
I
, it suffices to show

the relative differentials Ω1
Xr,I/XI

and Ω1
IGn,r,I/Xr,I

are annihilated by powers of Hdg. By an

explicit calculation using the second exact sequence of Kähler differentials, we obtain the desired

result for Ω1
Xr,I/XI

. Since the pre-image of Spf(R) in IG1,r,I is Spf(R[x]/(xp−1 − H̃)), we know

Ω1
IG1,r,I/Xr,I

is annihilated by δp−2. By the relation between different ideal and differential forms,

we know that Ω1
IGn,r,I/IG1,r,I

is annihilated by Hdg
2 p
n−p
p−1 . Combining all these, we get the desired

result.

We remark that according to our argument, there exists a positive integer cn and a positive

integer cs such that the relative differentials Ω1
IGn,r,I/Xr,I

and Ω1
Xr,I/XI

are annihilated by Hdgcn

and Hdgcs respectively.
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2.3 The nearly overconvergent quaternion modular sheaf

Fix a pre-adapted triple (n, r, I), and let IGn,r,I
gn−→ Xr,I be the formal partial Igusa tower of

level n. Let (A, i) be the universal false elliptic curve, G := GA and let H1
n ⊂ G[pn], Hn ⊂ A[pn]

be the level-n canonical subgroups. Let Hdg be the Hodge ideal associated to A. Recall that

HD
n (IGn,r,I) ∼= Z/pnZ and over IGn,r,I , there is an ideal δ whose (p− 1)-th power is Hdg. Let

s := sn := HT(Pn) where Pn ∈ HD
n (IGn,r,I) is the universal section. By applying the VBMS

machinery in § 1.6.1 to (H]
G := δHG ,ΩG := δωG , s) with respect to the ideal β

n
:= pnHdg

− pn

p−1 ,

we have the following commutative diagram:

V0(H]
G , s)

��

π

%%
V0(ΩG , s)

π′ // IGn,r,I
gn // Xr,I .

Let T ⊂ T ext be formal groups over Xr,I such that

T (S) = 1 + ρ∗(β
n
)OS ⊂ T (S)ext = Z×p (1 + ρ∗(β

n
)OS) ⊂ Gm(S)

for any Xr,I -formal scheme ρ : S → Xr,I . We define actions of T (resp. T ext) on V0(H]
G , s) and

V0(ΩG , s) over IGn,r,I (resp. Xr,I) as follows:

(i) for any IGn,r,I -formal scheme ρ : S → IGn,r,I , a point v ∈ V0(H]
G , s)(S) is an OS-linear

map v : ρ∗(H]
G) → OS whose reduction v̄ modulo ρ∗(β

n
) sends ρ∗(s) to 1. For any

t ∈ T (S), we define t ∗ v := t−1v. The action of T on V0(ΩG , s) is similar.

(ii) for any Xr,I -formal scheme u : S → Xr,I , a point in V0(H]
G , s)(S) is a pair (ρ, v) consisting

of a lift ρ : S → IGn,r,I of u and an OS-linear map v : ρ∗(H]
G) → OS such that

v̄(ρ∗(s)) = 1. For any λ ∈ Z×p with image λ̄ in (Z/pnZ)×, we set λ ∗ (ρ, v) := (λ̄ ◦ ρ, λ−1v).

This makes sense because the automorphism λ̄ : IGn,r,I → IGn,r,I induces isomorphisms

λ̄∗ : ΩG
∼=−→ ΩG ; H]

G
∼=−→ H]

G

such that modulo β
n
, λ̄∗(s) = λ̄s. The action of T ext on V0(ΩE , s) is similar.

We let T ext act on functions via pull-back, i.e. (t ∗ f)(ρ, v) = f(t ∗ (ρ, v)).

Definition 2.3.1. Let κI : Z×p → Λ×I be the universal character, κI,f be the restriction of κI
to (Z/qZ)×, and κ0

I := κI(κI,f )−1.

• We define wκI,f to be the coherent OXr,I -module (gi,∗(OIGi,r,I )⊗Λ0
I
ΛI)[(κI,f )−1] where i = 2

if p = 2 and i = 1 if p ≥ 3.

• We define wκI ,0 := f ′0,∗(OV0(ΩE ,s))[(κ
0
I)
−1], where f ′0 := gn ◦ π′ : V0(ΩE , s) → Xr,I is the

structure morphism.

• We define W0
κI

:= f0,∗(OV0(H]E ,s)
)[(κ0

I)
−1], where f0 := gn ◦ π : V0(H]

E , s) → Xr,I is the

structure morphism.

• We define wκI := wκI ,0 ⊗OXr,I
wκI,f , WκI := W0

κI
⊗OXr,I

wκI,f .

Here −[χ] means taking χ-isotypic components with respect to the (Z/piZ)×-action for wκI,f and

the T ext-action for other sheaves. When the interval I is clear, we omit it in notations.
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2.3.1 Local descriptions of Wκ

We call a triple (n, r, I) adapted if

• I = [0, 1], 4 ≤ n ≤ r if p = 2 or 2 ≤ n ≤ r if p ≥ 3; or

• I = [pa, pb], b+ 4 ≤ n ≤ r + a if p = 2 or b+ 2 ≤ n ≤ r + a if p ≥ 3.

Then following essentially the idea of [AI17, Theorem 3.11], we have

Theorem 2.3.2. Let (n, r, I) be an adapted triple. The filtration Fil•π∗(OV0(H]G ,s)
) (see Lemma

1.6.4 (ii)) induces a filtration Fil• := gn,∗(Fil•) on f0,∗(OV0(H]G ,s)
) which is preserved by the

action of T ext. For every h ≥ 0, we define

FilhW0
κ := Filhf0,∗(OV0(H]G ,s)

)[(κ0)−1]; FilhWκ := FilhW0
κ ⊗OXr,I

wκf .

Then we obtain an increasing filtration Fil• of W(0)
κ such that

(i) for each h ∈ N, FilhW0
κ is a locally free OXr,I -module of rank h+ 1 for the Zariski topology

on Xr,I ;

(ii) for each h ∈ N, GrhW
(0)
κ
∼= wκ,(0) ⊗OXr,I

ω−2h
G . In particular, Fil0W

(0)
κ
∼= wκ,(0);

(iii) W(0)
κ is the α-adic completion of lim−→h→∞ FilhW

(0)
κ .

The rest of this subsection is devoted to the proof of this theorem.

Let R be an α-torsion-free α-adic Λ0
I -algebra, and let ρ : Spf(R) → Xr,I be a morphism of

Λ0
I -formal schemes such that ρ∗(ωG) (resp. ρ∗(HG)) is a free R-module of rank 1 (resp. 2) with

a generator ω(resp. a basis {ω, η}). Let

ρn : Spf(Rn) := Spf(R)×Xr,I IGn,r,I → IGn,r,I

be the base change of ρ to Spf(Rn). Shrinking Spf(R) if necessary, we will assume that

ρ∗n(β
n
)(resp. ρ∗n(δ)) is generated by βn(resp. δ) such that ρ∗n(ΩG) and ρ∗n(H]

G) have bases

{f := δω} and {f, e := δη} respectively with f mod (βn) = ρ∗n(s).

Lemma 2.3.3. Let X,Y ,Z be variables such that 1 + βnZ = X. By assigning f, e to X,Y

respectively, we have

ρ∗(V(H]
G)) = Spf(Rn〈X,Y 〉), ρ∗(V0(H]

G , s)) = Spf(Rn〈Z, Y 〉).

Moreover, we have that

(i) for any t ∈ T (Rn) and f =
∑

i,j≥0 aijZ
iY j ∈ Rn〈Z, Y 〉, one has

t−1 ∗ f =
∑

s≥0,j≥0

fs,j(t)Z
sY j , fs,j(t) =

∑
i≥s

aij

(
i

s

)
ts+j(

t− 1

βn
)i−s; (2.3.1)

(ii) for any λ ∈ Z×p with image λ̄ ∈ (Z/pnZ)× and for any r ∈ Rn, one has

λ ∗ (1 + βnZ) = λ−1u(λ̄)(1 + βnZ), λ ∗ Y = λ−1u(λ̄)Y ; λ ∗ r = (λ̄)∗(r) (2.3.2)

with u : (Z/pnZ)× → R×n ; λ̄ 7→ λ̄∗(δ)
δ .
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Proof. Let f∨, e∨ be the dual Rn-basis of ρ∗n(f), ρ∗n(e) respectively. Then by the constructions

in Lemma 1.6.4, for any morphism u : Spf(R′n)→ Spf(Rn), one has

V(H]
G)(R′n) = {au∗(f∨) + bu∗(e∨) : a, b ∈ R′n} = Spf(Rn〈X,Y 〉)(R′n),

V0(H]
G , s)(R

′
n) = {au∗(f∨) + bu∗(e∨) : a ∈ 1 + βnR

′
n, b ∈ R′n} = Spf(Rn〈Z, Y 〉)(R′n)

by viewing the element au∗(f∨) + bu∗(e∨) as the Rn-morphism

Rn〈X,Y 〉 → R′n, X 7→ a, Y 7→ b; Rn〈Z, Y 〉 → R′n, Z 7→
a− 1

βn
, Y 7→ b.

If t ∈ T (Rn), then

t−1 ∗X = tX, t−1 ∗ Y = tY, t−1 ∗ Z = tZ +
t− 1

βn
,

and equation 2.3.1 follows.

For equation 2.3.2, note that λ̄∗(ω) = ω because ω is defined over Xr,I . As f = δω, for any

λ ∈ Z×p , λ̄∗(f) = µ(λ̄)f . Moreover, as X(ρ, v) = v(ρ∗(f)) for any points (ρ, v), we have

λ ∗X(ρ, v) = X(λ ∗ (ρ, v)) = X(λ̄ ◦ ρ, λ−1v) = λ−1v(ρ∗(λ̄)∗(f)) = λ−1u(λ̄)v(ρ∗(f))

This implies that λ ∗X = λ−1u(λ̄)X. The cases of Y is similar and the case of r follows directly

from definition.

Lemma 2.3.4. Let π′ : V0(ΩG , s) → IGn,r,I and π : V0(H]
G , s) → IGn,r,I be the structure

morphisms and V = Y
1+βnZ

. Then

ρ∗n(π′∗(OV0(ΩG ,s))[(κ
0)−1] = Rn(1 + βnZ)κ := Rnκ(1 + βnZ),

ρ∗n(π∗(OV0(H]G ,s)
))[(κ0)−1] = {

∞∑
m=0

am(1 + βnZ)κV m : am ∈ Rn, am → 0}.

Proof. Note that 1 + βnZ is invertible because pn−1 | βn, so V is well-defined in R〈Z, Y 〉 and

R〈Z, V 〉 = R〈Z, Y 〉. Also, we have that (1 + βnZ)κ := κ(1 + βnZ) = κ0(1 + βnZ). We claim

that

Rn〈Z〉T = Rn; Rn〈Z, Y 〉T = Rn〈V 〉.

For any t = (1 + βnu) ∈ T (Rn) and g(Z) =
∑

n≥0 anZ
n ∈ Rn〈Z〉T , by equation 2.3.2, we have

g(Z) = t−1 ∗ g(Z) =

∞∑
n≥0

an(u+ tZ)n.

Evaluating at Z = 0, we have a0 = g(0) =
∑∞

n≥0 anu
n for any u ∈ Rn, which forces an = 0 for all

n ≥ 1. Similarly, note that V is fixed by the action of T , so if g(Z, V ) =
∑∞

i,j ai,jZ
iV j ∈ Rn〈Z, V 〉

is fixed by the T -action, then

g(Z, V ) = t−1 ∗ g(Z, V ) =
∞∑
i,j

ai,j(t
−1 ∗ Z)iV j =

∞∑
i,j

ai,j(tZ + u)iV j .

Evaluating at Z = 0, we get that ai,j = 0 if i > 0.

Note that (1 + βnZ)κ is invertible and t ∗ (1 + βnZ)κ = (κ0)−1(t)(1 + βnZ)κ, so we have

Rn〈Z〉[(κ0)−1] = Rn(1 + βnZ)κ, Rn〈Z, Y 〉[(κ0)−1] = Rn〈V 〉(1 + βnZ)κ.
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Let w′,κ,0 := π′∗(OV0(ΩG ,s))[(κ
0)−1] and W̃0

κ := π∗(OV0(H]G ,s)
)[(κ0)−1] with respect to the T -

action. By Lemma 2.3.4, W̃0
κ admits an increasing filtration Fil•.

Lemma 2.3.5. For each h ∈ N, we have that FilhW̃0
κ is a locally free OIGn,r,I -module of rank

h+ 1 and

GrhW̃0
κ
∼= w′,κ,0 ⊗ (ωG)−2h.

Proof. Over Spf(Rn), we have

FilhW̃0
κ = {

h∑
i=0

ai(1 + βnZ)κV i, ai ∈ Rn},

where V = Y
1+βnZ

, and Y , 1 + βnZ are defined by e = δη  Y , f = δω  1 + βnZ respectively.

By Lemma 2.3.4, (1 + βnZ)κ is a local generator of w′,κ,0, and the image of (1 + βnZ)κV h is a

local generator of GrhW̃0
κ. Recall that we have the Hodge-de Rham exact sequence

0→ ωG → HG → ω−1
GD → 0.

Note that ω is a basis of ωG and the image of η is a basis of ω−1
GD , so we may identify the image

of (1 + βnZ)κV h in the graded piece Grh as a local generator of w′,κ,0 ⊗ (ωG)−h ⊗ (ωGD)−h.

Note that the chosen principal polarization and the chosen element g′ induce an isomorphism

ωG
∼= ωGD , we have GrhW̃0

κ
∼= w′,κ,0 ⊗ (ωG)−2h.

Recall that q = p if p ≥ 3 and q = 4 if p = 2.

Lemma 2.3.6. Let (n, r, I) be an adapted triple.

(i) The natural morphism OIGn,r,I → π′∗(OV0(ΩG ,s)) induces an isomorphism

OIGn,r,I/q
∼= w′,κ,0/q.

(ii) Let O◦◦Xr,I ⊂ OXr,I be the subsheaf of topological nilpotent elements. Then we have

κ0
I(Z×p )− 1 ⊂ O◦◦Xr,I , κ0

I(1 + pn−1Zp)− 1 ⊂ Hdg
pn−p
p−1 O◦◦Xr,I .

Proof. For (i), note that locally, say over Spf(Rn), w′,κ,0 is Rnκ(1 + βnZ). Now by Proposition

1.7.12, we have κ(1 + βnZ) ≡ 1 mod q as pn−1 | βn. We are done.

For (ii), note that for any integer i ≥ 1

κI(exp qp
i
) = (1 + T )p

i
= 1 +

i∑
k=1

(
i

k

)
T i ≡ 1 mod (T p

i
, T p

i−1
p, ..., piT ),

so we have

κI(1 + qpiZp)− 1 ⊂ (T p
i
, T p

i−1
p, ..., piT )OXr,I ⊂ (T p

i
, p)OXr,I .

As κ0
I is the connected part of κI , we have that κ0

I(Z×p ) = κI(1 + qZp), and κ0
I(Z×p )− 1 ⊂ O◦◦Xr,I .

By the adapted assumption on (n, r, I), we have

T ∈ (p), pHdg−p
n ⊂ X◦◦r,I , if I = [0, 1];

pHdg−p
n ⊂ X◦◦r,I , T p

n−3
Hdg−p

n ⊂ X◦◦r,I , if I = [pa, pb].
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Note that pn−p
p−1 ≤ p

n, so we have

κ0
I(1 + pn−1Zp)− 1 ⊂ Hdg

pn−p
p−1 O◦◦Xr,I .

Now assume ρ : Spf(R) → Xr,I is an open immersion and Hdg is generated by H̃ over

Spf(R). By Proposition 2.2.17, we can inductively construct {ci}i=0,...,n such that

c0 = 1, c1 =
1

p− 1
, ..., ci ∈ H̃

− p
i−p
p−1 Ri; Tri/i−1(ci) = ci−1, ∀i = 1, .., n.

Generalizing the descent argument in [AIP, Lemma 5.4], we have

Proposition 2.3.7. Let (n, r, I) be an adapted triple and let bn be a section of w′,κ,0(Rn) which

corresponds to 1 via the isomorphism w′,κ,0/q ∼= OIGn,r,I/qOIGn,r,I (in Lemma 2.3.6). Then

wκ,0(R) is a free R-module of rank 1. Moreover, for any lift σ̃ of σ ∈ (Z/pnZ)×, the element

b :=
∑

σ∈(Z/pnZ)×

κ0
I(σ̃)σ̃ ∗ (cnbn)

is a well-defined generator of wκ,0(R). Consequently, we have

W0
κ(R) = {

∑
h≥0

ahbV
h : ah ∈ R lim

h→∞
ah → 0}

Proof. Note that for any λ ∈ 1 + pnZp, λ ∗ bn = (κ0
I)
−1(λ)bn, so b is independent of the lift σ̃.

Write bn as 1 + qhn with hn ∈ w′,κ,0(Rn). We have

b =
∑

σ∈(Z/pnZ)×

κ0
I(σ̃)σ̃ ∗ cn +

∑
σ∈(Z/pnZ)×

κ0
I(σ̃)σ̃ ∗ (qcnhn).

As H̃
pn−p
p−1 | H̃pn+1 | p, we have ∑

σ∈(Z/pnZ)×

κ0
I(σ̃)σ̃ ∗ (qcnhn) ∈ R◦◦n Rn〈Z〉.

As (n, r, I) is adapted, by Lemma 2.3.6, we have∑
σ∈1+pi−1Z/piZ

κ0
I(σ̃)σ̃ ∗ ci ∈ ci−1 +R◦◦n Rn〈Z〉

for each 1 ≤ i ≤ n. Taking the summation of all 1 ≤ i ≤ n, we have∑
σ∈(Z/pnZ)×

κ0
I(σ̃)σ̃ ∗ cn ∈ 1 +R◦◦n Rn〈Z〉.

So b ∈ 1 +R◦◦n Rn〈Z〉. Moreover, it is easy to check

γ ∗ b = (κ0
I)
−1(λ)b, ∀ γ ∈ Z×p ,

so b ∈ w′,κ,0(Rn) = Rnκ(1 + βnZ). As b ≡ 1 mod R◦◦n , we have that b is also a generator of

the Rn-module w′,κ,0(Rn). For any element b′ ∈ wκ,0(R) ⊂ w′,κ,0(Rn), if we write b′ as u′b for
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u′ ∈ Rn, then u′ is invariant under the (Z/pnZ)×-action, hence belonging to R. This shows the

R-module wκ,0(R) is free of rank 1 with generator b.

Note that V is fixed by the action of T ext, so the image of bV h along GrhW̃0
κ
∼= w′,κ,0⊗ω−2h

G
is a basis of wκ,0 ⊗ ω−2h

G (R). By induction, we have

{
h∑
i=0

aibV
i : ai ∈ R} = FilhW0

κ(R).

As W̃0
κ is the α-adic completion of limh FilhW̃0

κ, we have that W0
κ(R) is the α-adic completion

of limh FilhW0
κ(R), i.e.

W0
κ(R) = {

∑
h≥0

ahbV
h : ah ∈ R, lim

h→∞
ah → 0}.

2.3.2 The Gauss-Manin connection on Wκ

Fix a pre-adapted triple (n, r, I). By the construction of IG′n,r,I , we have

G[pn]D(IG′n,r,I)
∼= (Z/pnZ)2, (H1

n)D(IG′n,r,I)
∼= Z/pnZ.

So by Proposition 1.6.9, over IG′n,r,I , the Gauss-Manin connection on HG induces a connection

∇] : H]
G → H]

G⊗̂OIG′
n,r,I

1

δ
Ω1
IG′n,r,I/Λ

0
I

such that s = HT(Pn) is horizontal with respect to ∇] mod β
n
. Now the VBMS machinery

implies that over IG′n,r,I , we have an integrable connection

∇] : π∗(OV0(H]G ,s)
)→ π∗(OV0(H]G ,s)

)⊗ 1

δ
Ω1
IG′n,r,I/Λ

0
I
,

which satisfies Griffiths’ transversality.

Theorem 2.3.8. Let i = 2 if p = 2, i = 1 if p ≥ 3 and assume (n, r, I) is adapted.

(i) The connection ∇] on π∗(OV0(H]G ,s)
) over IG′n,r,I descends to a connection

∇0
κ : W0

κ →W0
κ⊗̂OXr,I

Ω1
Xr,I/Λ

0
I
[1/α]

which satisfies Griffiths’ tranversality and the induced OXr,I -linear map

Grh(∇0
κ) : Grh(W0

κ)[1/α]→ Grh+1(W0
κ)⊗OXr,I

Ω1
Xr,I/Λ

0
I
[1/α]

is an isomorphism times with multiplication by µκ − h.

(ii) Tensoring ∇0
κ with the connection ∇f induced by the derivation d : OIGi,r,I → Ω1

IGi,r,I/λ
0
I
,

we have a connection

∇κ := ∇0
κ ⊗∇f : Wκ[1/α]→Wκ⊗̂OXr,I

Ω1
Xr,I/Λ

0
I
[1/α]

which satisfies Griffiths’ transversality and the induced OXr,I -linear map

Grh(∇κ) : Grh(Wκ)[1/α]→ Grh+1(Wκ)⊗̂OXr,I
Ω1
Xr,I/Λ

0
I
[1/α]

is an isomorphism times with multiplication by µκ − h.
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(iii) Let k ∈ N be a specialization of κ and denote the specialization of an object along k by a

subscript k. Then we have a canonical identification

(Symk(HG)⊗Λ0
I

ΛI [1/α])k ∼= (Filk(Wκ)[1/α])k

which is compatible with connection and filtration. Here on the left, we consider the Gauss-

Manin connection and the Hodge filtration.

The proof of this theorem depends on the following local calculations.

Let Spf(R) be an α-torsion-free formal scheme over Λ0
I and ρ : Spf(R)→ Xr,I be a morphism

of Λ0
I -formal schemes such that ρ∗(ωG) ⊂ ρ∗(HG) are free R-modules of rank-1 (resp. 2) with

bases ω and {ω, η} respectively. Consider the pull-backs

Spf(R′n) := IG′n,r,I ×Xr,I Spf(R)
ρ′n−→ IG′n,r,I , Spf(Rn) := IGn,r,I ×Xr,I Spf(R)

ρn−→ IGn,r,I ,

and assume that ρ∗n(β
n
) (resp. ρ∗n(δ)) are generated by βn (resp. δ) such that {f = δω} and

{f, e = δη} are bases of ρ∗n(ΩG) ⊂ ρ∗n(H]
G) respectively with f mod βn = ρ∗n(s).

Equip R̃′n = R′n ⊕ 1
δΩ1

R′n/Λ
0
I

with the ring structure given by (a, f)(b, g) = (ab, ag + bf) and

the R′n-algebra structures given by

j1, (resp.) j2 : R′n → R̃′n; a 7→ (a, 0), (resp.) a 7→ (a, da),

and let ∆ : R̃′n → R′n be the natural projection. According to Definition 1.3.3, the connection

∇] over Spf(R′n) is a R̃′n-linear isomorphism

ε] : j∗2(ρ′,∗n (H]
G)) ∼= j∗1(ρ′,∗n (H]

G))

such that ∆∗(ε]) = Id. Let

(
a b

c d

)
∈ GL2(R̃′n) be the matrix of ε] with respect to the basis

{f ⊗ 1, e ⊗ 1} and {1 ⊗ f, 1 ⊗ e} (viewed as column vectors) and write a = 1 + a0, d = 1 + d0.

Recall that X = 1 + βnZ.

Lemma 2.3.9. We have that a0, b, c, d0 ∈ 1
HdgΩ1

Rn/Λ0
I
, and for each h ∈ N,

∇](XκV h) = (µκ−h)XκV h⊗ a0 +hXκV h⊗ d0 + (µκ−h)XκV h+1⊗ b+hXκV h−1⊗ c. (2.3.3)

Proof. Since ∆∗(ε]) = Id, we have that ∆(a) = ∆(d) = 1 and ∆(b) = ∆(c) = 0, which means

a0, b, c, d0 ∈ Ω1
R′n/Λ

0
I
. In particular, a2

0 = b2 = c2 = d2
0 = 0.

To simplify notations, we omit ρ′,∗n in the following. By definition, over Rn (in fact, R works),

there exists x, y, z, w ∈ Ω1
Rn/Λ0

I
such that

∇(ω) = ω ⊗ x+ η ⊗ y, ∇(η) = ω ⊗ z + η ⊗ w.

Since f = δω and g = δη with δ ∈ Rn, over R′n we have

∇](f) = ∇(δω) = f ⊗ dδ

δ
+ f ⊗ x+ e⊗ y,

∇](e) = ∇(δη) = e⊗ dδ

δ
+ f ⊗ z + e⊗ w.
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Note that δp−1 generates the ideal Hdg, so we have

dδ

δ
= (p− 1)−1dδ

p−1

δp−1
∈ 1

Hdg
Ω1
Rn/Λ0

I
, a0, b, c, d0 ∈

1

Hdg
Ω1
Rn/Λ0

I
.

Since X and Y are obtained from f and e respectively, we have

ε](X) = aX + bY ; ε](Y ) = cX + dY.

Recall that µκ = lima→1
log κ(a)

log a . As a2
0 = b2 = a0b = 0, the element

(a+ bV )κ = (1 + (a0 + bV ))κ := exp(µκ log(1 + (a0 + bV )))

is well-defined, and equals to 1 +µκ(a0 + bV ). Moreover, note that (a+ bV )(1− (a0 + bV )) = 1,

so for any h ≥ 0, we have that (a+ bV )−h = 1− h(a0 + bV ) and

(c+ dV )h = (V + (c+ d0)V )h = V h + hV h−1(c+ d0V ) = (1 + hd0)V h + chV h−1.

By construction, we then have

ε](XκV h) = (aX + bY )κ(
cX + dY

aX + bY
)h = Xκ(a+ bV )κ−h(c+ dV )h

= Xκ(V h + (hd0 + (µκ − h)a0)V h + b(µκ − h)V h+1 + chV h−1).

Note that ∇](XκV h) = ε](XκV h)−XκV h, so we have

∇](XκV h) = (µκ − h)XκV h ⊗ a0 + hXκV h ⊗ d0 + (µκ − h)XκV h+1 ⊗ b+ hXκV h−1 ⊗ c.

As a consequence of Lemma 2.3.4 and Lemma 2.3.9, ∇] induces a flat connection over IGn,r,I

∇0
κ : W̃0

κ → W̃0
κ⊗̂OIGn,r,I

1

Hdg
Ω1
IGn,r,I/Λ

0
I
.

As ∇] satisfies the Griffiths’ tranversality , so is ∇0
κ.

Proposition 2.3.10. The connection ∇0
κ induces a connection

∇0
κ : W0

κ →W0
κ⊗̂OXr,I

Ω1
Xr,I/Λ

0
I
[1/α]

such that the induced OXr,I -linear map

Grh(∇0
κ) : Grh(W0

κ)[1/α]→ Grh+1(W0
κ)⊗OXr,I

Ω1
Xr,I/Λ

0
I
[1/α]

is an isomorphism times with multiplication by µκ − h.

Proof. Note that the base change of W0
κ from Xr,I to IGn,r,I is isomorphic to W̃0

κ by the argument

of Proposition 2.3.7, so we have

∇0
κ : W0

κ →W0
κ⊗̂OXr,I

1

Hdg
Ω1
IGn,r,I/Λ

0
I
.
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By Proposition 2.2.19, there is a constant cn such that HdgcnΩ1
IGn,r,I/Λ

0
I
⊂ g∗n(Ω1

Xr,I/Λ
0
I
). Note

that after inverting (any lift of) H, gn : IGn,r,I → Xr,I is finite étale with Galois group (Z/pnZ)×

and Ω1
Xr,I/Λ

0
I

has no Hdg-torsion, so by faithfully flat descent, we get the desired connection

∇0
κ : W0

κ →W0
κ⊗̂OXr,I

1

Hdg1+cn
Ω1
Xr,I/Λ

0
I
⊂W0

κ⊗̂OXr,I
Ω1
Xr,I/Λ

0
I
[
1

α
].

More concretely, let Spf(R) ⊂ Xr,I be an affine open. By Proposition 2.3.7, we have

W0
κ(R) = {

∑
h≥0

ahUh, ah ∈ R, ah → 0}

where Uh = s(1 + βnZ)κV h for some s ∈ R such that λ∗(s)
s (λ

∗(δ)
δ )κ = 1 for any λ ∈ (Z/pnZ)×.

Then we have

∇0
κ(Uh) = Uh ⊗ (d log s+ µκd log δ + µκx+ h(w − x)) + (µκ − h)Uh+1 ⊗ y + hUh−1 ⊗ z.

Since λ∗(s)
s (λ

∗(δ)
δ )κ = 1 for any λ ∈ (Z/pnZ)×, we have d log s + µκd log δ ∈ Ω1

R/Λ0
I
[1/α]. So ∇0

κ

induces a R-linear map

Grh(∇0
κ) : Grh(W0

κ)(R)→ Grh+1(W0
κ)(R)⊗R Ω1

R/Λ0
I
[1/α], Uh 7→ (µκ − h)Uh+1 ⊗ y.

The Kodaira-Spencer isomorphism

KS : ωG → ω∨GD ⊗OX Ω1
X/Zp , ω 7→ η ⊗ y

implies that y is a generator of the free OX -module Ω1
X/Zp , hence a generator of the R[ 1

α ]-module

Ω1
R/Λ0

I
[1/α] (via the structure map η : Xr,I → X̂), which completes the proof.

Lemma 2.3.11. The derivation d : OIGi,r,I → Ω1
IGi,r,I/λ

0
I

induces a connection

∇f : wκf → wκf ⊗OXr,I
Ω1
Xr,I/Λ

0
I
[1/α].

Proof. Let Spf(R) ⊂ Xr,I be an affine open and Spf(Ri) be the preimage of Spf(R) in IGi,r,I .

The derivation on Ri defines a map

d : Ri ⊗Λ0
I

ΛI → Ω1
Ri/Λ0

I
⊗Λ0

I
ΛI ⊂ ΛI ⊗Λ0

I
Ri ⊗R

1

H̃ci
Ω1
R/Λ0

I
,

where the inclusion is due to Proposition 2.2.19 and the constant ci is independent of R.

Note that after inverting H̃, HD
i is étale and locally isomorphic to Z/piZ, so Ri[

1

H̃
] is finite

étale over R[ 1

H̃
] with Galois group (Z/piZ)×. By taking [κ−1

f ]-isotypic component with respect

to the (Z/piZ)×-action, we get

∇f : wκf → wκf ⊗Xr,I

1

Hdgci
Ω1
Xr,I/Λ

0
I

Proof of Theorem 2.3.8. By Proposition 2.3.10 and Lemma 2.3.11, we are reduced to showing

item (iii). By abuse of notation, we assume that κ ∈ N is a classical weight. Then over IGn,r,I ,

we have an isomorphism

Symκ(H]
G) ∼= FilκW̃0

κ; f = δω 7→ X, e = δη 7→ Y
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which is compatible with filtration and connection. Note that H]
G = δHE , so we have isomor-

phisms of OIGn,r,I -modules

Symκ(H]
G) ∼= δκSymκ(H]

G), and Filκ(W̃0
κ) ∼= δκSymκ(HG).

Note that after inverting Hdg, IGn,r,I is étale over Xr,I , so

wκf ⊗OXr,I
OIGn,r,I [

1

Hdg
] ∼= OIGn,r,I ⊗Λ0

I
ΛI [

1

Hdg
],

Composing these isomorphisms, we get an isomorphism

Filκ(Wκ)⊗OXr,I
OIGn,r,I [

1

Hdg
] ∼= Symκ(HG)⊗Λ0

I
ΛI ⊗OXr,I

OIGn,r,I [
1

Hdg
],

which by descent induces the desired isomorphism

Symκ(HG)⊗Λ0
I

ΛI [
1

Hdg
] ∼= Filκ(Wκ)[

1

Hdg
].

Iteration of the Gauss-Manin connection

We remark that the arguments in the proofs of Theorem 2.3.8, Proposition 2.3.10, Lemma

2.3.11 actually imply that there exists a constant cf such that

Sym2(ωG)⊗Λ0
I

ΛI ⊂
1

Hdgcf+2 Fil0(W2),

and there exist constants cn, ci such that

∇0
κ : W0

κ →W0
κ⊗OXr,I

1

Hdg1+cn
Ω1
Xr,I/Λ

0
I
; ∇f : wκf 7→ wκf⊗OXr,I

1

Hdgci
Ω1
Xr,I/Λ

0
I
.

Note that by the argument of Proposition 2.2.19, there is a constant cs such that Hdgcs annihi-

lates Ω1
Xr,I/XI

, so the Kodaira-Spencer isomorphism induces a morphism

KS−1 : Ω1
Xr,I/Λ

0
I
→ 1

Hdgcs
Sym2(ωG).

Also note that the multiplicative structures on π∗(OV0(H]G ,s)
) and OIGi,r,I induce a map

Wκ ⊗ Fil0(W2)→Wκ+2.

Combining all these facts, the Gauss-Manin connection

∇κ : Wκ →Wκ ⊗Xr,I

1

Hdg1+cn+ci
ΩXr,I/Λ

0
I

induces a map, also called the Gauss-Manin connection,

∇κ : Wκ →
1

Hdgc(n)
Wκ+2,

where c(n) := 3 + cn + ci + cf + cs.

To consider ∇κ for different κ at the same time, we introduce the following definition.
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Definition 2.3.12. Let f0 : V0(H]
G , s)→ IGn,r,I → Xr,I be the structure map. We define

W0 := f0,∗OV0(H]G ,s)
; W := W0 ⊗OXr,I

wκf ;

W0,′
κ :=

∑
m∈Z

W0
κ+2m ⊂W0; W′κ := W0,′

κ ⊗OXr,I
wκf ,

Note that for m 6= m′, Wκ+2m ∩Wκ+2m′ = (0), so we have a well-defined connection

∇κ : W′κ → (
1

Hdgc(n)
)W′κ; ∇κ |Wκ+2m= ∇κ+2m.

For each M ≥ 0, we denote the iteration

Wκ
∇κ−−→ 1

Hdgc(n)
Wκ+2

∇κ+2−−−→ 1

Hdg2c(n)
Wκ+4...

∇κ+2M−2−−−−−−→ 1

HdgMc(n)
Wκ+2M

by ∇Mκ . When the weight κ is clear, we simply write ∇κ as ∇.

2.3.3 Functoriality of Wκ

Functoriality on the interval I

Let (n, r, I) and (n, r, J) be adapted triples with J ⊂ I. Let (A?, i) resp. G? be the universal

false elliptic curve, resp. the associated p-divisible group over Xr,? and let (ΩG?
,H]
G?
, s?) be the

associated system of vector bundles with marked sections over IGn,r,? for ? = I, J . Then the

natural morphism Λ0
I → Λ0

J induces the following commutative diagram

IGn,r,J
//

��

IGn,r,I

��
Xr,J

θJ,I // Xr,I ,

such that

θ∗J,I(GI) = GJ ; θ∗J,I(ΩGI ) = ΩGJ ; θ∗J,I(H
]
GI ) = H]

GJ ; θ∗J,I(sI) = sJ .

So we have the following commutative diagram compatible with the action of T ext

V0(H]
GJ , sJ) //

��

V0(H]
GI , sI)

��
V0(ΩGJ , sJ) //

��

V0(ΩGI , sI)

��
IGn,r,J

//

��

IGn,r,I

��
Xr,J

θJ,I // Xr,I .

(2.3.4)

Lemma 2.3.13. The commutative diagram 2.3.4 induces a canonical isomorphism

θ0 : θ∗J,I(W0
κ,I)→W0

κ,J
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which is compatible with filtration and connection. Tensoring θ0 with the canonical morphism

θf : θ∗J,I(w
κf
I )→ w

κf
J ,

we get a canonical morphism θ : θ∗J,I(Wκ,I)→Wκ,J which is an isomorphism after inverting α.

Proof. The existence of θ0 : θ∗J,I(W0
κI

) → W0
κJ

and the compatibility with filtration and con-

nection follow directly from the diagram 2.3.4.

Note that Fil0W0
κI

= wκI ,0 is invertible, and θ∗J,I(w
κI ,0)−1 = θ∗J,I(w

κ−1
I ,0). So combining the

morphisms

θ0 : θ∗J,I(w
κI ,0)→ wκJ ,0; θ0 : θ∗J,I(w

κ−1
I ,0)→ wκ−1

J ,0,

we get a sequence of morphisms

OXr,J → wκJ ,0 ⊗Or,J θ
∗
J,I(w

κ−1
I ,0)→ OXr,J

whose composition is the identity map. As all three sheaves are locally free of rank 1 and Xr,J
is noetherian, we have that θ0 : θ∗J,I(w

κI ,0)→ wκJ ,0 is an isomorphism. Since

GrhW0
κI
∼= wκI ,0 ⊗OXr,I

ω−2h
GI

for each h ∈ N, by induction we have that θ induces an isomorphism

θ0 : θ∗J,I(FilhW0
κI

)→ FilhW0
κJ
.

Since W0
κ,I is the α-adic completion of limh→∞ FilhW0

κI
, we see that θ0 : i∗J,I(W0

κI
) → W0

κJ
is

an isomorphism.

Note that the lower square of the diagram 2.3.4 induces a canonical morphism

θf : θ∗J,Iw
κI,f → wκJ,f

which is compatible with connection. As wκI,f [ 1
α ] is free of rank 1 as an OXr,I ⊗Λ0

I
ΛI -module,

a similar argument as was used for θ0 shows that θf is an isomorphism after inverting α.

Combining the results for θ0 and θf , we have that θ is compatible with filtration and con-

nection, and becomes an isomorphism after inverting α.

Functoriality on n

Let (n, r, I), (n′, r, I) be adapted triples such that n ≤ n′. Let (A, i) resp. G be the universal

false elliptic curve, resp. the associated p-divisible group over Xr,I . Let (ΩG,?,H]
G,?, s?) be the

associated system of vector bundles with marked sections on IG?,r,I for ? = n, n′. Via the

natural map θn′,n : IGn′,r,I → IGn,r,I , we have

θ∗n′,n(ΩG,n) = ΩG,n′ , θ
∗
n′,n(H]

G,n) = H]
G,n′ , θ∗n′,n(sn) ≡ sn′ mod β

n
.
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Combining with the fact that β
n′
⊂ β

n
, we get a commutative diagram

V0(H]
G,n′ , sn′)

//

��

V0(H]
G,n, sn)

��
V0(ΩG,n′ , sn′) //

��

V0(ΩG,n, sn)

��
IGn′,r,I

θn′,n //

��

IGn,r,I

vv
Xr,I ,

(2.3.5)

which is clearly compatible with the action of Z×p (1 + β
n′
Ga).

Lemma 2.3.14. The diagram 2.3.5 induces canonical isomorphisms

θ : W0
κ,n →W0

κ,n′ , θ : Wκ,n →Wκ,n′

which are compatible with filtration and connection.

Proof. The diagram 2.3.5 induces a morphism

OV0(H]G,n,sn)
→ OV0(H]G,n′ ,sn′ )

which commutes with the Z×p (1 + β
n′
Ga)-action. By taking the (κ0

I)
−1-isotypic component, we

get the desired morphism

θ0 : W0
κ,n →W0

κ,n′ ,

which is clearly compatible with filtration and connection. Tensoring

θ0 : wκ,n,0 = Fil0W0
κ,n → wκ,n′,0 = Fil0W0

κ,n′

with (wκ,n,0)−1 = wκ−1,n,0, we get a sequence of morphisms

OXr,I → wκ,n′,0 ⊗OXr,I
wκ−1,n,0 → OXr,I

whose composition is the identity map. This forces

θ0 : wκ,n,0 → wκ,n′,0

to be an isomorphism. By induction, the isomorphisms

GrhW0
κ,n
∼= wκ,n,0 ⊗OXr,I

ω−2h
G , ∀ h ∈ N

imply that θ0 is an isomorphism restricted on each filtered submodule Filh. Note that W0
κ,n is

the α-adic completion of limh FilhW0
κ,n, so we see that

θ : W0
κ,n →W0

κ,n′

is an isomorphism. The case of Wκ follows directly.
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Functoriality on r

Let (n, r, I) and (n, r′, I) be adapted triples such that r′ ≥ r. Let (A?, i) be the universal

false elliptic curve over X?,I and (H]
G,?,ΩG,?, s?) be the associated system of vector bundles with

marked sections on IGn,?,I for ? = r′, r. The natural map θ : Xr′,I → Xr,I induces the following

commutative diagram

V0(H]
G,r′ , sr′)

//

��

V0(H]
G,r′ , sr)

��
V0(ΩG,r′ , sr′) //

��

V0(ΩG,r, sr)

��
IGn,r′,I

//

��

IGn,r,I

��
Xr′,I

θ // Xr,I ,

(2.3.6)

which is compatible with the T ext-action. Analogous to the proof of Lemma 2.3.14, we can show

Lemma 2.3.15. The diagram 2.3.6 induces an isomorphism

θ0 : θ∗(W0
κ,r)→W0

κ,r′

which is compatible with connection and filtration, and a canonical morphism

θf : θ∗(wκf ,r)→ wκf ,r
′

which becomes an isomorphism after inverting α. We moreover have a canonical morphism

θ := θ0 ⊗ θf : θ∗(Wκ,r)→Wκ,r′

compatible with connection and filtration which becomes an isomorphism after inverting α.

2.3.4 Hecke operators

The Frobenius and the Up-operator

Let (n, r, I) be a pre-adapted triple. Let H1 ⊂ A be the level-1 canonical subgroup of the

universal false elliptic curve (A, i). According to Proposition 2.2.16, the quotient false isogeny

f : (A, i)→ (A′ := A/H1, i) induces a (Z/pnZ)×-equivaraint commutative diagram

IGn,r+1,I
Φ //

��

IGn,r,I

��
Xr+1,I

φ // Xr,I

(2.3.7)

where Φ is characterized by Φ∗((A, i)/IGn,r,I ) = (A′, i)/IGn,r+1,I
.

Lemma 2.3.16. When n = 2 if p = 2 and n = 1 if p ≥ 3, the diagram 2.3.7 induces a morphism

of OXr+1,I
-modules

Vf : φ∗(wκf )→ wκf

which is compatible with connection and becomes an isomorphism after inverting α.



2. Nearly overconvergent quaternion modular forms 69

Proof. Let n = 2 if p = 2, n = 1 if p ≥ 3. Let πn : IGn,r,I → Xr,I be the structure morphism

and let

φ∗(wκf )→ φ∗πn,∗(OIGn,r,I )⊗Λ0
I

ΛI → πn,∗Φ
∗(OIGn,r,I )⊗Λ0

I
ΛI

be the map induced by the diagram 2.3.7. By taking [κ−1
f ]-isotypic component with respect

to the (Z/pnZ)×-action, we get the desired morphism Vf together with the compatibility with

connection.

After inverting α (or even Hdg), wκf [ 1
α ] is a free of rank-1 OXr,I ⊗Λ0

I
ΛI -module with inverse

wκ−1
f [ 1

α ], so tensoring Vf with φ∗(wκ−1
f )[ 1

α ], we get a sequence of morphisms

OXr+1,I
→ wκf ⊗OXr,I

φ∗(wκ−1
f )[

1

α
]→ OXr+1,I

whose composition is the identity map, which implies that Vf is an isomorphism after inverting

α.

Let H1
n+1 ⊂ G be the level-(n + 1) canonical subgroup. As shown in the proof of Propo-

sition 2.2.16, H ′,1n := H1
n+1/H

1
1 ⊂ G′ := GA′ is the level-n canonical subgroup, and over

IGn+1,r+1,I , the false dual f ′ : (A′, i) → (A, i) of the quotient isogeny f : (A, i) → (A′, i)
induces an isomorphism H ′n

∼= Hn. Over IGn+1,r+1,I , we have the universal trivialization

γn+1 : Z/pn+1Z → (H1
n+1)D. Therefore there is a unique trivialization γ′n : Z/pnZ ∼= (H ′n)D

over IGn,r,I defined by the commutative diagram

Z/pnZ Id //

γn
��

Z/pnZ 17→p //

γ′n
��

Z/pn+1Z

γn+1

��

H1,D
n

(f ′)D // (H1,′
n )D

fD // H1,D
n+1.

(2.3.8)

Let pn+1,n : IGn+1,r+1,I → IGn,r+1,I be the forgetful map. The composition

t1 : IGn+1,r+1,I
pn+1,n−−−−→ IGn,r+1,I

Φ−→ IGn,r,I

is the normalization of the morphism on adic generic fibers sending (A, i, γn+1) to (A′, i, γ′n).

Lemma 2.3.17. Let G′ := GA′. Over IGn+1,r+1,I , the quotient false isogeny f : (A, i)→ (A′, i)
induces an isomorphism

f∗

p
: ΩG′ → ΩG

and moreover a commutative diagram

p∗n+1,n(V0(ΩG , sn)) //

((

t∗1(V0(ΩG , sn))

vv
IGn+1,r+1,I

��
Xr+1,I

(2.3.9)

which is compatible with the action of Z×p (1 + β
n+1

Ga). If (n, r, I) is adapted, then the induced

morphism of OXr,I -modules V0 : φ∗(wκ,0)→ wκ,0 is an isomorphism.
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Proof. Note that G′ = G/H1
1 , so we have

f∗ : ΩG′ → ΩG , s
′
n 7→ psn+1 mod β

n+1
ΩG .

As both ΩG′ and ΩG are locally free of rank-1 OIGn+1,r+1,I
-modules, we have that f∗ is injective

with image pΩG , so f∗

p is a well-defined isomorphism.

Moreover, as pt∗1(β
n
) = β

n+1
, we know that f∗

p (s′n) ≡ sn mod t∗1(β
n
)ΩG . Therefore f∗

p induces

a map of IGn+1,r+1,I -formal schemes

V0(ΩG , sn; t∗1(β
n
))→ t∗1(V0(ΩG , sn)) = V0(ΩG′ , sn′ ; t

∗
1(β

n
)).

Here the notation V0(ωG , sn; t∗1(β
n
)) emphasizes that we view sn as a marked section modulo

t∗1(β
n
). On the other hand, as β

n
⊂ t∗1(β

n
), we have a morphism

p∗n+1,n(V0(ΩG , sn;β
n
))→ V0(ΩG , sn; t∗1(β

n
)).

Combining these two morphisms, we get the desired diagram 2.3.9 which is equivariant with

respect to the action of Z×p (1 + β
n+1

Ga).

If (n, r, I) is adapted, then by taking the [(κ0)−1]-isotypic component with respect to the

Z×p (1 + β
n+1

Ga)-action and applying the argument in the proof of Lemma 2.3.14, we get the

desired isomorphism of OXr+1,I
-modules

V0 : φ∗(wκ,0)→ Ot∗1(V0(ΩG ,sn))[(κ
0)−1]→ Op∗n+1,n(V0(ΩG ,sn))[(κ

0)−1] ∼= wκ,0.

Definition 2.3.18. We define V : φ∗(wκ) → wκ to be V0 ⊗ Vf and define the Vp-operator to

be the morphism on global sections

H0(Xr,I ,w
κ)

φ∗−→ H0(Xr+1,I , φ
∗(wκ))

V−→ H0(Xr+1,I ,w
κ).

We can also define the Up-operator over Wκ, whose restriction to wκ is a left inverse of Vp.

Lemma 2.3.19. For an adapted triple (n, r, I), the false dual isogeny f ′ : (A′, i) → (A, i)
induces a morphism U0 : W0

κ → φ∗(W0
κ) of Xr+1,I-modules which is compatible with filtration

and connection, and whose restriction

U0 : wκ,0 = Fil0W0
κ → φ∗(Fil0W0

κ) = φ∗(wκ,0)

is inverse to V0.

Proof. Let (H]
G′ ,ΩG′ , s

′
n := HT(γ′n(1))) be the system of vector bundles with marked sections

associated to G′ over IGn+1,r+1,I . Then we have

t∗1(A/IGn,r,I) = A′, t∗1((ΩG,n, sn)) = (ΩG′ , s
′
n), t∗1(H]

G,n, sn) = (H]
G′ , s

′
n).

Note that pt∗1(β
n
) = β

n+1
, so f ′ : G′ → G induces morphisms of formal schemes

V0(H]
G′ , s

′
n; t∗1(β

n
)) = t∗1(V0(H]

G , sn))→ V0(H]
G , sn; t∗1(β

n
)); t∗1(V0(ΩG , sn))→ V0(ΩG , sn; t∗1(β

n
))

which commute with the action of Z×p (1 + β
n+1

Ga).
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As pn−1 | t∗1(β
n
) = pnHdg

− p
n+1

p−1 , similar to the proof of Lemma 2.3.14, we have

OV0(ΩG ,sn;t∗1(β
n

))[(κ
0)−1] = wκ,0, OV0(H]G ,sn;t∗1(β

n
))

[(κ0)−1] = W0
κ.

On the other hand, by the definition of t1, we have a morphism

φ∗(W0
κ)→ φ∗(OV0(H]G ,sn)

)[(κ0)−1]→ O
t∗1(V0(H]G ,sn))

[(κ0)−1].

which is compatible with filtration. Applying the argument in the proof of Lemma 2.3.14 once

again, we have

φ∗(W0
κ) ∼= Ot∗1(V0(H]G ,sn))

[(κ0)−1].

Pre-composing its inverse with the identification OV0(H]G ,sn;t∗1(β
n

))
[(κ0)−1] = W0

κ, we get

U0 : W0
κ = OV0(H]G ,sn;t∗1(β

n
))

[(κ0)−1]→ φ∗(W0
κ).

Moreover, as the composition

p∗n+1,n(V0(ΩG , sn))→ t∗1(V0(ΩG , sn))→ V0(ΩG , sn; t∗1(β
n
))

is just the natural morphism, the restriction of U0 on wκ,0 is a left inverse of V0.

Definition 2.3.20. We define the Up operator on global sections of W0
κ as the composition

H0(Xr+1,I ,W0
κ)
U0

−→ H0(Xr+1,I , φ
∗(W0

κ))
1
p

TrXr+1,I/Xr,I−−−−−−−−−→ H0(Xr,I ,W0
κ)(→ H0(Xr+1,I ,W0

κ)).

On the generic fiber Xr,I , we define the Up-operator as the composition

H0(Xr+1,I ,Wκ)
U0⊗(Vf )−1

−−−−−−−→ H0(Xr+1,I , φ
∗(Wκ))

1
p

TrXr+1,I/Xr,I−−−−−−−−−→ H0(Xr,I ,Wκ)(→ H0(Xr+1,I ,Wκ)).

Proposition 2.3.21. For each m ∈ N, we have

Up(H
0(Xr,I ,Film(Wκ))) ⊂ H0(Xr,I ,Film(Wκ)).

Moreover, we have the following:

(i) the induced map on the graded piece H0(Xr,I ,Grh(W0
κ)) is 0 modulo ( p

Hdg2 )h;

(ii) for any classical specialization k ∈ N of κ, the identification

(Symk(HG)⊗Λ0
I

ΛI [1/α])k ∼= (Filk(Wκ)[1/α])k

is compatible with Up-operators. Here the subscript k means the specialization of the object

along k.

Proof. Every statement except item (i) is clear from definition. Note that Hdg(A′) = Hdg(A)p,

so by Proposition 1.6.10, f ′ : (A′, i)→ (A, i) induces the following commutative diagram

0 // ΩG //

∼=
��

H]
G

��

// δω−1
GD

//

��

0

0 // ΩG′ // H]
G′

// δpω−1
(G′)D

// 0
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where the first vertical arrow is an isomorphism and the third vertical arrow is induced by

(f ′)D : (G′)D → GD. Via the chosen principal polarization, we have

(G′)D ∼= ker(1− e† : A′[p∞]→ A′[p∞]); GD ∼= ker(1− e† : A[p∞]→ A[p∞])

which identifies (f ′)D with the isogeny induced by f : (A, i) → (A′, i). By construction,

f mod p
Hdg is the Frobenius map, which is zero on tangent spaces, so we have

f∗(ω−1
GD) ≡ 0 mod

p

Hdg
ω−1

(G′)D , f∗(δω−1
GD) ≡ 0 mod

p

δp−2ω
−1
(G′)D =

p

Hdg2 δ
pω−1

(G′)D .

By unwinding the definition of U0, the local description of W̃0
κ (see Lemma 2.3.4) implies that

U0 : GrhW0
κ → Grhφ

∗(W0
κ)

is 0 modulo ph

Hdg(A)−2h , which completes the proof of item (i).

As promised, we have

Lemma 2.3.22. The composition

Up ◦ Vp : H0(Xr,I ,wκ)→ H0(Xr,I ,wκ)

is the identity map.

Proof. Note that U ◦ V = Id : wκ → wκ, so the composition Up ◦ Vp is just

H0(Xr,I ,wκ)
φ∗−→ H0(Xr+1,I , φ

∗(wκ))
1
p

TrXr+1,I/Xr,I−−−−−−−−−→ H0(Xr,I ,wκ)

Since the morphism φ : Xr+1,I → Xr,I is flat of degree p, we are done.

The Up-operator admits a description using the Hecke correspondence.

Definition 2.3.23. For any positive integer d prime to N , we define 〈d〉 : XB
1 (N) → XB

1 (N)

to be the diamond operator sending (A, i, ψN ) to (A, i, dψN ). Similar definition applies to Xr,I ,

and we extend 〈d〉 to IGn,r,I by acting on the trivializations trivially.

Definition 2.3.24. Let Zr,I be the adic space over the generic fiber Xr,I of Xr,I which param-

eterizes all rank-p subgroups D1 ⊂ G[p] intersecting the level-1 canonical subgroup H1
1 ⊂ G[p]

trivially (see Lemma 2.2.13). Equivalently, Zr,I is the adic space over Xr,I which parameterizes

all non-trivial cyclic OB-submodule of A[p] intersecting the level-1 canonical subgroup H1 ⊂ A[p]

trivially.

Let

p1 : Zr,I → Xr,I ; ((A, i),D1)→ (A, i)

be the structure map. Note that p1 is finite étale of degree p.

Lemma 2.3.25. The map defined on points by u : (A, i) 7→ (A/H1,G[p]/H1
1 ) induces a com-

mutative diagram

Xr+1,I

φ

��

∼=
u // Zr,I

p1

��
Xr,I Id // Xr,I
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where the upper horizontal arrow is an isomorphism with inverse

p2 : Zr,I → Xr+1,I ; ((A, i),D1) 7→ 〈p−1〉(A/D, i).

Moreover, the quotient false isogeny fa : (A, i)→ (A/D, i) induces a morphism

p∗2(Wκ)→ p∗1(Wκ)

such that the composition

H0(Xr+1,I ,Wκ)
p∗2−→ H0(Xr+1,I , p

∗
2(Wκ))→ H0(Xr,I , p∗1(Wκ))

1
p

Trp1−−−−→ H0(Xr,I ,Wκ)

coincides with Up.

Proof. By definition, the morphism p1 ◦ u : Xr+1,I → Xr,I sends (A, i) to (A/H1, i), hence

coincides with φ.

Let D = D1 × g(D). The assignment (A,D1) 7→ A/D on points induces p2 : Zr,I → XI .
Note that

p2 ◦ u : Xr+1,I → XI ; (A, i) 7→ (A/H1,G[p]/H1
1 ) 7→ 〈p−1〉(A/A[p], i) = (A, i)

is an open immersion, so we have ΩZr,I/Xr+1,I
= 0. As p1 is étale and p1 ◦ u = φ, we have that

the relative differential ΩXr+1,I/Xr,I along φ is zero, which implies φ is étale. Clearly φ and p1

both have degree p, so u is an isomorphism, which in turn implies that the map p2 induces an

isomorphism Zr,I → Xr+1,I .

Let Zn,r,I := IGn,r,I ×Xr,I ,π1 Zr,I . Over Zn,r,I , the false quotient isogeny

fa : (A, i)→ (A/D, i)

induces an isomorphism between the level-n canonical subgroups Hn ⊂ A and H ′n ⊂ A/D, so the

universal trivialization γ : Z/pnZ ∼= H1,D
n induces a trivialization γ′ : Z/pnZ ∼= (H1,′

n )D. The

pair (〈p−1〉A/D, γ′) over Zn,r,I induces a commutative diagram compatible with the (Z/pnZ)×-

action

Zn+1,r,I

%%xx

��

IGn+1,r+1,I
t1 //

��

IGn,r,I

��

Zr,I
p1

%%
p2xx

Xr+1,I
φ // Xr,I .

Note that fa : (A, i)→ (A/D, i) on Zn+1,r,I is the pull-back of f ′ : (A/H1, i)→ (A, i) over

IGn+1,r+1,I , so the final statement follows from the corresponding statement for U .
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Correspondences of degree prime to p∆

Let (A, i, ψN ) be the universal false elliptic curve together with the universal V1(N)-level

structure over Xr,I . Let ` be a rational prime such that (p∆, `) = 1, and let Cr,I be the formal

scheme over Xr,I parameterizing closed OB-submodules C ⊂ A[`] which are locally free of rank

`2 and intersect with Im(ψN ) trivially (see Lemma 2.2.13).

Note that OB ⊗Z F` ∼= M2(F`). Let x be any non-trivial idempotent element in M2(F`) and

A[`]1 := ker(1− x : A[`]→ A[`]); A[`]2 := ker(x : A[`]→ A[`]),

Then A[`] = A[`]1 × A[`]2. Moreover, there exists y ∈ M2(F`) such that 1 − x = yxy−1 and

such an element y induces an isomorphism A[`]1 ∼= A[`]2. From this, we can show that giving

a OB-submodule C ⊂ A[`] of rank `2 which intersects Im(ψN ) trivially is equivalent to giving

a subgroup C1 ⊂ A[`]1 of rank ` which intersects Im(ψN ) trivially. As a consequence, Lemma

2.2.13 implies that the structure map

p1 : Cr,I → Xr,I , (A, i, ψN , C) 7→ (A, i, ψN )

is finite étale of degree `+ 1 if (`,Np∆) = 1 or ` if ` | N .

Lemma 2.3.26. Let C ⊂ A[`] be the universal OB-submodule of rank `2 which intersects Im(ψN )

trivially, and let Cn,r,I := IGn,r,I ×Xr,I ,p1 Cr,I . Then the quotient false isogeny

f : (A, i)→ (A/C, i)

induces morphisms

p2 : Cr,I → Xr,I , p2,n : Cn,r,I → IGn,r,I

and a commutative diagram

p∗1(V0(H]
G , sn))

��

// V0(H]
G , sn)

��
p∗1(V0(ΩG , sn))

��

// V0(ΩG , sn)

��
Cn,r,I

p2,n //

��

IGn,r,I

��
Cr,I

p2 // Xr,I

(2.3.10)

which is compatible with the T ext-action. The diagram 2.3.10 induces a morphism of OCr,I -

modules

f∗ : p∗2(Wκ)→ p∗1(Wκ)

which is compatible with connection and filtration.

Proof. The forgetful morphism p1 : Cr,I → Xr,I determines (an equivalence class of) a pair

(Hdg(A), η) with η ∈ H0(Cr,I , ω
(1−p)pr+1

G ) and Hdg(A)p
r+1
η ≡ α mod p2. As f induces an

isomorphism G := GA ∼= GA/C = G/C1, we have Hdg(A) = Hdg(A/C), so there exists a pair

(Hdg(A/C), η′) such that

Hdg(A/C)p
r+1
η′ ≡ α mod p2.



2. Nearly overconvergent quaternion modular forms 75

This implies that the morphism p2 : Cr,I → XI characterized by p∗2(A) = A/C factors through

Xr,I . Note that f induces an isomorphism between the level-n canonical subgroups H1
n ⊂ G

and H1,′
n ⊂ GA/C , so the universal section γ : Z/pnZ → H1,D

n over IGn,r,I induces a section

γ′ : Z/pnZ → (H1,′
n )D over Cn,r,I such that fD ◦ γ′ = γ. The triple (A/C, i, γ′) determines a

morphism p2,n : Cn,r,I → IGn,r,I . Together with the morphism of vector bundles over Cn,r,I ,

f∗ : ΩG/C1 → ΩG ; HT(γ′(1)) 7→ HT(γ(1)),

we have the diagram 2.3.10.

By taking the [(κ0)−1]-isotypic component with respect to the T ext-action on the induced

morphism

p∗2(OV0(H]G ,sn)
)→ O

p∗1(V0(H]G ,sn))
,

and noting that p1 is finite flat, we get a morphism p∗2(W0
κ)→ p∗1(W0

κ) which is compatible with

connection and filtration.

Let i = 2 if p = 2 and i = 1 if p ≥ 3. By taking the [(κf )−1]-isotypic component with respect

to the (Z/piZ)×-action on the induced morphism

p∗2(OIGi,r,I )⊗Λ0
I

ΛI → Op∗1(IGi,r,I) ⊗Λ0
I

ΛI ,

we get a morphism p∗2(wκf )→ p∗1(wκf ) which is compatible with connection.

By tensoring these two morphisms, we get the desired morphism f∗ : p2(Wκ) → p∗1(Wκ)

which is compatible with connection and filtration.

Since p1 is étale, the trace operator Trp1 is well-defined.

Definition 2.3.27. For any rational prime ` such that (`, p∆) = 1, we define the Hecke operator

T` to be the composition

H0(Xr,I ,Wκ)
p∗2−→ H0(Cr,I , p

∗
2(Wκ))

f∗−→ H0(Cr,I , p
∗
1(Wκ))

1
`
Trp1−−−−→ H0(Xr,I ,Wκ).

Twists by finite characters

Let (n, r, I) be a pre-adapted triple. Let (A, i) be the universal false elliptic curve, G be the

associated p-divisible group, and H1
n ⊂ G[pn], Hn ⊂ A[pn] be the level-n canonical subgroups

respectively. Let (A′, i) be the quotient of (A, i) by Hn, GA′ be the p-divisible group associated

with A′, and let H ′,1n ⊂ GA′ , H ′n ⊂ A′ be the level-n canonical subgroup respectively. Then the

quotient false isogeny f : (A, i)→ (A′, i) has false degree pn. Moreover, let f ′ : (A′, i)→ (A, i)
be the false dual isogeny and H ′′n := ker f ′. Then we have that A′[pn] = H ′′n ×H ′n and the false

isogeny f ′ induces an isomorphism H ′n
∼= Hn.

The Weil pairing induces isomorphisms

H ′′n
∼= HD

n
∼= (H ′n)D, (H1,′

n )D ∼= H ′′,†n := ker(1− e† : H ′′n → H ′′n).

Together with the isomorphism

g′ : H ′′,†n
∼= H ′′,1n := ker(1− e : H ′′n → H ′′n),

we have (H1,′
n )D ∼= H ′′,1n . Over IG2n,r+n,I , the section γ′ : Z/pnZ→ (H ′,1n )D = H ′′,1n defined by

the diagram 2.3.8 induces maps

s : Z/pnZ→ H ′′,1n , sD : H ′,1n → µpn .
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Let K/Qp be any finite extension containing all pn-th roots of unity and OK be the ring of

integers in K. Base change Xr,I , IGn,r,I from Zp to OK (but we do not change the notations).

A chosen pn-th root of unity ζ determines an isomorphism

Z/pnZ ∼= HomIG2n,r+n,I
(Z/pnZ, µpn), j 7→ (j 7→ ζj).

Inspired by the idea of [AI17, Proposition 3.26], we have

Lemma 2.3.28. The map

η : HomOB (H ′′n, H
′
n) ∼= Hom(H ′′,1n , H ′,1n )→ Hom(Z/pnZ, µpn) ∼= Z/pnZ, u 7→ sD ◦ u ◦ s

is a bijection.

Proof. The first isomorphism follows directly from Lemma 2.2.1. As s and sD are isomorphisms

on IG2n,r+n,I and IG2n,r+n,I is α-torsion free, we know η is injective and is a bijection when

restricted to the generic fiber. It suffices to show that any morphism u : H ′′,1n → H ′,1n defined

on the generic fiber extends to IG2n,r+n,I . As H ′′,1n is finite flat over the normal formal scheme

IG2n,r+n,I , it suffices to show that u extends in codimension 1. By localization, we may and

do assume (A, i), (A′, i), H ′′,1n and H ′,1n are defined over a discrete valuation ring R of mixed

characteristic (0, p) and that u : H ′′,1n → H ′,1n is defined over L := Frac(R). Let

Gn,L := Im(Id× u : H ′′,1n,L → H ′′,1n,L ×H
′,1
n,L = GA′ [p

n]L)

and Gn be the scheme theoretic closure of Gn,L in GA′ [p
n]. We only need to show that the

induced projection Gn ⊂ GA′ [pn]→ H ′′,1n is an isomorphism. Note that

H ′′,1n = G[pn]/H1
n, H ′,1n = H1

2n/H
1
n,

so for any m ≤ n− 1, we have

H ′′,1n [pm] = G[pm]/H1
m; H ′′,1n [pm+1]/H ′′,1n [pm] ∼= G[p]/H1

1 ;

H ′,1n [pm] = H1
n+m/H

1
n
∼= H1

m; H ′,1n [pm+1]/H ′,1n [pm] = H1
n+m+1/H

1
n+m

∼= H1
1

where the isomorphisms are induced by appropriate false dual isogenies. By [Tat97, Proposition

4.2.1] and an easy induction argument, we are reduced to showing that HomR(H ′′,11 , H ′,11 ) has p

different elements. As H ′′,11 has rank p and (H ′,11 )D ∼= H ′′,11 , by Oort-Tate theory, we have

H ′′,11
∼= Spec(R[x]/(xp − H̃pnx)); H ′,11

∼= Spec(R[y]/(yp +
p

H̃pn
y))

where H̃ is a lift of the Hasse invariant of (A, i). Note that −p admits all p − 1-th root in R

as R contains all p-th roots of unity, and that H ′′,11 (R) ∼= Z/pZ by the definition of IG2n,r+n,I ,

so H̃ and −p
H̃2pn

both admit all p − 1-th roots over R. For each (p − 1)-th root v of −p
H̃2pn

, the

morphism y 7→ vx induces a group homomorphism H ′′,11 → H ′,11 . Together with the trivial

group homomorphism y 7→ 0, we get p different elements of HomR(H ′′,11 , H ′,11 ). In particular,

any element in HomL(H ′′,11 , H ′,11 ) admits a unique extension to R. So we have G1
∼= H ′′,11 and

the proposition follows.
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For any j ∈ Z/pnZ, let ρj : H ′′n → H ′n be the morphism of OB-modules such that η(ρj) = j,

and let

Hρj := (ρj × Id)(H ′′n) ⊂ H ′n ×H ′′n = A′[pn].

Clearly we have Hρj ×H ′n = A′[pn] as OB-modules. Set A′j := (A′/Hρj , i). The quotient false

isogeny f ′j : A′ → A′j induces an isomorphism between H ′n and its image H ′n,j := f ′j(H
′
n),

which implies that H ′n,j ⊂ A′j is the level-n canonical subgroup. Note that H ′n,j is the kernel

of the false dual isogeny A′j → A′, so Hdg(A′j)p
n

= Hdg(A′) = Hdg(A)p
n
, which implies that

Hdg(A′j) = Hdg(A).

For each j ∈ Z/pnZ, let tj : IG2n,r+n,I → IGn,r+n,I be the normalization of the morphism

IG2n,r+n,I → IGn,r+n,I defined by sending (A, i, γ2n) to (A′j , i, γ′j), where γ2n is the universal

trivialization of (H1
2n)D and γ′j is the unique trivialization of (H ′,1n,j)

D such that f ′,Dj (γ′j) = γ′.

Let pk : IGk,r+n,I → Xr+n,I be the forgetful map and let vj := pn ◦ tj : IG2n,r+n,I → Xr+n,I .

Lemma 2.3.29. Let (n, r, I) be an adapted triple. Over IG2n,r+n,I , the false isogeny

fj : (A, i) f−→ (A′, i)
f ′j−→ (A′j , i)

induces a morphism of OIG2n,r+n,I
-modules

f∗j : v∗j (W0
κ)→ p∗2n(W0

κ)

which preserves the filtration Fil•Wκ and the Gauss-Manin connection ∇0
κ. After inverting α,

fj induces a morphism

f∗j : v∗j (Wκ)[
1

α
]→ p∗2n(Wκ)[

1

α
]

which preserves the filtration Fil•Wκ and the Gauss-Manin connection ∇κ.

Proof. Let (H]
G ,ΩG , s) be the system of vector bundles with marked sections associated to G

over IGn,r+n,I , and let G′j := GA′j . Over IG2n,r+n,I , we have

t∗j (A, i, γ) = (A′j , i, γ′j), t∗j (ΩG , s) = (ΩG′j , s
′
j), t∗j (H

]
G , s) = (H]

G′j
, s′j)

where s′j = HT(γ′j(1)). Proceeding as in the proof of Lemma 2.3.17, we have

f∗

pn
: ΩG′

∼=−→ ΩG .

Together with the isomorphism

f ′,∗j : ΩG′j
∼= ΩG′ ,

we get an isomorphism
f∗j
pn

: ΩG′j
∼= ΩG , s′j 7→ p∗2n,n(s),

where p2n,n : IG2n,r+n,I → Xr+n,I is the forgetful map. We further have a well-defined morphism
f∗j
pn : ωG′j → ωG , because

Hdg(A) = Hdg(A′j) = δp−1, ΩG = δωG , ΩG′j = δωG′j .
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Let f ′j be the false dual isogeny (A′j , i)→ (A, j). By duality, we have a well-defined morphism

f ′,∗j
pn

: ω−1
GD → ω−1

(G′j)D
.

Combining these together, we have well-defined maps of IG2n,r+n,I -modules

f∗j
pn

: HG′j → HG ; H]
G′j

= δHG′j → H]
G = δHG′j .

The induced morphism of IG2n,r+n,I -formal schemes

p∗2n,n(OV0(H]
G , s))→ t∗j (OV0(H]

G , s))

is clearly compatible with the filtration and the T -action.

When (n, r, I) is adpated, we have p∗n(W0
κ) = W̃0

κ, so by taking the [(κ0)−1]-isotypic compo-

nent with respect to the T -action, we get the desired morphism

f∗j : v∗j (W0
κ)→ p∗2n(W0

κ)

which preserves the filtration and the Gauss-Manin connection.

The multiplicative structure on OIG2n,r+n,I
⊗Λ0

I
ΛI induces an isomorphism

wκf [
1

α
]⊗OXr+n,I OIG2n,r+n,I

∼= OIG2n,r+n,I
⊗Λ0

I
ΛI , a⊗ b 7→ ab.

Together with the natural identification

v∗j (OXr+n,I ) = OIG2n,r+n,I
= p∗2n(OXr+n,I ),

we obtain a morphism v∗j (w
κf )[ 1

α ] → p∗2n(wκf )[ 1
α ]. Tensoring with f∗j , we get the desired mor-

phism

f∗j : v∗j (Wκ)[
1

α
]→ p∗2n(Wκ)[

1

α
]

which is compatible with the filtration and the Gauss-Manin connection.

For any primitive character χ : (Z/pnZ)× → (ΛI [ζ])×, g(χ) :=
∑

j∈(Z/pnZ)× χ(j)ζj be the

associated Gauss sum.

Corollary 2.3.30. By taking global sections, we get a morphism

θχ : H0(Xr+n,I ,Wκ)
g(χ−1)(

∑
j∈(Z/pnZ)× χ(j)f∗j v

∗
j )

−−−−−−−−−−−−−−−−−−−→ H0(Xr+n,I , p2n,∗p
∗
2n(Wκ+2χ))

1
p2n

Tr

−−−−→ H0(Xr+n,I ,Wκ+2χ)

which preserves the filtration Fil•.

Proof. Only the statement about weight needs an argument. For any a ∈ (Z/p2nZ)×, we claim

that the following diagram is commutative

IG2n,r+n,I
a //

ta2j

��

IG2n,r+n,I

tj

��
IGn,r+n,I

a // IGn,r+n,I .

(2.3.11)



2. Nearly overconvergent quaternion modular forms 79

It suffices to check commutativity on points. Let (A, i, γ) be the universal false elliptic curve

together with the universal section γ : Z/p2nZ→ HD
2n over IG2n,r+n,I . We have

a ∗ (A, i, γ) = (A, i, aγ), tj : (A, i, γ) 7→ (A′, i, γ′) 7→ (A′j , i, γj).

If we replace γ by aγ, we are changing γ′ to aγ′ and s, s∨ to as, as∨ respectively, hence changing

Hρj to Hρa2j
and γj to aγa2j , so we have

tj(A, i, aγ) = (A′a2j , i, aγa2j) = a ∗ (ta2j(A, i, γ)),

and the commutativity of the diagram 2.3.11 follows.

For any ã ∈ Z×p whose image modulo pn is a and for any s ∈ H0(Xr,I ,Wκ), we have

ã ∗ ((
∑

j∈(Z/pnZ)×

χ(j)f∗j v
∗
j )(s))

=
∑

j∈(Z/pnZ)×

χ(j)ã ∗ (f∗j (s))

=
∑

j∈(Z/pnZ)×

χ(j)f∗a2j(a ∗ (s))

=
∑

j∈(Z/pnZ)×

κ−1(a)χ(j)f∗a2j(s)

=
∑

j∈(Z/pnZ)×

κ−1(ã)χ−2(a)χ(j)f∗j (s)

= (κ+ 2χ)−1(ã)(
∑

j∈(Z/pnZ)×

χ(j)f∗j v
∗
j )(s),

which proves the statement about weight.

2.3.5 Comparison with other constructions of overconvergent quaternion modular

forms

In [Bra13], the author constructs overconvergent quaternion modular forms of general weight

in the spirit of test objects, which is analogous to the construction of overconvergent elliptic

modular forms in [AIS14]. Another construction of overconvergent quaternion modular forms

of general weight is given in [CHJ17, § 2.8], using differential forms by adapting the method in

[Pil13]. The equivalence between these two constructions can be shown using the argument in

[AIS14, Appendix B].

In [CHJ17, Chapter 2], a construction of overconvergent quaternion modular forms using

the perfectoid language is spelled out in details. Moreover, in § 2.8 of op.cit, the equivalence

between the pecfectoid construction and Pilloni type construction is explained in details.

As explained in [Bra13, § 4.2.2], when restricted to the ordinary locus, all overconvergent

quaternion modular forms mentioned above recover Katz’s p-adic quaternion modular forms.

At integral level, we may adapt the formulation in [AIP, § 5] to define overconvergent quater-

nion modular forms as follows: Let fn : Fn,r,I → IGn,r,I be the formal scheme such that

Fn,r,I(R) = {(P, ω) ∈ (H1,D
n (R)−H1,D

n [pn−1](R))× ωG(R) : HT(P ) = ω in ωG/p
nHdg

− p
n−1
p−1 }
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for any formal scheme Spf(R) → Xr,I where R is α-adically complete and α-torsion-free, and

define the T ext(R)-action on Fn,r,I(R) by

(λx) ∗ (P, ω) = (λP, (λx)ω), ∀ λ ∈ Z×p , x ∈ T (R), (P, ω) ∈ Fn,r,I(R).

Let gn : IGn,r,I → Xr,I be the structure map. The overconvergent quaternion modular sheaf

for the universal character κI is defined by

wκI := wκI ,0 ⊗OXr,I
wκI,f , wκI ,0 := (gn ◦ fn)∗OFn,r,I [(κ

0)−1].

We can moreover define the Up, Vp-operators on wκI using the formulation in op.cit § 5.4 and

the Hecke operators away from p∆ adapting the formulation in [Pil13, § 4.1].

Lemma 2.3.31. Let (n, r, I) be any pre-adapted triple. There is a canonical isomorphism be-

tween V0(ΩG , s) and Fn,r,I which is compatible with the T ext-action. As a corollary, we have an

isomorphism of OXr,I -modules wκI ∼= wκI which is compatible with the Hecke operators.

Proof. Let Pn ∈ H1,D
n (IGn,r,I) be the universal section and s = HT(Pn). Let Spf(R) → Xr,I

be an affine formal scheme with R α-adically complete and α-torsion-free. Then V0(ΩG , s)(R)

consists of pairs (ρ, ν) where ρ : Spf(R)→ IGn,r,I is an Xr,I -morphism and ν ∈ HomR(ρ∗ΩG , R)

such that

ν(ρ∗(s)) mod ρ∗(pnHdg
− pn

p−1 ) = 1.

By the definition of IGn,r,I , we have a 1 − 1 correspondence between ρ : Spf(R) → IGn,r,I

and elements in H1,D
n (R) − H1,D

n [pn−1](R) given by ρ 7→ ρ∗(Pn). Noting that ΩG and ωG are

invertible OIGn,r,I -modules, and ΩG = Hdg
1
p−1ωG , we have an equivalence of functors compatible

with T ext-actions given by

V0(R) 7→ Fn,r,I(R); (ρ, ν) 7→ (ρ∗(Pn), ν∨),

where ν∨ is the dual element of ν in ΩG such that ν(ν∨) = 1. This functor gives the desired

isomorphisms

wκI ,0 ∼= wκI ,0; wκI ∼= wκI .

For the compatibility of Hecke operators, see the proof of Lemma A.2.24 below.

We can also compare wκ with Katz’s p-adic quaternion modular forms at the integral level.

Note that IGord
n,r,I → Xord

I is finite étale with Galois group (Z/pnZ)×, so the inverse limit

π : IGord
∞,r,I := lim←−n≥0

IGord
n,r,I → Xord

I is well-defined and equipped with an action of Z×p .

Adapting the argument of [Pil13, Proposition 6.1], we have

Proposition 2.3.32. There is a canonical isomorphism

wκI ,0
|
Xord
r,I

∼= π∗(OIGord
∞,r,I

)[(κ0
I)
−1].

Proof. Let Spf(R)→ Xord
I be an affine formal scheme with R α-adically complete and α-torsion-

free. A point in IGord
∞,r,I(R) is a compatible sequence of generators P = {Pn ∈ H1,D

n (R)}, and

the Z×p -action is given by λ ∗ P = {λPn}. Set HT(P ) := lim←−n HT(Pn). Then we have an

Z×p -equivariant morphism of IGord
n,r,I -formal schemes

IGord
∞,r,I → Ford

n,r,I := Fn,r,I ⊗IGn,r,I IG
ord
n,r,I ; P 7→ (Pn,HT(P )).
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As the action of T ext on Fn,r,I is analytic (see Lemma 2.3.3), by taking the [(κ0
I)
−1]-isotypic

component we have an induced morphism

wκI ,0
|
Xord
r,I

= OFord
n,r,I

[(κ0
I)
−1]→ π∗OIGord

∞,r,I
[(κ0

I)
−1].

As IGord
n,r,I is étale over Xord

I and (π∗OIGord
∞,r,I

)Z
×
p = OXord

I
, we have that wκI ,0

|
Xord
I

is an invertible

OXord
I

-module with inverse w
κ−1
I ,0

|
Xord
r,I

. Moreover, we have a sequence of morphisms

OXord
I

= wκI ,0
|
Xord
r,I

⊗O
Xord
I

w
κ−1
I ,0

|
Xord
r,I

→ π∗OIGord
∞,r,I

[(κ0
I)
−1]⊗O

Xord
I

π∗OIGord
∞,r,I

[κ0
I ]→ OXord

I
(2.3.12)

whose composition is the identity map. By construction, we have an isomorphism of the adic

generic fibers

IGord
∞,r,I

∼= lim←−
n≥1

Ford
n,r,I ,

so we have

wκI ,0
|
Xord
r,I

[
1

α
] ∼= π∗OIGord

∞,r,I
[
1

α
][(κ0

I)
−1].

Combining with equation 2.3.12, we have the desired isomorphism

wκI ,0
|
Xord
r,I

∼= π∗OIGord
∞,r,I

[(κ0
I)
−1].

2.4 Expansion in Serre-Tate coordinates

Let k = F̄p and W = W (k) be the associated ring of Witt vectors. Let (Ā/k, i, ψN ) be an

ordinary false elliptic curve Ā/k together with a V1(N)-level structure ψN . Let {P1, P2} be a

basis of TpĀ such that

eP1 = P1, (1− e)P2 = P2.

Let PD1 , PD2 be the image of P1,P2 in TpĀ
D via λĀ, and let Q1,Q2 be the dual basis of P1,P2.

Let R̃ be the deformation space of Ā/k viewed simply as an abelain variety, and set

qij = q(Ã/R̃;Pi, P
D
j ), tij = qij − 1, i, j ∈ {1, 2}.

By Theorem 1.4.8, if we let ωi = HT(PDi ), ηi = η(Qi), i = 1, 2, then we have

R̃ = W [[tij : i, j = 1, 2]], ∇

(
η1

η2

)
= 0, ∇

(
ω1

ω2

)
=

(
d log q11 d log q21

d log q12 d log q22

)(
η1

η2

)
.

Consider the subfunctor Mf of Spf(R̃) which sends an artinian local ring R with residue field

k to the set of false elliptic curves over R with reduction Ā.

Proposition 2.4.1. The subfunctor Mf is a dimension-1 formal torus pro-representable by

Spf(R) where R is the quotient of R̃ by the closed ideal generated by the relations

q(Ã/R̃; bP,QD) = q(Ã/R̃;P, b†QD), ∀ b ∈ OB, P ∈ TpĀ, QD ∈ TpĀD.

In particular, R = W [[t]] where t is the image of t11.
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Proof. This is a direct consequence of Theorem 1.4.5(iii). For more details, see [Bro13, Propo-

sition V.1] or [Mor11, Proposition 3.3].

Let Af/R be the universal false deformation of Ā/k. One can recover the Hodge exact

sequence and the Gauss-Manin connection of Af/R by restricting the Hodge sequence and the

Gauss-Manin connection of Ã/R̃ to R.

Lemma 2.4.2. [Bro13, Lemma V.2] For any element

η ∈ H1
dR(Ã/R̃), P ∈ TpĀD, Q ∈ Hom(TpĀ,Zp), b ∈ OB,

we have

∇(η)|R = ∇(η|R); ωbP |R = b†ωP |R; ηb∗Q|R = b†ηQ|R.

In particular, as e†PDi = PDi , we have

e

(
ω1

ω2

)
=

(
ω1

0

)

Denote the restriction of ω1 to R by ω and the restriction of η(e†Q1) to R by η. Then ω and

{ω, η} are bases of ωG and HG respectively. Moreover, by Theorem 1.4.8, we have

∇ω = η ⊗ d log(1 + t); ∇(η) = 0.

Apply Lemma 2.3.9 to X,Y corresponding to f = δω, e = δη respectively and let V = Y
X . Then

we have

∇](XκV h) = XkV h ⊗ µκd log(δ) + (µκ − h)XκV h+1 ⊗ d log(1 + t). (2.4.1)

On the other hand, composing with the isomorphism g′ : ωG
∼= e†HG , we have

cKS(ω⊗2) = d log(1 + t)

for some c ∈ Z×p . Upon replacing g′ by c−1g′, we may and will assume KS(ω⊗2) = d log(1 + t).

Note that (Ā, i, ψN ) corresponds to a point x ∈ X(k) where X = XB
1 (N), so by the discussion

in [Mor11, Page 24], we have

Lemma 2.4.3. There exists a canonical isomorphism ÔX,x⊗̂ZpW
∼= W [[t]].

Proof. Let R be any artinian ring with residue field k, and let Af/R be a false deformation of

Ā/k to R. By Hensel’s lemma, we can uniquely lift ψN to a V1(N)-level structure ψN,R. By the

moduli interpretation of XB
1 (N), we get a morphism OX,x → R. By passing to the inverse limit,

Af/R has a universal V1(N)-level structure ΨN and we have a morphism ÔX,x → R, which

induces a morphism ÔX,x⊗̂ZpW → R. Let mx be the maximal ideal of OX,x. By the universal

property, we have a morphism R → OX,x/mn
x ⊗Zp W . Passing to the inverse limit, we get a

morphism R → ÔX,x⊗̂ZpW . It is easy to check these two morphisms are inverse to each other,

and the lemma follows from Proposition 2.4.1.

Convention 2.4.4. Throughout this section, k = F̄p, W = W (k), and we will always base

change X := X1(N), X̂, Xr,I , IGn,r,I and Λ
(0)
I from Zp to W , and denote them using the same

notation.
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Equip W [[t]] with the p-adic topology and let Rt = Λ0
I [[t]]. By Lemma 2.4.3, we have

morphisms

ρ : Spf(W [[t]])→ X̂, Spf(Rt)→ Xord
I (→ Xr,I ∀r ∈ N)

such that ρ∗((A, i, ψN )) = (Af , i,ΨN ). Denote ρ∗(wκ), ρ∗(Wκ)(Rt), ρ
∗(W)(Rt) by wκ(t), Wκ(t),

W(t) respectively. We have the following Serre-Tate expansion principle for Shimura curves. For

the modular curve analogue, we refer to Lemma A.3.3.

Lemma 2.4.5. The evaluation maps

H0(Xr,I ,Wκ)→Wκ(t); H0(Xord
I ,W)→W(t),

H0(Xord
r,I ,W/pNW)→W(t)/pNW(t), ∀ N ≥ 1,

are injective.

Proof. As Xr,I is irreducible, it is easy to deduce the injectivity of

H0(Xr,I ,Wκ)→Wκ(t)

from Lemma 1.1.16 and the fact that wκf is locally free of finite rank when restricted to Xr,I .
Recall that W0 = f0,∗OV0(H]G ,s)

where f0 : V0(HG],s) → IGn,r,I → Xr,I is the structure map, and

locally, OV0(H]G ,s)
is a ring of formal power series over OIGn,r,I . As IGord

n,r,I → Xord
r,I is flat, we can

deduce that

H0(Xord
I ,W)→W(t), H0(Xord

r,I ,W/pNW)→W(t)/pNW(t), ∀ N ≥ 1

are injective from the fact that IGord
n,r,I is geometrically irreducible, which is shown in [Hid12,

Chapter 7].

We summarize some running notations for the rest of this section:

• k = F̄p, W = F̄p, and we base change X, X̂, Xr,I , IGn,r,I ,Λ
(0)
I from Zp to W .

• (Ā/k, i, ψN ) is a fixed ordinary false elliptic curve with V1(N)-level structure ψN and

universal false deformation (Af/R, i,ΨN ).

• P ∈ eTpĀ(k) is a fixed generator, PD := λĀ(P ) ∈ TpĀD, and Q is the dual basis of P .

• 1 + t = q(Af/R;P, PD), R = W [[t]], ω = HT(PD), and η = η(e†Q). By our convention

on g′, we have KS(ω⊗2) = d log(1 + t).

• Rt = Λ0
I [[t]], R̃t = Rt ⊗Λ0

I
ΛI , and ρ : Spf(Rt) → Xord

I is the morphism characterized by

ρ∗(A, i, ψN ) = (Af , i,ΨN ).

• wκ(t) = ρ∗(wκ)(Rt), Wκ(t) = ρ∗(Wκ)(Rt), and W(t) = ρ∗(W)(Rt).

2.4.1 The Gauss-Manin connection in Serre-Tate coordinates

Recall that (H]
G ,ΩG , s) is the system of vector bundles with marked sections associated to G

over IGn,r,I with respect to the ideal β
n
.

Lemma 2.4.6. Let Spf(Rn,t) := IGn,r,I ×Xr,I ,ρ Spf(Rt) and base change ρ to Spf(Rn,t). Equip

tg∈(Z/pnZ)×Spf(R) with the (Z/pnZ)×-action given by left translation.
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(i) We have an (Z/pnZ)×-equivariant isomorphism Spf(Rn,t) ∼= tg∈(Z/pnZ)×Spf(Rt).

(ii) There exists δ ∈ R×n,t such that δω mod pn = ρ∗(s) and each component δg of δ belongs to

T ext(Rt). In particular, κ0(δ) is well-defined.

Proof. Let Cn ⊂ Af be the level-n canonical subgroup. As A/R is ordinary, CDn is étale. By the

equivalence between the category of finite étale algebras over W [[t]] and the category of finite

étale algebras over k, we know that C1,D
n
∼= Z/pnZ as finite flat group schemes over W [[t]].

(i) Note that Spf(Rn,t) = IGord
n,r,I ×Xord

I ,ρ Spf(Rt) because the morphism ρ factors through

Xord
I . By construction, IGord

n,I is the finite étale cover of Xord
I with Galois group (Z/pnZ)× which

parameterizes all trivializations of H1,D
n over Xord

I . The fact C1,D
n
∼= Z/pnZ over Spf(Rt) implies

that Spf(Rn,t) ∼= tg∈(Z/pnZ)×Spf(Rt).

(ii) Note that ĀD/k and Ā/k are ordinary. We can view CDn /k as the maximal étale quotient

of ĀD[pn], so we have

TpĀ
D(k) = lim←−

n≥1

ĀD[pn](k) = lim←−
n≥1

CDn (k).

Let PDn be the image of PD in CDn (k). Since Spf(Rt) is connected, PDn can be viewed as a

generator of

C1,D
n (k) = C1,D

n (W [[t]]) = C1,D
n (Rt).

Let γ : Z/pnZ→ H1,D
n be the universal trivialization. By item (i),

C1,D
n (Rn,t) = tg∈(Z/pnZ)×C1,D

n (Rt).

By considering the action of (Z/pnZ)×, we can show that there exists δ̄ ∈ (Z/pnZ)× such that

ρ∗(γ(1)) = (δ̄gPDn )g∈(Z/pnZ)× .

Note that ω mod pn = HT(PDn ) and s = HT(γ(1)), so we have

ρ∗(s) = (δ̄gω mod pn)g∈(Z/pnZ)× .

Consequently, we can choose δ = (δg)g∈(Z/pnZ)× ∈ R×n,t with δg mod pn = δ̄g such that

δω mod pn = ρ∗(s). Since κ0(δg) is well-defined for each g, we have κ0(δ) is well-defined.

Recall that by assumption, KS(ω⊗2) = d log(1 + t). Take δ as in Lemma 2.4.6, and let

X = 1 + pnZ, Y correspond to f = δω, e = δη respectively and set V := Y
X . Then by

Proposition 2.3.7, we have

Proposition 2.4.7. Let

∂ : Rt → Rt (resp. R̃t → R̃t),
∑
i≥0

ait
i 7→

∑
i≥0

iai(1 + t)ti−1.

(i) Let Uκ0,h = κ0(δ)−1(1 + pnZ)κ( Y
1+pnZ )h. Then

W0
κ(t) = {

∑
h≥0

ahUκ0,h : ah ∈ R, ah →∞},

and for any a ∈ Rt and h ≥ 0, we have

∇0
κ(aUκ0,h) = 2f (δ−1)(∂(a)Uκ0+2,h + a(µκ − h)U(κ+2)0,h+1).
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(ii) Let wκf (t) := ρ∗(wκf )(Rt). Then wκf (t) is a free R̃t-module of rank 1. Moreover, we can

choose a basis aκf such that ∇fκ(aκf ) = 0.

(iii) Let Uκ,h = Uκ0,h ⊗ aκf . Then Wκ(t) = {
∑

h≥0 ahUκ,h : ah ∈ R̃t, ah → 0}, and for any

a ∈ R̃t and h ≥ 0, we have

∇κ(aUκ,h) = ∂(a)Uκ,h + a(µκ − h)Uκ+2,h+1. (2.4.2)

Proof. (i) Since κ0(δ) is well-defined, by equation 2.3.2 in the proof of Lemma 2.3.4, we have

λ ∗ (Uκ0,h) = κ0(λ−1)Uκ0,h, ∀ λ ∈ Z×p .

Note that Uκ0,0 = κ0(δ)−1(1 + pnZ)κ
0 ≡ 1 mod R◦◦t and ρ : Spf(Rt) → Xr,I is flat, so by

Proposition 2.3.7, we have

W0
κ(t) = {

∑
h≥0

ahUκ0,h : ah ∈ Rt, ah →∞}.

By equation 2.4.1 and Leibniz’s rule, we have

∇0
κ(Uκ0,h) = Uκ0,h ⊗ (d log (κ0)−1(δ) + µκd log δ) + (µκ − h)Uκ0,h+1 ⊗ d log(1 + t)

= (µκ − h)Uκ0,h+1 ⊗ d log(1 + t);

and for any a ∈ Rt,

∇0
κ(aUκ0,h) = (∂(a)Uκ0,h + (µκ − h)Uκ0,h+1)⊗ d log(1 + t).

Note that f = δω, so we have

d log(1 + t) = KS(ω⊗2) = δ−2KS(f⊗2),

∇0
κ(Uκ0,h) = (µκ − h)δ−2(1 + pnZ)2U(κ0),h+1 = 2f (δ−1)(µκ − h)U(κ+2)0,h+1.

Thus for any a ∈ Rt, we have

∇0
κ(aUκ0,h) = 2f (δ−1)(∂(a)U(κ+2)0,h + a(µκ − h)U(κ+2)0,h+1).

(ii) Let i = 2 if p = 2 and i = 1 if p ≥ 3. By Lemma 2.4.6, there exist orthogonal idempotent

elements eg ∈ Ri,t, g ∈ (Z/piZ)× such that Ri,t = ⊕Rteg and for any g ∈ (Z/piZ)×, g∗eh = eg−1h.

It is routine to check that

wκf (t) = {
∑

g∈(Z/piZ)×

aeg ⊗ κf (g−1), a ∈ R̃t},

and that aκf :=
∑

g∈(Z/piZ)× eg ⊗ κf (g−1) is a basis of wκf (t) such that ∇fκ(aκf ) = 0.

(iii) It suffices to show

δ−2κ0(δ−1)aκf = (κ+ 2)0(δ−1)a(κ+2)f ,

which is straightforward.
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2.4.2 Hecke operators in Serre-Tate coordinates

Hecke operators away from p∆

Let ` be a rational prime such that (`, p∆) = 1; let a` := ` if ` | N or a` := ` + 1 if ` - N ,

and let {Dj}j=1,..,a` be the set of OB-submodules which are locally free of rank `2 and intersect

Im(ψN ) trivially. Then each Dj deforms uniquely to a OB-module Dj ⊂ Af of rank `2 such that

Dj ∩ Im(ΨN ) = (0). Let (Ā/Dj , i, ψj) be the quotient of (Ā, i, ψN ) by Dj , and let (Afj /Rj , i,Ψj)

be the universal false deformation of (Ā/Dj , i, ψj). Then (Af/Dj , i) over R induces a morphism

Gj : Spf(R)→ Spf(Rj); G∗j (A
f
j ) = Af/Dj .

Let gj : Af → Af/Dj be the quotient false isogeny. Then we have (see also [Bro13, Lemma

V.4])

Lemma 2.4.8. Let Pj ∈ TpĀ/Dj(k) be the unique element whose image PDj via λĀ/Dj satisfies

that gDj (PDj ) = PD, Qj be the dual basis of Pj, and

ωj := HT(PDj ), ηj := η(Qj), 1 + tj := q(Afj /Rj ;Pj , P
D
j ) ∈ Rj .

Then we have

g∗j (G
∗
j (ωj)) = ω, g∗j (G

∗
j (ηj)) = `η, G∗j (1 + tj) = (1 + t)

1
` .

Proof. Let g′j : Af/Dj → Af be the false dual isogeny. As g′j ◦ gj = gj ◦ g′j = `, both gj and g′j
induce isomorphisms on the Tate modules, so Pj is well-defined and gj(P ) = `Pj .

By functoriality of the Hodge-Tate period map, the following diagram is commutative

Tp(Ā/Dj)(k)
λĀ/Dj//

g′j
��

Tp(Ā/Dj)
D(k)

HT //

gDj
��

ωA/Dj

g∗j

��
TpĀ(k)

λĀ // TpĀ
D(k)

HT // ωA.

So we have g∗j (G
∗
j (ωj)) = ω and dually, g∗j (G

∗
j (ηj)) = `η. By Theorem 1.4.5 (iii), we have

G∗j (1 + tj) = q(Af/Dj/R;Pj , P
D
j ) = q(Af/Dj/R;

1

`
gj(P ), PDj )

= q(Af/R;
1

`
P, gDj (PDj ))

= q(Af/R;
1

`
P, PD)

= (1 + t)
1
` .

Let Rtj := ΛI [[tj ]], R̃tj := Rtj ⊗Λ0
I

ΛI and let ρj : Spf(Rtj ) → Xr,I be the morphism

characterized by ρ∗j (Af , i, ψN ) = (Afj , i,Ψj). Denote ρ∗j (Wκ)(Rtj ) by Wκ(tj). Then based on

Lemma 2.4.8, we have
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Proposition 2.4.9. For each j = 1, ..., a`, we can choose a basis {Uκ,h,j}h∈N for Wκ(tj) such

that given any f ∈ H0(Xr,I ,Wκ) with ρ∗j (f) =
∑

h≥0 fj(tj)Uκ,h,j for j = 1, ..., a`, we have

ρ∗(T`(f)) =

a∑̀
j=1

∑
h≥0

fj((1 + t)1/l − 1)lhUκ,h.

Proof. Let Spf(Rn,tj ) := Spf(Rj)×ρj ,Xr,I IGn,r,I . According to Proposition 2.4.7, we can choose

δj ∈ (Rn,tj )
× such that δjωj ≡ ρ∗j (s) mod pn, and by sending δjωj to Xj = 1 + pnZj and δjηj

to Yj , the set {Uκ,h,j}h≥0 where

Uκ,h,j = (κ0)−1(δj)(1 + pnZj)
κ(

Yj
1 + pnZj

)h ⊗
∑

g∈(Z/qZ)×

eg ⊗ κ−1
f (g)

is a basis of Wκ(tj). Note that by definition and Lemma 2.4.8, we have

g∗jG
∗
j (ρ
∗
j (s)) = ρ∗(s); g∗jG

∗
j (ωj) = ω, g∗jG

∗
j (ηj) = `η,

so we have

g∗jG
∗
j (Uκ,h,j) = lhUκ,h, ∀1 ≤ j ≤ a`.

Unwinding the definition of T`, we have ρ∗(T`(f)) = 1
`

∑al
j=1 g

∗
jG
∗
j (ρ
∗
j (f)). By Lemma 2.4.8,

G∗j (tj) = (1 + t)1/` − 1, so we have

ρ∗(T`(f)) =

a∑̀
j=1

∑
h≥0

fj((1 + t)1/l − 1)lhUκ,h.

Now we can discuss the relation between ∇κ and T`.

Proposition 2.4.10. Let f ∈ H0(Xr,I ,Wκ), then

∇κ ◦ T`(f) = `T` ◦ ∇κ(f).

Proof. By Lemma 2.4.5, it suffices to show the equality in Serre-Tate coordinates. Assume that

for j = 1, ..., a`, ρ
∗
j (f) =

∑
h≥0 fj(tj)Uκ,h,j . Then we have

ρ∗(∇κ ◦ T`(f)) =
1

`
∇κ(

a∑̀
j=1

∑
h≥0

fj((1 + t)1/` − 1)`hUκ,h)

=
1

`

a∑̀
j=1

∑
h≥0

((1 + t)1/`f ′j((1 + t)1/` − 1)`h−1Uκ,h + (µκ − h)fj((1 + t)1/` − 1)`hUκ+2,h+1);

ρ∗j (∇κ(f)) =
∑
h≥0

∇κ(fj(tj)Uκ,h,j)

=
∑
h≥0

((1 + tj)f
′
j(tj)Uκ+2,h,j + fj(tj)(µκ − h)Uκ+2,h+1,j);

ρ∗(T` ◦ ∇κ(f)) =
1

`

a∑̀
j=1

∑
h≥0

(1 + t)1/`f ′j((1 + t)1/` − 1)`hUκ+2,h,j

+
1

`

a∑̀
j=1

∑
h≥0

fj((1 + t)1/` − 1)(µκ − h)`h+1Uκ+2,h+1,i = `ρ∗(∇κ ◦ T`(f)).
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The Frobenius and the Up-operator

Let C ⊂ Af be the level-1 canonical subgroup. Then the quotient false isogeny

f0 : Af → Af/C

is a lift of the Frobenius morphism

F : Ā→ Ā(p).

Let (Ā(p), i, ψ
(p)
N ) be the quotient of (Ā/k, i, ψN ) by ker(F ) and (Af,(p)/R(p), i,Ψ

(p)
N ) be the

universal false deformation of (Ā(p), i, ψ
(p)
N ). Then we have a morphism φ : Spf(R)→ Spf(R(p))

characterized by φ∗(Af,(p)) = Af/C.
Since Ā/k is ordinary, we have an isomorphism F : TpĀ(k) ∼= TpĀ

(p)(k). Then again following

[Bro13, Lemma V.6 & V.7], we have that

Lemma 2.4.11. Let P (p) := F (P ), PD,(p) := λĀ(p)(P (p)), and Q(p) be the dual basis of P (p).

Moreover, let

1 + t(p) := q(Af,(p)/R(p);P (p), PD,(p)), ω(p) := HT(PD,(p)), η(p) := η(Q(p)).

Then we have

φ∗(1 + t(p)) = (1 + t)p, f∗0φ
∗(ω(p)) = pω, f∗0φ

∗(η(p)) = η.

Proof. Let V : Ā(p) → Ā be the Verschiebung map. By Theorem 1.4.5, we have

φ∗(1 + t(p)) = φ∗(q(Af,(p)/R(p);P (p), PD,(p)))

= q(Af/C/R;F (P ), PD,(p)) = q(Af/R;P, V (PD,(p)))

= q(Af/R;P, pPD) = (1 + t)p;

f∗0φ
∗(ω(p)) = HT(V (PD,(p))) = pHT(PD) = pω;

f∗0φ
∗(η(p)) = η(F ∗(Q(p))) = η(Q) = η.

Let Rt(p) := ΛI [[t
(p)]], and let ρ(p) be the morphism

ρ(p) : Spf(Rt(p))→ Xr,I , (ρ(p))∗(Af , i,ΨN ) = (Af,(p), i,Ψ(p)
N ).

Denote (ρ(p))∗(wκ)(Rt(p)) by wκ(t(p)).

Proposition 2.4.12. We can choose a basis {U (p)
κ,0} of wκ(t(p)) such that for any f ∈ H0(Xr,I ,wκ)

with (ρ(p))∗(f) = F (t(p))U
(p)
κ,0 , we have ρ∗(Vp(f)) = F ((1 + t)p − 1)Uκ,0.

Proof. By Lemma 2.4.11, we have

ρ∗(Vp(f)) =
1

p
f∗0φ

∗((ρ(p))∗(f)),
1

p
f∗0φ

∗(ω(p)) = ω.

Then the desired result follows from a similar argument in the proof of Lemma 2.4.8 using

Proposition 2.4.7.
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To deal with the operator Up and twists by finite characters, we need to describe étale cyclic

rank-p2n OB-submodules of (Af , i)/R. Fix a primitive pn-th root of unity ζ; set Wn := W [ζ];

and let (1 + t)p
−n

be a pn-th root of 1 + t.

Proposition 2.4.13. Over W [[t]][ζ, (1 + t)p
−n

], the connected-étale exact sequence

0→ Af [pn]◦ → Af [pn]→ Af [pn]ét → 0 (2.4.3)

admits pn different splittings as OB-modules.

Proof. Let Hn ⊂ Af [pn] be the level-n canonical subgroup. Since Ā/k is ordinary, we have

that Hn
∼= Af [pn]◦ and that λAf induces an isomorphism Af [pn]ét ∼= HD

n . Taking kernels with

respect to the endomorphism 1− e, we obtain

0→ H1
n → GAf [pn]→ HD,†

n → 0 (2.4.4)

from the sequence 2.4.3. Moreover, a splitting of the sequence 2.4.3 as OB-modules is equivalent

to a splitting of the sequence 2.4.4. With the help of the isomorphism g′ : (H1
n)D ∼= HD,†

n , we

are reduced to the argument in Proposition A.3.6 below.

Note that we have Ā[pn] ∼= (µnp )2⊕(Z/pnZ)2 asOB-modules. Let (Ā′, i, ψ′N ) be the quotient of

(Ā, i, ψN ) by (Z/pnZ)2, and let (A′,f/R′, i,Ψ′) be the universal false deformation of (Ā′, i, ψ′N ).

Let Cj ⊂ Af be a rank-p2n étale cyclic OB-module and let (Af/Cj , i,Ψj) be the quotient of

(Af , i,ΨN ) by Cj . Then 〈p−1〉(Af/Cj , i,Ψj) over W [[t]][ζ, (1 + t)p
−n

] induces a morphism

Fj : Spf(W [[t]][ζ, (1 + t)p
−n

])→ Spf(R′)

characterized by F ∗j (A′,f , i,Ψ′) = 〈p−1〉(Af/Cj , i,Ψj). Note that the map TpĀ(k) → TpĀ
′(k)

induced by the quotient false isogeny f : (Ā, i) → (Ā′, i) is multiplication by pn times an

isomorphism. As stated in [Bro13, Lemma V.9 & V.10] that

Lemma 2.4.14. Let P ′ = f(P )
pn , P ′,D := λĀ′(P

′), and let Q′ be the dual basis of P ′. Also let

1 + t′ := q(A′,f/R′;P ′, P ′,D), ω′ := HT(P ′), η′ := η(Q′).

Then up to reordering Cj, we have

F ∗j (1 + t′)p
n

= 1 + t; F ∗j (1 + t′)|t=0 = ζ−j .

Let fj : (Af , i)→ (Af/Cj , i) be the quotient isogeny. We have that

f∗j F
∗
j (ω′) = ω; f∗j F

∗
j (η′) = pnη.

Proof. All statements except the equality F ∗j (1 + t′)|t=0 = ζ−j follow from similar arguments as

in the proofs of Lemma 2.4.8 and Lemma 2.4.11.

Let Afcan be the canonical false lifting of (A, i) to W . Then Afcan[pn] ∼= (µpn)2 ⊕ (Z/pnZ)2

as OB-modules. Let Hn,j be the étale subgroup corresponding to Z/pnZ → µpn : 1 7→ ζj via

the construction in Proposition 2.3.28. Then it suffices to show (1 + t′)(Afcan/Hn,j) = ζ−j . Over

Wn, the quotient false isogeny Afcan → Afcan/Hn,j induces the commutative diagram below

0 // (µp∞)2

=

��

// Afcan[p∞] ∼= (µp∞)2 ⊕ (Qp/Zp)2 //

fj
��

(Qp/Zp)2

pn

��

// 0

0 // (µp∞)2 // Afcan/Hn,j [p
∞] // (Qp/Zp)2 // 0.
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Taking kernels with respect to the endomorphism 1− e, we have

0 // µp∞

=

��

// µp∞ ⊕Qp/Zp //

fj
��

Qp/Zp
pn

��

// 0

0 // µp∞ // µp∞ ⊕Qp/Zp // Qp/Zp // 0,

where the middle vertical arrow is the quotient by the subgroup generated by (ζj , 1/pn). Un-

winding the definition of Serre-Tate coordinates as in the proof of Lemma A.3.7, we have

(1 + t′)(Afcan/Hn,j) = ζ−i.

Now we apply Proposition 2.4.14 to rank-p2 étale sub-OB-modules of (Af , i).

Proposition 2.4.15. Let Rt′ := Λ0
I [[t
′]] and let ρ′ : Spf(Rt′) → Xr,I be the morphism char-

acterized by (ρ′)∗(A, i, ψN ) = (A′,f , i,Ψ′N ). Denote ρ′,∗(Wκ)(Rt′) by Wκ(t′). Then we have the

following:

(i) we can choose a basis {U ′κ,h}h≥0 of Wκ(t′) such that for any f ∈ H0(Xr,I ,Wκ) such that

ρ′,∗(f) =
∑

h≥0 Fh(t′)U ′κ,h, we have

ρ∗(Up(f)) =
1

p

p∑
i=1

∑
h≥0

Fh(ζ−i(1 + t)1/p − 1)phUκ,h.

(ii) for any f ∈ H0(Xr,I ,Wκ), we have

pUp(∇κ(f)) = ∇κ ◦ Up(f).

(iii) for any f ∈ H0(Xr,I ,wκ), if ρ∗(f) = F (t)Uκ,0, then

ρ∗(VpUp(f)) =
1

p

p−1∑
i=0

F (ζi(1 + t)− 1)Uκ,0.

Moreover, if F (t) ∈ Rt, then 1
p

∑p−1
i=0 F (ζi(1 + t)− 1) ∈ R.

Proof. (i)By Proposition 2.4.7 and Lemma 2.4.14, a similar argument as in the proof of Propo-

sition 2.4.9 allows us to choose a basis {U ′κ,h}h≥0 of Wκ(t′) such that for each h ≥ 0,

f∗j F
∗
j (U ′κ,h) = phUκ,h.

By Lemma 2.3.25, we have

ρ∗(Up(f)) =
1

p

p∑
i=1

f∗i F
∗
i (ρ′(f)) =

1

p

p∑
i=1

F ∗i (F (t′))phUκ,h.

Since F ∗i (F (t′)) = F (ζ−i(1 + t)1/p − 1), we are done.

(ii) Based on item (i), we can get the equality by a similar argument as in the proof of

Proposition 2.4.10.
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(iii) As twisting by the diamond operator does not affect Serre-Tate expansion, we may

assume 〈p〉∗ρ∗(f) = F (t)Uκ. Note that (Ā(p))′ = Ā/Ā[p] ∼= 〈p〉Ā, so applying (i) to 〈p〉∗ρ∗, we

have

(ρ(p))∗(Up(f)) =
1

p

p∑
i=1

F (ζi(1 + tσ)1/p − 1)Uκ;

ρ∗(VpUp(f)) =
1

p

p∑
i=1

F (ζi(1 + (1 + t)p − 1)1/p)Uκ

=
1

p

p∑
i=1

F (ζi(1 + t)− 1)Uκ.

If F (t) ∈ Rt, then we can view F (t) as a Λ0
I -valued measure on Zp, so by Proposition 1.7.6, we

have

1

p

p−1∑
i=0

F (ζi(1 + t)− 1) ∈ Rt.

Twists by finite characters

Let (n, r, I) be an adapted triple and ζn be a fixed primitive pn-th root of unity.

Proposition 2.4.16. Let χ : (Z/pnZ)× → W×n be a primitive character. If f ∈ H0(Xr,I ,Wκ)

such that ρ∗(f) =
∑

h≥0 Fh(t)Uκ,h, then we have

ρ∗(θχ(f)) =
g(χ−1)

pn

∑
h≥0

∑
j∈(Z/pnZ)×

χ(j)Fh(ζ−jn (1 + t)− 1)Uκ+2χ,h.

Proof. Here we use the notations in Lemma 2.3.29. Recall that

Spf(R2n,t) := Spf(Rt)×ρ,Xr+n,I IG2n,r+n,I = ta∈(Z/p2nZ)×Spf(Rt)ea,

where ea’s are index symbols such that b ∗ ea = eab for any b ∈ (Z/p2nZ)×. Let C ⊂ Af be

the level-n canonical subgroup, and {C′i}i=1,...,pn be the rank-p2n étale cyclic OB-submodules of

Af/C[pn] over (a certain extension of) Rt, indexed in the way such that C′j is the pull-back of

Hρj ⊂ A′ over IG2n,r+n,I to Spf(Rt)e1. This convention forces the pull-back of Hρj to Spf(Rt)ea
to be C′a2j .

For a ∈ (Z/p2nZ)× and 1 ≤ j ≤ pn, let uj : Spf(Rt)ea → Spf(Rt) be the morphism

characterized by u∗j (Af ) = (Af/C)/C′a2j and let fa2j : Af → (Af/C)/C′a2j be the quotient false

isogeny. By Lemma 2.4.11 and Lemma 2.4.14, we have

u∗j (Fh(t)) = Fh(ζ−a
2j

n (1 + t)− 1); f∗a2ju
∗
j (ω) = pnω; f∗a2ju

∗
j (η) = pnη.

By Proposition 2.4.7, viewing ea as the corresponding idempotent in R2n,t, we have

TrR2n,t/Rt(χ(j)
f∗a2ju

∗
j

pn
(Fh(t)Uκ,h)ea) = pnχ(j)Fh(ζ−jn (1 + t)− 1)Uκ+2χ,h.

Unwinding the definition of θχ, we find that

ρ∗(θχ(f)) =
g(χ−1)

pn

∑
h≥0

∑
j∈(Z/pnZ)×

χ(j)Fh(ζ−jn (1 + t)− 1)Uκ+2χ,h.
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Proposition 2.4.17. Let ζ1 = ζp
n−1

n and let χ : (Zp/pnZp)× →W×n be any primitive character.

Then for any f ∈ H0(Xr,I ,Wκ), we have

Up(θ
χ(f)) = 0, θχ∇κ(f) = ∇κ+2χ ◦ θχ(f).

If Up(f) = 0, then θχ
−1
θχ(f) = f.

Proof. By Proposition 2.4.5, it suffices to show the equalities in Serre-Tate local coordinates.

Let ρ′ and t′ as defined in Proposition 2.4.15, and assume (ρ′)∗(f) =
∑

h≥0 Fh(t′)U ′κ,h. We have

(ρ′)∗(θχ(f)) =
g(χ−1)

pn

∑
h≥0

∑
j∈(Z/pnZ)×

χ(j)Fh(ζ−j(1 + t′)− 1)U ′κ+2χ,h;

ρ∗(Up(θ
χ(f))) =

g(χ−1)

pn+1

∑
h≥0

p−1∑
i=0

∑
j∈(Z/pnZ)×

χ(j)Fh(ζ−jn ζi1(1 + t)− 1)Uκ+2χ,h.

To show ρ∗(Up(θ
χ(f))) = 0, it suffices to show that for each h ≥ 0,

p−1∑
i=0

∑
j∈(Z/pnZ)×

χ(j)Fh(ζ−jn ζi1(1 + t)− 1) = 0.

For r ≥ 0, if p - r,
∑p−1

i=0 ζ
ir
1 = 0, while if p | r,

∑
j∈(Z/pnZ)× χ(j)ζ−jrn = 0, so we have

p−1∑
i=0

∑
j∈(Z/pnZ)×

χ(j)ζ−jrn ζir1 (1 + t)r = (1 + t)r
p−1∑
i=0

ζir1
∑

j∈(Z/pnZ)×

χ(j)ζ−jrn = 0.

By the binomial expansion, we have

p−1∑
i=0

∑
j∈(Z/pnZ)×

χ(j)(ζ−jn ζi1(1 + t)− 1)r = 0, ∀r ≥ 0.

Note that Fh(t) is a power series for each h ≥ 0, so we have Up(θ
χ(f)) = 0.

If moreover Up(f)=0, then by Proposition 1.7.6 and Proposition 2.4.15 (i), for each h ≥ 0,

Fh is the Amice transformation of an Λ0
I -valued measure µFh supported on Z×p . For i ∈ Z/pnZ,

let 1i be the characteristic function of i + pnZp and let G(χ) :=
∑

i∈Z/pnZ χ(i)1i. It is easy to

see that G(χ)G(χ−1) is the characteristic function on Z×p . So by Proposition 1.7.4 and 1.7.6, we

have

Fh = AG(χ)G(χ−1)µFh
=
g(χ)g(χ−1)

p2n

∑
r,s∈(Z/pnZ)×

χ−1(r)χ(s)Fh(ζ−r−sn (1 +X)− 1).

This implies ρ∗(θχ
−1
θχ(f)) = ρ∗(f), because we have

(ρ′)∗(θχ
−1
θχ(f)) =

g(χ)g(χ−1)

p2n

∑
h≥0

∑
r,s∈(Z/pnZ)×

χ(r)χ−1(s)Fh(ζ−r−sn (1 + t′)− 1)U ′κ,h.

Assume that ρ∗(f) =
∑

h≥0 F
′
h(t)Uκ,h. Since we have µκ+2χ = µκ, both ρ∗(∇κ+2χθ

χ(f)) and

ρ∗(θχ∇κ(f)) are equal to

g(χ−1)

pn

∑
h≥0

∑
j∈(Z/pnZ)×

χ(j)ζ−j(1 + t)F ′h(ζ−jn (1 + t)− 1)Uκ+2χ+2,h

+
g(χ−1)

pn

∑
h≥0

∑
j∈(Z/pnZ)×

χ(j)F ′h(ζ−jn (1 + t)− 1)(µκ+2χ − h)Uκ+2χ+2,h+1
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2.4.3 Continuity of the Gauss-Manin connection

Recall that W′κ(t) := ρ∗(W′κ)(Rt) and W(t) := ρ∗(W)(Rt). As in Definition 2.3.12, for each

N ≥ 0, ∇N is the iteration

Wκ
∇κ−−→Wκ+2

∇κ+2−−−→Wκ+4...
∇κ+2N−2−−−−−−→Wκ+2N .

Proposition 2.4.18. Assume that µκ ∈ pΛ0
I . For any integer N ≥ 1 and f ∈ H0(Xr,I ,Wκ)

such that Up(f) = 0, we have

(∇p−1 − Id)Np(ρ∗(f)) ∈ pNW(t) ∩W′κ(t).

To show this proposition, we need several lemmas. In the following, we will freely apply the

notation of Proposition 2.4.7.

Lemma 2.4.19. For any g(t) ∈ R̃t and N ≥ 1, we have

∇N (g(t)Uκ,h) =
N∑
j=0

aN,κ,h,j∂
N−j(g(t))Uκ+2N,j+h

with aN,κ,h,j = 1 if j = 0 and for 1 ≤ j ≤ N ,

aN,κ,h,j =

(
N

j

) j−1∏
i=0

(µκ − h+N − 1− i).

In particular,

(i) if µκ ∈ Λ0
I , then aN,κ,h,j ∈ Λ0

I for all 0 ≤ j ≤ N ;

(ii) if µκ ∈ pΛ0
I , then ap,κ,h,j ∈ pΛ0

I for 1 ≤ j ≤ p.

Proof. Provided with Proposition 2.4.7 (iii), the induction argument in [AI17, Lemma 3.36]

carries over verbatim.

Lemma 2.4.20. Let U = U1,0 and V = Y
1+pnZ . For any a, r, s, j, h ≥ 0, we have

Uκ+a,h+j = UaUκ,h+j , ∇s(U r) =
s−1∏
i=0

(r + i)U r+2sV. (2.4.5)

Moreover, we have the following:

(i) if i, r are positive integers such that (p− 1)pi−1 | r, then U r − 1 ∈ piW(t), i.e. Ur−1
pi

is a

well-defined element in W(t);

(ii) for any integer s ≥ 1 and r ∈ N, we can find polynomials Pr,s,i(U) ∈ Zp[U ] such that

∇s(Gr(U)) =
r∑

i≥max{r−s,0}

Pr,s,i(U)Gi(U)V s,

where Gr(U) = (U2(p−1)−1)pr

pr . If s ≥ p or p | r, then we can choose Pr,s,i(U) whose

coefficients are divisible by p.
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Proof. The equalities 2.4.5 follow directly from Proposition 2.4.7 and Lemma 2.4.19.

For (i), by the construction of U , it suffices to show that if (p− 1)pi−1 | r, then

pi | ar − 1, ∀a ∈ T ext(Rt)(:= Z×p (1 + pnRt)).

Note that (Z/piZ)× has order (p − 1)pi−1, so if a ∈ Z×p , then pi | ar − 1. Note that for any

1 ≤ j ≤ r, we have pi |
(
r
j

)
pna, so pi | ar − 1 for a ∈ 1 + pnRt. For any a ∈ Z×p (1 + pnRt),

write a = a1a2 with a1 ∈ Z×p and a2 ∈ 1 + pnRt. As ar − 1 = (ar1 − 1)ar2 + (ar2 − 1), we have

pi | (ar − 1).

For (ii), let F (U) := 2(p− 1)(U2(p−1) − 1)p−1 ∈ Z[U ]. Then by Leibniz’s rule, we have

∇(Gr(U)) =
∇((U2(p−1) − 1)pr)

pr

=
2(p− 1)pr(U2(p−1) − 1)p(r−1)+p−1U2pV

pr

= rGr−1(U)F (U)U2pV.

Inductively, for any integer u ≥ 1, we can find elements P ′r,u,i(U) ∈ Z[U ] such that

∇u(Gr(T )) =

r−1∑
i≥max{r−u,0}

P ′r,u,i(T )Gi(T )V s.

Since U2p = (U2(p−1) − 1)U2 + U2, we have

∇(Gr(U)) =
2(p− 1)pr(U2(p−1) − 1)pr−1U2pV

pr

= 2(p− 1)r
p(U2(p−1) − 1)prU2V + p(U2(p−1) − 1)pr−1U2V

pr

= 2p(p− 1)rGr(U)U2V + 2(p− 1)r
p(U2(p−1) − 1)p(r−1)(U2(p−1) − 1)p−1U2V

pr

= 2p(p− 1)Gr(U)U2V + rGr−1(U)F (U)U2V.

Let Su,v =
∑v

i≥max{v−u,0} qZ[U ]Gi(U)V u. Note that

V uV u′ = V u+u′ , Gi(U)Gj(U) = Gi+j(U),

so Su,vSu′,v′ ⊂ pSu+u′,v+v′ . The above calculation implies that

∇Su,v ⊂ Su+1,v, p∇s(Gr(U)) ∈ Ss,r

and if p | r, ∇s(Gr(U)) ∈ Ss,r for any s ∈ N. Since only terms of degree prime-to-p appear in

F (U), there exists F ′(U) ∈ Zp[U ] such that ∇(F ′(U)) = F (U)U2V . Therefore we have

∇(G1(U))−∇(F ′(U)) ∈ S1,1, ∇s(G1(U))−∇s(F ′(U)) ∈ Ss,1.

Now assume s ≥ p. We proceed by induction. The case r = 0 is obvious. For r ≥ 1, assume the

result holds for r − 1. By Equation 2.4.5, we have that if s ≥ p, then ∇s(F ′(U)) ∈ Ss,0, which

implies
s∑
i=p

(
s

i

)
∇s−i(Gr−1(U))(∇i(G1(U))−∇i(F ′(U))) ∈ Ss,r.
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If s− i < p and 1 ≤ i ≤ p, we have p |
(
s
i

)
, which implies(

s

i

)
∇s−i(Gr−1(U))∇i(F ′(U)) ∈ Ss,r.

If s− i ≥ p, then by induction hypothesis(
s

i

)
∇s−i(Gr−1(U))∇i(F ′(U)) ∈ Ss,r.

Combining these together, we have

s∑
i=1

(
s

i

)
∇s−i(Gr−1(U))∇i(F ′(U)) ∈ Ss,r.

Note that for any s ≥ 1, ∇s(G1(U))−∇s(F ′(U)) ∈ Ss,1, so

s∑
i=1

(
s

i

)
∇s−i(Gr−1(U))(∇i(G1(U))−∇i(F ′(U))) ∈ Ss,r.

By induction hypothesis again, we have ∇s(Gr−1(U))G1(U) ∈ Ss,r. By Leibniz’s rule, we have

∇s(Gr(U)) =
s∑
i=0

(
s

i

)
∇s−i(Gr−1(U))∇i(G1(U)),

=
s∑
i=1

(
s

i

)
∇s−i(Gr−1(U))(∇i(G1(U))−∇i(F ′(U)))

+
s∑
i=1

(
s

i

)
∇s−i(Gr−1(U))∇i(F ′(U))

+∇s(Gr−1(U))G1(U),

which implies that ∇s(Gr(U)) ∈ Ss,r.

For simplicity, we will use the notation g ∈ RUpt to mean that
∑

ζp=1 g(ζ(1 + t)− 1) = 0.

Lemma 2.4.21. For any r, n ∈ N such that (p− 1)pn−1 | r and for any f(t) ∈ RtUp, we have

∂r(f(t)) ≡ f(t) mod (pn).

Proof. Assume that f is the Amice transformation Aµf of µf . By Proposition 1.7.6, we have

that µf is supported on Z×p . By Proposition 1.7.4, we have that ∂r(f(t)) = Axrµf . Note that

for any x ∈ Z×p , xr ≡ 1 mod pi, so there exists a continuous function a(x) on Z×p such that

xrµf = µf + pia(x)µf , which implies

∂r(f)− f = Axrµf −Aµf = Apia(x) = piAa(x) ≡ 0 mod pn.

Proof of Proposition 2.4.18. Clearly we have (∇p−1 − Id)Np(ρ∗(f)) ∈W′κ(t). It suffices to show

that (∇p−1− Id)Np(ρ∗(f)) ∈ pNW(t). By Proposition 2.4.15 (i), Up(f) = 0 implies that ρ∗(f) =∑
n≥0 FhUκ,h with Fh ∈ R

Up
t . To show the proposition, it suffices to use the argument in the
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proof of [AI17, Proposition 3.37] to show that for any f(t) ∈ R
Up
t , there exists polynomials

gj,r,N ∈ R
Up
t [U ] such that pN−2j−rgj,r,N ∈ R

Up
t [U ] and

(∇p−1 − Id)Np(f(t)Uκ,h) = pN
(p−1)Np∑
j=0

N∑
r=0

pN−2j−rGr(U)gj,r,NUκ,h+j .

The case N = 0 is obvious. Assume gj,r,N is chosen for N . Then by Leibniz’s rule, we have

(∇p−1 − Id)p(gj,r,NGr(U)Uκ,h+j)

=

p∑
s=0

(−1)p−s
(
p

s

) (p−1)s∑
x=0

(
(p− 1)s

x

)
∇x(Gr(U))∇(p−1)s−x(gj,r,NUκ,h+j)

=

p∑
s=1

(−1)p−s
(
p

s

) (p−1)s∑
x=1

(
(p− 1)s

x

)
∇x(Gr(U))∇(p−1)s−x(gj,r,NUκ,h+j)

+Gr(U)(∇p−1 − Id)p(gj,r,NUκ,h+j).

By Lemma 2.4.19 and Leibniz’s rule, for any g(t) ∈ RUpt , we have

(∇p−1 − Id)p(g(t)Uκ,h) =

p∑
s=0

(−1)p−s
(
p

s

)
∇(p−1)s(g(t)Uκ,h)

=

p∑
s=0

(−1)p−s
(
p

s

) (p−1)s∑
x=0

a(p−1)s,κ,h,x∂
(p−1)s−x(g(t))Uκ,h+xU

2(p−1)s

=

p∑
s=1

(−1)p−s
(
p

s

) (p−1)s∑
x=1

a(p−1)s,κ,h,x∂
(p−1)s−x(g(t))Uκ,h+xU

2(p−1)s

+

p∑
s=0

(−1)p−s
(
p

s

)
(∂(p−1)sg(t)− g(t))Uκ,hU

2(p−1)s + pG1(U)g(t)Uκ,h

By Lemma 2.4.19, it is easy to deduce p |
(
p
s

)
a(p−1)s,κ,h,x. By Lemma 2.4.21, we can verify

∂kg(t) ∈ RUpt for any k ∈ N, and p2 |
(
p
s

)
(∂(p−1)sg(t)− g(t)) for 0 ≤ s ≤ p. Combining these, we

have

(∇p−1 − Id)p(g(t)Uκ,h) =

(p−1)s∑
x=1

gx(t)Uκ,h+xU
2(p−1)s + pg0(t)Uκ,h + pG1(U)g(t)Uκ,h

such that if py | g(t), then py+1 | gx(t) for 0 ≤ x ≤ (p− 1)s. By assumption, we can write

gj,r,N =
∑

y gyU
y with gy ∈ R

Up
t such that pN−2j−rgy ∈ R

Up
t . The above argument shows that

pNpN−2j−rGr(U)(∇p−1 − Id)p(gj,r,N ) can be written as

pN+1(pN+1−2j−(r+1)gj,r+1,NGr+1(U) +

(p−1)p∑
x=0

pN+1−2(j+x)−rgj+x,r,N+1Gr(U))

where

gj+x,r,N+1 ∈ R
Up
t , pN+1−2(j+x)−rgj+x,r,N+1 ∈ R

Up
t , ∀ 0 ≤ x ≤ (p− 1)p;

gj,r+1,N+1 ∈ R
Up
t , p(N+1)−2j−(r+1)gj,r+1,N+1 ∈ R

Up
t .
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For any 1 ≤ s ≤ p and 1 ≤ x ≤ (p− 1)s, by Lemma 2.4.19 and Lemma 2.4.20 (ii), we have

∇x(Gr(U))∇(p−1)s−x(gj,r,NUκ,h+j)

= (
r∑

z≥max{r−x,0}

Pr,x,z(U)Gz(U)V x)(

(p−1)s−x∑
w=0

fw(U)Uκ,h+j+w)

=
∑
z,w

Pr,x,z(U)fw(U)Gz(U)Uκ,h+j+w+x

where Pr,x,z(U) ∈ Zp[U ] and fw(U) ∈ RUpt [U ]. Moreover, pN−2j−rfw(U) ∈ RUpt [U ] and when

x ≥ p, the coefficients of Pr,x,z are divisible by p. It is easy to deduce

(−1)p−s
(
p

s

)(
(p− 1)s

x

)
Pr,x,z(U) = pP ′r,x,z[U ]

for some P ′r,x,z(U) ∈ Zp[U ]. Note that when x ≥ 1, w ≥ 0, z ≥ r − x, we have

N − 2j − r = (N + 1)− 2(j + w + x)− z + Cw,z

for some Cw,z ≥ 0. So for each 1 ≤ s ≤ p, 1 ≤ x ≤ (p− 1)s, we have

pNpN−2j−r(−1)p−s
(
p

s

)(
(p− 1)s

x

)
∇x(Gr(U))∇(p−1)s−x(gj,r,NUκ,h+j)

= pNpN−2j−r
r∑

z≥max{r−x,0}

(p−1)s−x∑
w=0

(−1)p−s
(
p

s

)(
(p− 1)s

x

)
Pr,x,z(U)fw(U)Gz(U)Uκ,h+j+w+x

= PN+1pN+1−2(j+w+x)−z
r∑

z≥max{r−x,0}

(p−1)s−x∑
w=0

P ′r,x,z(U)pCw,zGz(U)f(U)Uκ,h+j+w+x.

This implies that

pN (∇p−1 − Id)p(pN−2j−rgj,r,NGr(U)Uκ,h+j)

= pN+1

(p−1)p∑
j=0

r+1∑
y=0

pN+1−2(j+z)−yfj+x,y,N+1Gz(U)Uκ,h+j+x

where fj+x,y,N+1 ∈ R
Up
t [U ] and pN+1−2(j+z)−yfj+x,y,N+1 for each x, y. Taking summation, we

obtain Proposition 2.4.18.

2.5 p-adic iteration of the Gauss-Manin connection

Recall that q = p if p ≥ 3 and q = 4 if p = 2. Bearing the Serre-Tate local calculations in

mind, we have (for the corresponding statement for modular curve, see Theorem A.4.1)

Theorem 2.5.1. Let K be a finite extension of Qp with ring of integers OK . Fix an interval

Iθ ⊂ [0,∞) and an interval I = [0, 1] or [pa, pb] for a, b ∈ N, and assume that

k : Z×p → ΛI ; θ : Z×p → Λ×Iθ,K , ΛIθ,K := ΛIθ⊗ZpOK

are weights satisfying
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(i) there exists c(k) ∈ N such that µk + 2c(k) ∈ pΛ0
I ;

(ii) for any t ∈ Z×p , θ(t) = θ′(t)tc(θ)χ(t) for a finite character χ : Z×p → O×K , a non-negative

integer c(θ) ≥ c(k) and a weight θ′ : Z×p → (Λ0
Iθ,K

)× such that

µθ′ ∈ qΛ0
Iθ,K

, θ′(t) = exp(µθ log(t)) ∀ t ∈ Z×p .

Then we have positive integers r′ ≥ r and γ (depending on n, r and p, c(θ)) such that for any

g ∈ H0(Xr,I ,Wκ)Up=0,

(a) the sequence A(g, θ′)m :=
∑m

j=1
(−1)j−1

j (∇(p−1)
k+2c(k) − Id)j∇c(k)

k (g) and the sequence

B(g, θ′)m :=
m∑
i=0

1

i!

µiθ′

(p− 1)i

( ∑
j1+...+ji≤m

(

i∏
a=1

(−1)ja−1

ja
)(∇(p−1)

k+2c(k) − Id)j1+...+ja

)
∇c(k)
k (g)

converge in Hdg−γH0(Xr′,I ⊗Zp ΛIθ,K ,W);

(b) the limit

∇θ′k+2c(k)∇
c(k)
k (g) := exp(

µθ′

p− 1
log(∇p−1

k+2c(k)))∇
c(k)
k (g) := lim

m→∞
B(g, θ′)m

belongs to Hdg−γH0(Xr′,I ⊗Zp ΛIθ,K ,Wk+2θ′);

(c) the element

∇θk(g) := θχ∇c(θ)−c(k)
k+2c(k)+2θ′∇

θ′

k+2c(k)∇
c(k)
k (g)

is well-defined in H0(Xr′,I ⊗Zp ΛIθ,K ,Wk+2θ).

Before proving the theorem, we want to point out that the element ∇θκg gives what we want.

For any specialization x ∈ Z of k, and y ∈ Z of θ, and any f ∈ H0(Xr,I ,Wκ)Up , let us denote the

specialization of f at x by fx, and the specialization of ∇θκ(f) at the weight x+ 2y by ∇θκ(f)x,y.

Proposition 2.5.2. Notations as in Theorem 2.5.1. Let x ∈ Z be any specialization of k,

y′ ∈ (p− 1)N be a specialization of χθ′, and let y := y′+ c(θ) be the corresponding specialization

of θ. Then for any f ∈ H0(Xr,I ,Wκ)Up, we have

∇θk(f)x,y = ∇yx(fx).

Proof. By Proposition 1.3.6, the Gauss-Manin connection is functorial, so finite iterations of

Gauss-Manin connections are functorial. By definition, twist by finite characters are functorial.

Moreover, by Proposition 2.4.17, twist by finite character commutes with finite iteration of the

Gauss-Manin connection. Note that q | µθ′ implies q | y′, so the specializations y′ kills χ. From

these observation, we are reduced to the case c(θ) = c(k) = 0, χ = Id, θ = θ′ and y ∈ (p− 1)N.

In this case, we have

∇θk(f) = lim
m
B(f, θ)m =

m∑
i=0

1

i!

µiθ
(p− 1)i

( ∑
j1+...+ji≤m

(

i∏
a=1

(−1)ja−1

ja
)(∇(p−1)

k − Id)j1+...+ja

)
(f).

The specialization of each B(f, θ)m at (x, y) is

B(fx, y)m =

m∑
i=0

1

i!

yi

(p− 1)i

( ∑
j1+...+ji≤m

(

i∏
a=1

(−1)ja−1

ja
)(∇(p−1)

x − Id)j1+...+ja

)
(f).

Using Serre-Tate coordinates, it is easy to show limmB(fx, y) = ∇yxfx. As specialization is

continuous with respect to the p-adic topology, we are done.



2. Nearly overconvergent quaternion modular forms 99

The rest of this section is devoted to the proof of Theorem 2.5.1.

Proposition 2.5.3. If µκ ∈ pΛ0
I , then for any integer N ≥ 1 and g ∈ H0(Xord

r,I ,Wκ)Up, we have

(∇p−1 − Id)Np(g) ⊂ pNH0(Xord
r,I ,W) ∩H0(Xord

r,I ,W′κ)

Proof. This follows directly from Lemma 2.4.5 and Proposition 2.4.18.

Adapting the idea of [AI17, Proposition 4.4], we have

Proposition 2.5.4. Let (n, r, I) be an adapted triple and s be a non-negative integer. There ex-

ists a positive integer r′ ≥ r (depending on n, r, p and s) such that: for any f ∈ Hdg−sH0(Xr,I ,W)

such that f|
Xord
I

∈ H0(Xord
r,I , α

jW), we have f ∈ H0(Xr′,I , α
[j/2]W).

Proof. Let Spf(R) ⊂ Xr,I be an affine open, Spf(Rord) := Spf(R)×Xr,I X
ord
I , and

Spf(Rn) := Spf(R)×Xr,I IGn,r,I , Spf(Rord
n ) := Spf(Rord)×Xord

I
IGord

n,r,I .

Upon shrinking Spf(R), by Lemma 2.3.3, we have

W0(R) = Rn〈Z, Y 〉 →W0(Rord) = Rord
n 〈Z, Y 〉.

Let i = 1 if p ≥ 3 and i = 2 if p ≥ 2. By the definition of wκf , we have the following commutative

diagram with injective vertical arrows

wκf (R) //

��

wκf (Rord)

��
Ri ⊗Λ0

I
ΛI // Rord

i ⊗Λ0
I

ΛI .

Note that by Proposition 2.2.19, δjp
r+1(p−1)+pn−p kills the kernel of Rn/α

j → Rord
n /αj , so the

kernel of W0(R)/αjW0(R)→W0(Rord)/αjW0(Rord) is killed by δjp
r+1(p−1)+pn−p and wκf (R)→

wκf (Rord) is injective. Combining these, we have the kernel of

W(R)/αjW(R)→W(Rord)/αjW(Rord)

is killed by δjp
r+1(p−1)+pn−p, which implies

δjp
r+1(p−1)+pn−p+(p−1)sf ⊂ αjW.

Write s = s0j + s1 for s0, s1 ∈ N, and take any r′ ≥ r such that

(p− 1)pr
′+1 ≥ 2(pr+1(p− 1) + pn − p+ (p− 1)(s0 + s1)).

On Xr′,I , we have

α ∈ δ(p−1)pr
′+1 ⊂ δ2(pr+1(p−1)+pn−p+(p−1)(s0+s1)),

which implies f ∈ H0(Xr′,I , α
[j/2]W).

Recall that we have a constant c(n) such that ∇(W′κ) ⊂ 1
Hdgc(n)W′κ.
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Corollary 2.5.5. If µκ ∈ pΛ0
I , then there exist positive integers r′ ≥ r, γ depending on n,r,p,

and there exists a constant c depending on I such that for every integer N ≥ 1 and every

f ∈ H0(Xr,I ,Wκ)Up=0, we have

Hdgc(n)(p−1)2
(∇p−1 − Id)N (f) ∈ p[N/c]H0(Xr′,I ,W) ∩H0(Xr′,I ,W′κ),

and for positive integers h and j1,...,jh such that N = j1 + j2...+ jh, we have

Hdgγ
qh

h!
(

h∏
i=1

(∇p−1 − Id)ji

ji
)(f) ∈ p[N/cp]H0(Xr′,I ,W) ∩H0(Xr′,I ,W′κ).

Proof. Write N = p[N/p] +N0. We have

(∇(p−1) − Id)N = (∇(p−1) − Id)p[N/p](∇(p−1) − Id)N0 .

Thanks to Proposition 2.4.15, we have Up((∇(p−1) − Id)N0f) = 0, so by Proposition 2.5.3, we

have

(∇(p−1) − Id)N (f) ∈ H0(Xord
r,I , p

[N/p]W).

Note that for any positive integer j, we have

(p− 1)j +
p2

p− 1
≥ p2ordp(j); ordp(

qj

j!
) ≥ j

p− 1
,

so for any h ≥ 1 and positive integers j1, .., jh such that
∑h

i=1 ji = N , we have

[N/p]−
h∑
i=1

vp(ji) + vp(
qh

h!
) ≥ [N/p2].

By Proposition 2.5.3, we have

qh

h!
(
h∏
i=1

(∇p−1 − Id)ji

ji
)(f) ∈ H0(Xord

I , [N/p2]W).

Note that HdgN(p−1)c(n)(∇(p−1) − Id)N : W′κ →W′κ is well-defined and that

N(p− 1)c(n) ≤ (p− 1)p[N/p]c(n) + c(n)(p− 1)2 ≤ (p− 1)p2[N/p2]c(n) + c(n)p(p− 1),

so by proposition 2.5.4 and the fact α | p, there exists positive integer r′ ≥ r such that

Hdgc(n)(p−1)2
(∇(p−1) − Id)N (g) ⊂ H0(Xr′,I , α

[N/2p]W) ∩H0(Xr′,I ,W′κ),

Hdgc(n)p(p−1) q
h

h!
(
h∏
i=1

(∇p−1 − Id)ji

ji
)(f) ⊂ H0(Xr′,I , α

[N/2p2]W) ∩H0(Xr′,I ,W′κ).
(2.5.1)

Note that if I = [0, 1], α = p; and if I = [pa, pb], α = T and T p
a | p | T pb , so by choosing

c =

{
2p if I = [0, 1];

2p1+b−a if I = [pa, pb]
, γ = c(n)p(p− 1),

we get the desired result from the inclusions 2.5.1.
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Now we are ready to prove Theorem 2.5.1.

Proof of Theorem 2.5.1. By Proposition 2.4.15, we have

Hdgc(n)c(k)∇c(k)
k (g) ∈ H0(Xr,I ⊗Zp OK ,Wk+2c(k))

Up .

Thus by Corollary 2.5.5, there exist constants γ and r′ depending on n, r, p and c(κ) such that

A(g, θ′)m, B(g, θ′)m ∈ Hdg−γH0(Xr′,I ,W),

and {B(g, θ′)m}m is a Cauchy sequence in Hdg−γH0(Xr′,I ⊗Zp ΛIθ,K ,W) with respect to the

p-adic topology. Therefore ∇θ′k+2c(k)∇
c(k)
k (g) is well-defined in Hdg−γH0(Xr′,I ⊗Zp ΛIθ,K ,W).

Moreover, it is easy to check that

t ∗ ∇θ′k+2c(k)∇
c(k)
k (g) = (k + 2c(k) + 2θ′)(t)∇θ′k+2c(k)∇

c(k)
k (g), ∀ t ∈ Z×p .

Note that by Lemma 2.3.3, the action of T ext on W is analytic, so we have

∇θ′k+2c(k)∇
c(k)
k (g) ∈ Hdg−γH0(Xr′,I ⊗Zp ΛIθ,K ,Wk+2c(k)+2θ′)

According to Corollary 2.3.30, upon enlarging γ, we have

∇θk(g) ∈ Hdg−γH0(Xr′,I ⊗Zp ΛIθ,K ,Wk+2θ).

2.6 Possible applications

We want to briefly mention several possible applications of our results.

The de Rham Eichler-Shimura isomorphisms

The classical Eichler-Shimura isomorphism relates modular forms with modular symbols. As

p-adic modular forms and rigid analytic modular symbols can be put into p-adic families, one

can establish a family version Eichler-Shimura isomorphism in the p-adic setting. In [AIS15],

Andreatta-Iovita-Stevens developed a theory of overconvergent Eichler-Shimura isomorphisms

for modular curves . Later, a generalization of such a theory to Shimura curves over Q was

achieved by Salazar-Gao [GS17].

Let us provide more details about Salazar-Gao’s result. Recall that X := XB
1 (N) is the

moduli space of false elliptic curves with a V1(N)-level structure. Let X(N, p) be the moduli

space of false elliptic curves with a V1(N)-level structure and an order p2 OB-submodule. Choose

a finite extension K of Qp and denote the absolute Galois group of K by GK . For large enough

rational number ω such that pω ∈ K, let X(ω)/K be the strict neighborhood of Xad
Qp defined

by |H| < pω. Then the existence of canonical subgroup allows us to identify X(ω) with a strict

neighborhood of the connected component of X(N, p)ad
Qp . Let U ⊂ Wrig be an wide open disk

defined over L such that X(ω)× U ⊂ Xr,I for some r and I. Let ΛU be the algebra of bounded

by 1 rigid analytic functions on U and BU := ΛU ⊗OK K. Let T0 := Z×p × Zp be the compact

subset of Z2
p, endowed with a natural action of Z×p and the Iwahori subgroup of GL2(Zp). Let

DU be the space of BU -valued distribution on T0, homogeneous of degree κU for the action of

Z×p . Note that DU has a natural action of the fundamental group Γ of X(N, p)(C). Denote the

push-out of wκI |X(ω)×U to X(ω) by wκU .
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Theorem 2.6.1. [GS17, Theorem 0.1] Assume p > 3. Let h > 0 and assume that U satisfies:

• There exists k0 ∈ U(K) such that k0 > h− 1;

• Both H1(Γ, DU ) and H0(X(ω),wλU+2) has slope ≤ h decomposition.

Then there exists a finite set Z ⊂ U(Cp) such that for any wide open disk V ⊂ U defined over

K satisfying V (Cp) ∩ Z = ∅, there is a finite free ΛV [1
p ]⊗̂KCp-module, S≤hV , with the trivial

semilinear action of GK , and a Hecke and Galois equivariant exact sequence

0→ S≤hV (ε · κV )→ H1(Γ, DV )≤h⊗̂KCp
→ H0(X(ω),wκV +2)≤h⊗̂KCp → 0.

Here ε is the p-adic cyclotomic character of and we view κV as a character of GK via ε. More-

over, there exists b ∈ BV such that the above sequence localized at b splits canonically and

uniquely as GK-modules.

We want to mention that Chojecki-Hansen-Johansson [CHJ17] independently gave another

proof of the above theorem using the pro-étale site and the perfectoid Shimura curves introduced

by P. Scholze [Sch13][Sch15].

In the viewpoint of p-adic Hodge theory, the result of Salazar-Gao should be understood as

a Hodge-Tate overconvergent Eichler-Shimura isomorphism. It is natural (also useful) to pursue

de Rham and crystalline overconvergent Eichler-Shimura isomorphisms. Using the results of

[AI17] (recorded also in the Appendix A below), Andreatta-Iovita manages to establish de

Rham overconvergent Eichler-Shimura isomorphisms for modular curves. So the results of this

thesis should allow us to establish de Rham Eichler-Shimura isomorphisms for Shimura curves

over Q.

Based on the recent progress on crystalline comparison theorems, in particular a crystalline

nature refinement of the pro-étale site, crystalline Eichler-Shimura isomorphisms should also be

accessible.

Explicit reciprocity law for diagonal classes

Let f , g, h be finite slope p-adic families of elliptic modular forms satisfying reasonable

conditions. Then according to [Urb14] and [AI17], one can construct a triple product p-adic

L-function Lp(f ,g,h) whose specializations at unbalanced classical points (k, l,m) interpolates

the algebraic part of the special value of the complex triple product Garrett-Rankin L-function

L(fk, gl, hm, s) at s = k+l+m−2
2 . Under the extra assumption that f , g, h are ordinary, using the

overconvegent Eichler-Shimura isomorphism, Bertolini-Seveso-Venerruci [BSV] associate a big

representation V (f ,g,h) of Gal(Q̄/Q) to f , g, h (more precisely, the associated test vectors),

whose specializations at unbalanced classical points (k, l,m) recover the Galois representation

V (fk, gl, hm) associated to fk, gl, hm constructed using the classical Eichler Shimura theory.

They also construct a canonical class κ(f ,g,h) in H1(Q, V (f ,g,h)) (actually, a related Selmer

group) using the Gross-Kudla-Schoen diagonal cycles in the Kuga-Sato varieties fibred over the

modular curve. Under several technical conditions including the Heegner hypothesis, Bertolini-

Seveso-Venerucci showed the following explicit reciprocity law

Theorem 2.6.2. [BSV, Theorem A-B] The image of κ(f ,g,h) under Perrin-Riou’s big logarith-

m coincides with the triple product p-adic L-function Lp(f ,g,h). Moreover, for any unbalanced
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classical point (k, l,m), the specialization of κ(f ,g,h) at (k, l,m) is crystalline if and only if

L(fk, gl, hm,
k+l+m−2

2 ) = 0.

Using the results in the thesis, one can construct triple product p-adic L-functions LBp (f ′,g′,h′)

associated with finite slope families of quaternion modular forms f ′, g′, h′ in a manner similar to

[AI17]. By the p-adic Jacquet-Langlands correspondence developed by Greenberg-Seveso [GS16],

hopefully we can choose appropriate fB, gB, hB such that LBp (fB,gB,hB) and Lp(f ,g,h) are

the same up to explicit factors. Using the Eichler-Shimura theory for Shimura curves over

Q, hopefully we can generalize the method of Bertolini-Seveso-Venerucci to associate a GQ-

representation V (fB,gB,hB) to fB, gB, hB which satisfies similar interpolation properties.

Then by considering the Kuga-Sato varieties fibred over the Shimura curve, we can construct

the distinguished class κ(fB,gB,hB) in H1(Q, V (fB,gB,hB)). Finally using the theory of (φ,Γ)-

modules, it might be possible to establish an explicit reciprocity law for the finite slope families

fB, gB, hB. Consequently, we may relax the Heegner hypothesis and the ordinary assumption

in [BSV] and [DR14], [DR17].

It is also interesting to generalize the study of triple product p-adic L-functions to totally real

number fields F . In this direction, Molina-Salazar [MS18] managed to construct triple product

p-adic L-functions associated with Hida families when p splits completely in F .

Comparison with the perfectoid approach

Let K be an imaginary quadratic field. Let (f, χ, p) be a triple consisting of a cuspidal

newform f (of level Γ1(N), weight k ≥ 2), a Hecke operator χ of K of infinity type (−k − j, j)
adapted to f in a reasonable sense and a rational prime p ≥ 5, inert or ramified in K. Then

based on the p-adic iteration result of Gauss-Manin connection for modular forms in [AI17] (see

also the Appendix A below), Andreatta-Iovita [AI] constructed a Katz-type p-adic L-function

Lp(f, χ) using an elaborating analysis on the reduction of the supersingular CM points, and

then obtained a p-adic Gross Zagier for Lp(f, χ). This result is complementary to the result of

Bertolini-Darmon-Prasanna [BDP+13], where p is required to split completely.

With the help of the trivialization of the Hodge-Tate exact sequence over the perfectoid

modular curve, and the p-adic de Rham comparison theorem, D. Kriz [Kri18] give a new split-

ting of (certain base change of) the Hodge-de Rham exact sequence and a new Maass-Shimura

operator on overconvergent modular forms. Using the local coordinates, the fake Hasse invari-

ants, provided by the Hodge-Tate priod map (and other nice properties of this map proven in

[CS17]), he then showed that this Maass-Shimura operator iterates p-adically, and then obtained

his approximate p-adic L-functions Lp(f, χ) from the above triple (f, χ, p). Whenk = 2, Kriz

also established a p-adic Gross-Zagier for Lp(f, χ).

These two approaches have their own advantages. Using the relation between the perfectoid

modular curve and the inverse limit of the partial Igusa tower, hopefully we can compare them

to get a deeper understanding of the whole picture. In particular, we may understand the

non-automorphic nature, pointed out in [AI], of the euler factor at p of Lp(f, χ) better.
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A Nearly overconvergent modular forms

In this appendix, we briefly revise nearly overconvergent modular forms. We first recall the

construction of the nearly overconvergent modular sheaf Wκ of general weight κ via applying

the VBMS machinery to the universal elliptic curve over the (appropriately modified) modular

curve.

Then we review the filtration of and the (meromorphic) Gauss-Manin connection on Wκ and

discuss Hecke operators, in particular the Up-operator, on Wκ. These two steps largely follow

[AI17, § 3].

Finally, we will study the local behavior of the Gauss-Manin connection and Hecke operator

in Serre-Tate coordinates, and show that the Gauss-Manin connection iterates p-adically.

A.1 The modular curve and partial Igusa towers

Definition A.1.1. Let S be any base scheme.

• A DR (Deligne-Rapoport) semistable genus-1 curve over S is a proper flat and finitely

presented morphism f : C → S such that for each point s ∈ S, the fiber Cs is either a

smooth and geometrically connected curve of genus 1 or becomes isomorphic to a standard

polygon, i.e. a n-gon, over a finite extension of k(s).

• A generalized elliptic curve is a triple (E,+, e) consisting of a DR semistable genus-1 curve

E/S with relative smooth locus Esm, an S-morphism + : Esm ×S E → E and a section

e : S → Esm such that:

(i) the morphism + induces a commutative group scheme structure on Esm with identity

e.

(ii) on each n-gon geometric fiber, the translation action by each rational point in the

smooth locus induces a rotation on the graph of irreducible components.

It is known that for any DR semistable genus-1 curve E/S with all geometric fiber irre-

ducible and any e ∈ Esm(S), there exists a unique + : Esm×S E → E such that (E,+, e)

is a generalized elliptic curve.

(iii) let N be a positive integer. A Γ1(N)-level structure on a generalized elliptic curve E/S

is a group homomorphism ψN : Z/NZ → Esm[N ](S) such that (the closed subscheme

induced by) the effective Cartier divisor
∑

a∈Z/NZ[ψN (a)] is a group subscheme of Esm[N ]

which meets all irreducible components of all geometric fibers Es̄.

Note that for any generalized elliptic curve, the identity component (Esm)0 of Esm is a

semi-abelian scheme.

Given any generalized elliptic curve E with a Γ1(N)-level structure ψN and a closed subgroup

H ⊂ Esm which intersects the image of ψN trivially, we define the quotient of (E,ψN ) by H to

be E/H (provided it is a generalized elliptic curve, for example H has trivial intersection with
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the identity components on non-smooth geometric fibers) equipped with the unique Γ1(N)-level

structure ψ′N which fits in the commutative diagram

Z/NZ
ψN

{{

ψ′N

%%
Esm // Esm/H.

When the Γ1(N)-level structure is clear (or irrelevant), we usually omit it in the notation.

According to [KM85, Chapter 8] (see also the introduction of [Con07]),

Theorem A.1.2. We have

(i) Let N ≥ 4. The functor on Z[1/N ]-schemes which to S assigns the isomorphism classes

of elliptic curves E/S with Γ1(N)-structures is represented by an affine, normal, smooth

scheme Y1(N) of pure relative dimension 1 over Z[1/N ].

(ii) Let N ≥ 5. The functor on Z[1/N ]-schemes which to S assigns the isomorphism classes

of generalized elliptic curve E/S together with Γ1(N)-structure is represented by a proper

smooth scheme X1(N) of pure relative dimension 1 over Z[1/N ]. Moreover, Y1(N) ⊂
X1(N) is an open subscheme.

(iii) For N ≥ 5, the cuspidal locus Z = X1(N)−Y1(N) is an étale relative Cartier divisor over

Z[1/N ].

One can describe the cuspidal locus explicitly using Tate curves.

Definition A.1.3. The Tate elliptic curve Tate(q) ⊂ P 2
Z((q)) is defined by the inhomogeneous

equation

y2 + xy = x3 +B(q)x+ C(q)

over Z((q)) where

B(q) = −5
∑
n≥1

σ3(n)qn, C(q) =
∑
n≥1

(
−5σ3(n)− 7σ5(n)

12
)qn, σk(n) :=

∑
1≤d|n

dk, ∀ k ≥ 1, n ≥ 1.

Thanks to the paper [DR73]( see also [Con07, § 2.4]),

Proposition A.1.4. We have

(i) the Tate curve Tate(qn)/Z((q)) extends uniquely to a generalized elliptic curve Tate(qn)

over Z[[q]] with n-gon geometric fiber over q = 0. Moreover, over Z[[q]]:

(a) there is a unique homomorphism µN → Tate(q)sm lifting µN → Csm1 .

(b) there is an explicit isomorphism of formal groups Ĝm → Tate(q)∧0 which identifies dt
t

with the canonical differential form dx
2x+y on Tate(q) over Z((q)).

(ii) Over Z[1/N, µN ], the cuspidal locus is a disjoint union of sections, which is naturally iden-

tified with level Γ1(N)-structures of Tate(q) over Z[[q1/N ]][1/N, ζN ] modulo automorphisms

given by

q1/N 7→ ζaNq
± 1
N ,

where ζN is a primitive N -th root of unity.
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Let π : E → X := X1(N) be the universal generalized elliptic curve, π : Esm → X be the

restriction to the smooth locus and Z̃ = π−1(Z) be the inverse image of the cuspidal locus Z in

Esm. Then (see for example in [BDP+13, Page 1044]) we have the logarithmic Hodge-de Rham

sequence

0→ ωE → HE → ω∨E → 0

and the logarithmic Gauss-Manin connection

∇ : HE → HE ⊗OX Ω1
X/Z[1/N ](log(Z))

where ωE := π∗Ω
1
Esm/X(log(Z̃)) and HE := R1π∗Ω

•
Esm/X(log(Z̃)). By abuse of notation, we will

sometimes denote the universal semi-abelian scheme (Esm)0 by E .

A.1.1 Strict neighborhoods of the ordinary locus

In the rest of this chapter, N ≥ 5 will be a fixed prime-to-p integer and prime to p, X (resp.

Y ) will be the base change of X1(N) (resp. Y1(N)) to Zp, and X̂ (resp. Ŷ ) will be the formal

completion of X (resp. Y ) along its special fiber. Let E → X̂ be the universal semi-abelian

scheme with universal Γ1(N)-level structure ψN ; let Ha := Ha(E) ∈ H0(X̂, ωp−1
E ⊗Zp Fp) be the

unique extension of the Hasse invariant of the mod-p reduction of E|Ŷ (for more details, see

[KM85, § 12.4]); and let Hdg := Hdg(E) ⊂ OX̂ be the Hodge ideal generated by the pre-image

of Ha · ω⊗(1−p)
E .

For I = [0, 1] or [pa, pb] with a, b ∈ N, we choose α = p if 0 ∈ I and α = T otherwise, and

set XI := X̂ ×Spf(Zp) Spf(Λ0
I). Base change E , ω := ωE , HE and Hdg to XI .

Definition A.1.5. We define the ordinary locus Xord
I to be the formal scheme which associates

to every α-adically complete Λ0
I-algebra R the set of morphisms f : Spf(R) → XI such that

f∗(Hdg) = R. Moreover, for any integer r ∈ N, we define Xr,I → XI to be the formal scheme

which associates to every α-adically complete Λ0
I-algebra R the set of equivalence classes of

pairs (f, η) consisting of a morphism f : Spf(R) → XI of formal schemes and an element

η ∈ H0(Spf(R), f∗(ω(1−p)pr+1
)) such that

ηHdgp
r+1

= α mod p2.

Here the equivalence is given by (f, η) ∼ (f ′, η′) if f = f ′ and η = (1 + p2

α u)η′ for some u ∈ R.

Analogous to Remark 2.2.11, we have

Remark A.1.6. In fact, Xord
I is an open subscheme of XI , Xr,I is an open formal subscheme

of an admissible blow-up of XI and there is a natural map Xord
I → Xr,I identifying Xord

I as an

open subscheme of Xr,I .

Moreover, the adic generic fiber Xr,I of Xr,I is affinoid because, upon replacing Ha by a power

Hap
n

, we may choose a global lifting H̃a of Ha. Then Xr,I is the open subspace of XI defined by

|H̃a| ≥ max{|T |, |p|}. As H̃a is a global section of an ample line bundle, this implies that Xr,I is

affinoid.

Parallel to Lemma 2.2.12, we have

Lemma A.1.7. [AIP, Lemma 3.4] For each r ≥ 1, the formal scheme Xr,I is normal and

excellent.
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Recall that a triple (n, r, I) is called pre-adapted if

• I = [0, 1], and 1 ≤ n ≤ r; or

• I = [pa, pb] for a, b ∈ N, and 1 ≤ n ≤ r + a.

Proposition A.1.8. [AIP, Proposition 3.2] For any pre-adapted triple (n, r, I), the universal

semi-abelian scheme E over Xr,I admits a canonical subgroup Hn ⊂ E [pn] which is locally free of

rank pn and whose reduction modulo pHdg
− p

n−1
p−1 is ker(Fn).

A.1.2 Partial Igusa towers

Fix a pre-adapted triple (n, r, I). As shown in [AIP, Lemma 3.2], since HD
n
∼= Z/pnZ

over Xr,I , there is a finite étale Galois cover IGn,r,I over Xr,I parameterizing trivializations

(H1
n)D ∼= Z/pnZ over Xr,I . Moreover, the normalization of Xr,I in IGn,r,I is well-defined and

finite over Xr,I . We denote this normalization by IGn,r,I , and call it the formal partial Igusa

tower of level n over Xr,I .

Moreover, note that HD
n is étale over Xr,I and locally isomorphic to Z/pnZ, so that the

(Z/pnZ)×-action on IGn,r,I given by defining g ∗ α to be the composition

Z/pnZ ×g−−→ Z/pnZ α−→ HD
n

for any trivialization α : Z/pnZ ∼= HD
n and any g ∈ (Z/pnZ)× identifies (Z/pnZ)× with the

Galois group of IGn,r,I over Xr,I . By normality, the (Z/pnZ)×-action on IGn,r,I extends to

IGn,r,I . Moreover, since HD
n is étale over Xord

r,I , the ordinary locus IGord
n,r,I := IGn,r,I ⊗Xr,I X

ord
I

is finite étale over Xord
I with Galois group (Z/pnZ)×.

Parallel to Proposition 2.2.16, we have

Proposition A.1.9. [AIP, Propositions 3.3 & 3.6] For any pre-adapted triple (n, r, I),

(i) the quotient isogeny E → E/H1 induces a finite flat degree-p morphism φ : Xr+1,I → Xr,I
satisfying that φ∗(E) = E/H1 and the reduction modulo pHdg−1 of φ is the Froebnius map

relative to Λ0
I .

(ii) there is a finite (Z/pnZ)×-equivariant morphism Φ : IGn,r+1,I → IGn,r,I which makes the

following diagram commutative:

IGn,r+1,I

��

Φ // IGn,r,I

��
Xr+1,I

φ // Xr,I

As mentioned after Lemma 2.2.18, and stated in [AI17, Remark 2], we have

Lemma A.1.10. Over IG1,r,I , there exists an invertible sheaf δ whose (p − 1)-power is Hdg.

Moreover, the natural morphism IG1,r,I → Xr,I is flat.

Proof. The existence of δ follows from Proposition 1.5.7 as IG1,r,I is normal. To show flatness,

for any affine open Spf(R) ⊂ Xr,I small enough such that over Spf(R), Hdg is generalized by

a local lift H̃a of Ha, by the discussion in [AIS14, Proposition 6.2], we know that HD
1 over R

has the form Spec(R[x]/(xp − H̃ax)). With these preparations, the argument of Lemma 2.2.18

carries over verbatim.
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Similar to Proposition 2.2.19, we have

Proposition A.1.11. [AI17, Lemma 3.3 & 3.4] Fix a pre-adapted triple (n, r, I).

(i) Let ι : Xord
r,I → Xr,I ; IGord

n,r,I → IGn,r,I be the natural maps. Then for each h ∈ N, the

kernels of

OXr,I/α
hOXr,I → ι∗(OXord

r,I
/αhOXord

r,I
); OIGn,r,I/α

hOIGn,r,I → ι∗(OIGord
n,r,I

/αhOIGord
n,r,I

)

are annihilated by Hdghp
r+1

and Hdg
hpr+1+ pn−p

p−1 respectively.

(ii) Let η : IGn,r,I → Xr,I → XI → X̂ be the composition of natural maps, then the cokernel

of the induced map η∗(Ω1
X̂/Zp

) → Ω1
IGn,r,I/Λ

0
I

is annihilated by a power (depending on n)

of Hdg.

A.2 The nearly overconvergent modular sheaf

Fix a pre-adapted triple (n, r, I). Let IGn,r,I
gn−→ Xr,I be the formal partial Igusa tower of

level n. Let E → Xr,I be the universal semi-abelian scheme, Hn ⊂ E be the level-n canonical

subgroup, and Hdg be the Hodge ideal of E . Over IGn,r,I , we have an ideal δ whose (p −
1)-th power is Hdg, and that HD

n (IGn,r,I) ∼= Z/pnZ. Let s := sn := HT(Pn) where Pn ∈
HD
n (IGn,r,I) is the universal section. By applying the VBMS machinery in § 1.6.1 to the system

of vector bundles with marked sections (H]
E := δωE ,ΩE := δωE , s) with respect to the ideal

β
n

:= pnHdg
− pn

p−1 , we have the following commutative diagram

V0(H]
E , s)

��

π

%%
V0(ΩE , s)

π′ // IGn,r,I
gn // Xr,I .

Let T ⊂ T ext be formal groups over Xr,I defined by

T (S) := 1 + ρ∗(β
n
)OS ⊂ T ext(S) := Z×p (1 + ρ∗(β

n
)OS) ⊂ Gm(S)

for any formal scheme ρ : S → Xr,I . We have natural actions1 of T (resp. T ext) on V0(H]
E , s)

and V0(ΩE , s) over IGn,r,I (resp. Xr,I) defined as follows:

(i) for any IGn,r,I -formal scheme ρ : S → IGn,r,I , a point v ∈ V0(H]
E , s)(S) is an OS-linear

map v : ρ∗(H]
E) → OS whose reduction v̄ modulo ρ∗(β

n
) sends ρ∗(s) to 1. For any

t ∈ T (S), we define t ∗ v = t−1v. The action of T on V0(ΩE , s) is similar.

(ii) for any Xr,I -formal scheme u : S → Xr,I , a point in V0(H]
E , s)(S) is a pair (ρ, v) consisting

of a lift ρ : S → IGn,r,I of u and an OS-linear map v : ρ∗(H]
E) → OS such that

v̄(ρ∗(s)) = 1. For any λ ∈ Z×p with image λ̄ in (Z/pnZ)×, we set λ ∗ (ρ, v) := (λ̄ ◦ ρ, λ−1v).

This makes sense because the automorphism λ̄ : IGn,r,I → IGn,r,I induces isomorphisms

λ̄∗ : ΩE → ΩE ; H]
E → H]

E

such that modulo β
n
, λ̄∗(s) = λ̄s. The action of T ext on V0(ΩE , s) is similar.

1 Our group actions on both the points and functions are different from [AI17, § 3.2] by an inverse.
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We let T ext act on functions via pull-back, i.e. (t ∗ f)(ρ, v) = f(t ∗ (ρ, v)).

Definition A.2.1. Let κI : Z×p → Λ×I be the universal character, κI,f be the restriction of κI
to (Z/qZ)×, and κ0

I := κI(κI,f )−1.

(i) we define wκI,f to be the coherent OXr,I -module (gi,∗(OIGi,r,I )⊗Λ0
I

ΛI)[(κI,f )−1] with i = 2

if p = 2 and i = 1 if p ≥ 3.

(ii) we define wκI ,0 := f ′0,∗(OV0(ΩE ,s))[(κ
0
I)
−1], where f ′0 := gn ◦ π′ : V0(ΩE , s) → Xr,I is the

structure morphism.

(iii) we define W0
κI

:= f0,∗(OV0(H]E ,s)
)[(κ0

I)
−1], where f0 := gn ◦ π : V0(H]

E , s) → Xr,I is the

structure morphism.

(iv) we define wκI := wκI ,0 ⊗OXr,I
wκI,f , WκI := W0

κI
⊗OXr,I

wκI,f .

Here the notation [χ] means taking χ-isotypic components with respect to the (Z/piZ)×-action

for wκI,f and the T ext-action for other sheaves. When the interval I is clear, we omit it in the

notation.

Note that the local calculations in Lemma 2.3.3, Lemma 2.3.4, Lemma 2.3.5 and Proposition

2.3.7 carry over verbatim if we replace G by E [p∞], so as stated in [AI17, Theorem 3.11], we

have

Theorem A.2.2. Let (n, r, I) be an adapted triple. The filtration Fil•π∗(OV0(HE ,s)) induces a

filtration Fil• := gn,∗Fil•π∗(OV0(H]E ,s)
) on f0,∗(OV0(H]E ,s)

) which is preserved by the action of T ext.

For every h ≥ 0, we define

FilhW0
κ := Filhf0,∗(OV0(H]E ,s)

)[(κ0)−1]; FilhWκ := FilhW0
κ ⊗OXr,I

wκf .

Then we obtain an increasing filtration Fil• of W(0)
κ such that

(i) for each h ∈ N, FilhW0
κ is a locally free OXr,I -module of rank h+ 1 for the Zariski topology

on Xr,I ;

(ii) for each h ∈ N, we have Fil0W
(0)
κ
∼= wκ,(0) and GrhW

(0)
κ
∼= wκ,(0) ⊗OXr,I

ω−2h
E ;

(iii) W(0)
κ is the α-adic completions of lim−→h→∞ FilhW

(0)
κ .

Moreover, by carrying over the discussion in § 2.3.3, we have the following functoriality

results for Wκ in the modular curve case.

Lemma A.2.3. Let (n, r, I) and (n, r, J) be adapted triples with J ⊂ I, and let Wκ,I (resp.

Wκ,J) be the nearly overconvergent modular sheaf defined over Xr,I (resp. Xr,J). The natural

map θJ,I : Xr,J → Xr,J induces an isomorphism

θ0
J,I : θ∗J,I(W0

κ,I)
∼= W0

κ,J

and a morphism

θJ,I : θ∗J,I(Wκ,I) ∼= Wκ,J

which becomes an isomorphism after inverting α.
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Lemma A.2.4. Let (n, r, I) and (n′, r, J) be adapted triples such that n ≤ n′, and let Wκ,n

(resp. Wκ,n′) be the nearly overconvergent modular sheaf defined with respect to IGn,r,I (resp.

IGn′,r,I). Then the natural map θn′,n : IGn′,r,I → IGn,r,I induces isomorphisms

θ0
n′,n : θ∗n′,n(W0

κ,n) ∼= W0
κ,n′ , θn′,n : θ∗n′,n(Wκ,n) ∼= Wκ,n′ .

Lemma A.2.5. Let (n, r, I) and (n, r′, J) be adapted triples such r ≤ r′, and let Wκ,r (resp.

Wκ,r′) be the nearly overconvergent modular sheaf defined over Xr,I (resp. Xr′,I). Then the

natural map θr′,r : Xr′,I → Xr,I induces an isomorphism

θ0
r′,r : θ∗r′,r(W

0
κ,r)
∼= W0

κ,r′

and a morphism

θr′,r : θ∗r′,r(Wκ,r) ∼= Wκ,r′

which becomes an isomorphism after inverting α.

A.2.1 The Gauss-Manin connection on Wκ

Let Yr,I ⊂ Xr,I be the inverse image of Ŷ ×Spf(Zp)Spf(Λ0
I) under the structure map Xr,I → XI ,

Yr,I be the adic generic fiber of Yr,I , and let IG◦n,r,I := Yr,I ×Xr,I IGn,r,I . Similar to Lemma

2.2.14, for any pre-adapted triple (n, r, I), there is a finite étale Galois cover IG′,◦n,r,I of Yr,I
parameterizing all compatible trivializations

(Z/pnZ)2 ∼= E [pn]D; Z/pnZ ∼= HD
n

over Yr,I , and the normalization IG′,◦n,r,I of Yr,I in IG′,◦n,r,I is well-defined and finite over Yr,I .

Note that by normality, we have

E [pn]D(IG′,◦n,r,I)
∼= (Z/pnZ)2, HD

n (IG′,◦n,r,I)
∼= Z/pnZ,

so by Proposition 1.6.9, the Gauss-Manin connection on HE induces a connection

∇] : H]
E → H]

E⊗̂OIG
′,◦
n,r,I

1

δ
Ω1
IG′,◦n,r,I/Λ

0
I

such that the marked section s is horizontal with respect to ∇] modulo β
n
. By Lemma 1.6.6,

we have a flat connection

∇] : π∗(OV0(H]E ,s)
)→ π∗(OV0(H]E ,s)

)⊗ 1

δ
Ω1
IG′,◦n,r,I/Λ

0
I
.

Following the argument in Lemma 2.3.9, we can show that ∇] descends to a flat connection

∇0
κ : W̃0

κ → W̃0
κ⊗̂OIG◦

n,r,I

1

Hdg
Ω1
IG◦n,r,I/Λ

0
I
,

which is compatible with the flat connection over IGord
n,r,I

∇0
κ : W̃0

κ → W̃0
κ⊗̂OIGord

n,r,I

Ω1
IGord

n,r,I/Λ
0
I
(log(cusps)),

so we have a flat connection over IGn,r,I , referred to as the Gauss-Manin connection,

∇0
κ : W̃0

κ → W̃0
κ⊗̂OIGn,r,I

1

Hdg
Ω1
IGn,r,I/Λ

0
I
(log(cusps))

which satisfies Griffiths’ transversality.
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Convention A.2.6. To simplify notation, we omit the the log poles in the notation when dis-

cussing the Gauss-Manin connections in the rest of this chapter.

By similar arguments as those used in the proofs of Lemma 2.3.10, Lemma 2.3.11 and

Theorem 2.3.8, as stated in [AI17, Theorem 3.18], we have

Theorem A.2.7. Let i = 2 if p = 2 and i = 1 if p ≥ 3, and assume (n, r, I) is an adapted

triple.

(i) The connection ∇]κ on W̃0
κ over IGn,r,I descends to a connection

∇0
κ : W0

κ →W0
κ⊗̂OXr,I

Ω1
Xr,I/Λ

0
I
[1/α]

which satisfies Griffiths’ transversality, and the induced OXr,I -linear map

Grh(∇0
κ) : Grh(W0

κ)[1/α]→ Grh+1(W0
κ)⊗OXr,I

Ω1
Xr,I/Λ

0
I
[1/α]

is an isomorphism times with multiplication by µκ − h.

(ii) Tensoring ∇0
κ with the connection ∇f induced by the derivation d : OIGi,r,I → Ω1

IGi,r,I/Λ
0
I
,

we get a connection

∇κ := ∇0
κ ⊗∇f : Wκ[1/α]→Wκ⊗̂OXr,I

Ω1
Xr,I/Λ

0
I
[1/α]

which satisfies Griffiths transversality, and the induced OXr,I -linear map

Grh(∇κ) : Grh(Wκ)[1/α]→ Grh+1(Wκ)⊗̂OXr,I
Ω1
Xr,I/Λ

0
I
[1/α]

is an isomorphism times with multiplication by µκ − h.

(iii) Let k ∈ N be a specialization of κ and denote the specialization of an object along k by a

subscript k. Then we have a canonical identification

(Symk(HE)⊗Λ0
I

ΛI [1/α])k ∼= (Filk(Wκ)[1/α])k

which is compatible with connection and filtration. Here on the left, we consider the Gauss-

Manin connection and the Hodge filtration.

Finally, like the discussion before Definition 2.3.12, with the help of Proposition A.1.11, the

Gauss-Manin connection ∇κ on Wκ induces a map, which is also referred to as the Gauss-Manin

connection,

∇κ : Wκ →
1

Hdgc(n)
Wκ+2

for some constant c(n).

Parallel to Definition 2.3.12, we define

Definition A.2.8. Let f0 : V0(H]
E , s)→ IGn,r,I → Xr,I be the structure map. We define

W0 := f0,∗OV0(H]E ,s)
; W := W0 ⊗OXr,I

wκf ;

W0,′
κ :=

∑
m∈Z

W0
κ+2m ⊂W0; W′κ := W0,′

κ ⊗OXr,I
wκf ,
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Note that for m 6= m′, Wκ+2m ∩Wκ+2m′ = (0), so we have a well-defined connection

∇κ : W′κ → (
1

Hdgc(n)
)W′κ; ∇κ |Wκ+2m= ∇κ+2m.

For each M ≥ 0, we denote the iteration

Wκ
∇κ−−→ 1

Hdgc(n)
Wκ+2

∇κ+2−−−→ 1

Hdg2c(n)
Wκ+4...

∇κ+2M−2−−−−−−→ 1

HdgMc(n)
Wκ+2M

by ∇Mκ . When the character κ is clear from context, we simply write ∇κ as ∇.

A.2.2 Hecke operators

In this subsection, we discuss Hecke operators on the nearly overconvergent sheaf Wκ gen-

eralizing [AI17, § 3.6-3.7]. The Shimura curve counterparts are considered in § 2.3.4.

The Frobenius and the Up-operator

Let (n, r, I) be a pre-adapted triple and let H1 ⊂ E be the level-1 canonical subgroup of

the universal semi-abelian scheme E . According to Proposition A.1.9, the quotient isogeny

f : E → E ′ := E/H1 induces a (Z/pnZ)×-equivariant commutative diagram

IGn,r+1,I
Φ //

��

IGn,r,I

��
Xr+1,I

φ // Xr,I

(A.2.1)

where Φ is characterized by Φ∗(E/IGn,r,I ) = E ′/IGn,r+1,I
. The argument in Lemma 2.3.16 implies

Lemma A.2.9. Let i = 2 if p = 2 and i = 1 if p ≥ 3. The diagram A.2.1 induces a morphism

of OXr+1,I
-modules

Vf : φ∗(wκf )→ wκf

which is compatible with connection and becomes an isomorphism after inverting α.

Let Hn+1 ⊂ E be the level-n+1 canonical subgroup. Over IGn+1,r+1,I , we have the universal

trivialization γn+1 : Z/pn+1Z → HD
n+1. Moreover, H ′n := Hn+1/H1 is the level-n canonical

subgroup of E ′ and over IG◦n+1,r+1,I , the dual isogeny f ′ : E ′ → E induces an isomorphism

H ′n
∼= Hn, so the commutative diagram

Z/pnZ Id //

γn
��

Z/pnZ 17→p //

γ′n
��

Z/pn+1Z

γn+1

��
HD
n

(f ′)D // (H ′n)D
fD // HD

n+1

. (A.2.2)

defines a unique trivialization γ′n : Z/pnZ ∼= (H ′n)D over IG◦n+1,r+1,I . By explicit calculations

using Tate curves (or the result [Con07, Lemma 4.2.3]), we can show γ′n extends uniquely to

IGn+1,r+1,I . Let pn+1,n : IGn+1,r+1,I → IGn,r+1,I be the forgetful map. We have that the

composition

t1 : IGn+1,r+1,I
p1−→ IGn,r+1,I

Φ−→ IGn,r,I

is the normalization of the morphism on adic generic fibers sending (E , γn+1) to (E ′, γ′n). We

have (for the Shimura curve analogue, see Lemma 2.3.17)
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Lemma A.2.10. Over IGn+1,r+1,I , the quotient isogeny f : E → E ′ induces an isomorphism

f∗

p
: ΩE ′ → ΩE

and a commutative diagram

p∗n+1,n(V0(ΩE , sn)) //

((

t∗1(V0(ΩE , sn))

vv
IGn+1,r+1,I

��
Xr+1,I

(A.2.3)

compatible with the action of Z×p (1+β
n+1

Ga). Moreover, if (n, r, I) is adapted, then the induced

morphism of OXr,I -modules V0 : φ∗(wκ,0)→ wκ,0 is an isomorphism.

Proof. The claimed result holds away from cusps by a similar but simpler argument as for

Lemma 2.3.17. By an explicit calculation using Tate curves (see Theorem A.1.4), or using the

fancy result [Con07, Lemma 4.2.3], we can extend to the whole Xr,I .

Definition A.2.11. We define V : φ∗(wκ)→ wκ to be V0 ⊗ Vf and define the Vp-operator on

global sections to be

Vp : H0(Xr,I ,w
κ)

φ∗−→ H0(Xr+1,I , φ
∗(wκ))

V−→ H0(Xr+1,I ,w
κ).

We can define the Up-operator over Wκ, whose restriction to wκ is a left inverse of Vp.

Analogous to Lemma 2.3.19, we have

Lemma A.2.12. Let (n, r, I) be an adapted triple. The dual isogeny f ′ : E ′ → E over

IG◦n+1,r+1,I induces a morphism U0 : W0
κ → φ∗(W0

κ) of Xr+1,I-modules which is compatible

with filtration and connection, and the restriction

wκ,0 = Fil0W0
κ → φ∗(Fil0W0

κ) = φ∗(wκ,0)

is inverse to V0.

Proof. The claimed result holds away from cusps by a similar but simpler argument as for

Lemma 2.3.19. By an explicit calculation using Tate curves(see Theorem A.1.4), or using the

fancy result [Con07, Lemma 4.2.3], we can extend to the whole Xr,I .

Definition A.2.13. On global section of W0
κ, the Up-operator is the composition

H0(Xr+1,I ,W0
κ)
U0

−→ H0(Xr+1,I , φ
∗(W0

κ))
1
p

TrXr+1,I/Xr,I−−−−−−−−−→ H0(Xr,I ,W0
κ)(→ H0(Xr+1,I ,W0

κ)).

On the generic fiber Xr,I , we define the Up-operator as the composition

H0(Xr+1,I ,Wκ)
U0⊗(Vf )−1

−−−−−−−→ H0(Xr+1,I , φ
∗(Wκ))

1
p

TrXr+1,I/Xr,I−−−−−−−−−→ H0(Xr,I ,Wκ)(→ H0(Xr+1,I ,Wκ)).

A similar but simpler argument as for Proposition 2.3.21 shows
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Proposition A.2.14. [AI17, Proposition 3.25] For each m ∈ N, we have

Up(H
0(Xr,I ,Film(Wκ))) ⊂ H0(Xr,I ,Film(Wκ)).

(i) The induced map on the graded piece H0(Xr,I ,Grh(W0
κ)) is 0 modulo ( p

Hdg2 )h;

(ii) for any specialization k ∈ N of κ, the identification (Symk(HE)⊗Λ0
I
ΛI [1/α])k ∼= (Filk(Wκ)[1/α])k

is compatible with Up-operators. Here the subscript k means the specialization of the object

along k.

The argument of Lemma 2.3.22 implies the promised result.

Lemma A.2.15. The composition

Up ◦ Vp : H0(Xr,I ,wκ)→ H0(Xr,I ,wκ)

is the identity map.

Analogous to the Shimura curve case, the Up operator can be described using the Hecke

correspondence.

Definition A.2.16. For any positive integer d prime to N , we define 〈d〉 : X1(N) → X1(N)

to be the diamond operator sending (E,ψN ) to (E, dψN ). Similar definition applies to Xr,I , and

by acting on trivializations trivially, we can extend 〈d〉 to IGn,r,I .

Definition A.2.17. Let Zr,I be the compactification of the adic space Z◦r,I over Yr,I which

parameterize all subgroups D ⊂ E [p] of rank p which intersect the level-1 canonical subgroup

H ⊂ E trivially.

Let p1 : Z◦r,I → Yr,I ; (E ,D) → E be the structure morphism. We have p1 is finite étale of

degree p. Generalizing [Sch15, Theorem III. 2.5(iii)], we have (for the Shimura curve analogue,

see Lemma 2.3.25)

Lemma A.2.18. The map

u : Yr+1,I → Z◦r,I ; E 7→ (E/H, E [p]/H)

induces a commutative diagram

Xr+1,I

φ

��

∼=
u // Zr,I

p1

��
Xr,I Id // Xr,I

where the upper arrow is an isomorphism whose inverse p2 is the unique extension of

Z◦r,I → Yr+1,I ; (E ,D) 7→ 〈p−1〉(E/D).

Moreover, the quotient isogeny g : E → E/D on Z◦r,I induces a morphism

p∗2(Wκ)→ p∗1(Wκ)

such that the composition

H0(Xr+1,I ,Wκ)
p∗2−→ H0(Xr+1,I , p

∗
2(Wκ))→ H0(Xr,I , p∗1(Wκ))

1
p

Trπ1−−−−→ H0(Xr,I ,Wκ)

coincides with Up.
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Correspondences of degree prime to p

Let E be the universal semi-abelian scheme over Xr,I , and ψN be the universal Γ1(N)-level

structure on E . Let ` be a rational prime such that (`,Np) = 1, and Cr,I be the compactification

of the formal scheme C◦r,I over Yr,I parameterizing rank-` cyclic subgroups C of the universal

elliptic E such that C ∩ Im(ψN ) = 0. The structure map p1 : C◦r,I → Yr,I , (E , ψN , C) 7→ (E , ψN )

is finite étale of degree `+ 1 if (`,Np) = 1, resp. ` if ` | N . According to [Con07, Lemma 4.2.3],

p1 extends uniquely to a finite flat morphism p1 : Cr,I → Xr,I . Analogous to Lemma 2.3.26, we

have

Lemma A.2.19. Let C ⊂ E [`] over C◦r,I be the universal rank-` cyclic subgroup and let Cn,r,I :=

IGn,r,I×Xr,I ,p1 Cr,I . The quotient isogeny f : E → E/C over C◦r,I induces morphisms p2 : Cr,I →
Xr,I , p2,n : Cn,r,I → IGn,r,I such that we have the following commutative diagram

p∗1(V0(H]
E , sn))

��

// V0(H]
E , sn)

��
p∗1(V0(ΩE , sn))

��

// V0(ΩE , sn)

��
Cn,r,I

p2,n //

��

IGn,r,I

��
Cr,I

p2 // Xr,I ,

which is compatible with T ext-actions and induces a morphism of OCr,I -modules

f∗ : p∗2(Wκ)→ p∗1(Wκ)

compatible with connection and filtration.

Since p1 is finite flat, the trace operator Trp1 is well-defined.

Definition A.2.20. For rational prime ` 6= p, we define the Hecke operator T` to be the com-

position

H0(Xr,I ,Wκ)
p∗2−→ H0(Cr,I , p

∗
2(Wκ))

f∗−→ H0(Cr,I , p
∗
1(Wκ))

1
`
Trp1−−−−→ H0(Xr,I ,Wκ).

Twists by finite characters

Fix a pre-adapted triple (n, r, I). Let E be the universal generalized elliptic curve and

Hn ⊂ E be the level-n canonical subgroup. Let f : E → E ′ := E/Hn be the quotient isogeny and

f ′ : E ′ → E be the dual isogeny. Let H ′n ⊂ E ′ be the level-n canonical subgroup. Over Yr+n,I ,

we have H ′′n = ker f ′. Moreover, since f ′ induces an isomorphism H ′n
∼= Hn and f ◦ f ′ = pn, we

have E ′[pn] = H ′′n ×H ′n and the Weil pairing induces an isomorphism

H ′′n
∼= HD

n
∼= (H ′n)D.

Over IG◦2n,r+n,I , the section γ′ : Z/pnZ → H ′,Dn = H ′′n defined by the diagram A.2.2 induces

maps

s : Z/pnZ→ H ′′n, sD : H ′n → µpn .
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Let K/Qp be any finite extension containing all pn-th roots of unity with ring of integers in

OK and base change Xr,I , IGn,r,I from Zp to OK (but we do not change the notation). Note

that a fixed pn-th root of unity ζ determines an isomorphism

Z/pnZ ∼= HomIG2n,r+n,I
(Z/pnZ, µpn), j 7→ (j 7→ ζj).

Similar to Lemma 2.3.28, we have

Lemma A.2.21. [AI17, Proposition 3.26] Over IG◦2n,r+n,I , the map

η : Hom(H ′′n, H
′
n)→ Hom(Z/pnZ, µpn) ∼= Z/pnZ, g 7→ sD ◦ g ◦ s

is a bijection.

Over IG◦2n,r+n,I , for any j ∈ Z/pnZ, let ρj : H ′′n → H ′n be the morphism such that η(ρj) = j,

and let

Hρj := (ρj × Id)(H ′′n) ⊂ H ′n ×H ′′n = E ′[pn].

Clearly we have Hρj ×H ′n = E ′[pn]. Set E ′j := E ′/Hρj . The quotient map f ′j : E ′ → E ′j induces

an isomorphism between H ′n and its image H ′n,j := f ′j(H
′
n), which implies that H ′n,j ⊂ E ′j is the

canonical subgroup of E ′j . Note that H ′n,j is the kernel of the dual isogeny E ′j → E ′, so we have

Hdg(E ′j)p
n

= Hdg(E ′) = Hdg(E)p
n
, which implies Hdg(E ′j) = Hdg(E).

For each j ∈ Z/pnZ, let tj : IG◦2n,r+n,I → IG◦n,r+n,I be the normalization of the morphism

IG◦2n,r+n,I → IG◦n,r+n,I which sends (E , γ2n) to (E ′j , γ′j), where γ2n is the universal trivialization

of HD
2n and γ′j is the unique trivialization of (H ′n,j)

D such that f ′,Dj (γ′j) = γ′. By a careful

analysis of cusps using Tate curves, we can extend tj : IG◦2n,r+n,I → IG◦n,r+n,I uniquely to

tj : IG2n,r+n,I → IGn,r+n,I .

Let pk : IGk,r+n,I → Xr+n,I be the forgetful morphism for k ∈ N (if meaningful) and vj be

the composition

IG2n,r+n,I
tj−→ IGn,r+n,I

pn−→ Xr+n,I .

By a similar argument as for Lemma 2.3.29 and a careful study of cusps using Tate curve (see

Theorem A.1.4), we can show

Lemma A.2.22. For an adapted triple (n, r, I), the isogeny fj : E f−→ E ′
f ′j−→ E ′j over IG◦2n,r+n,I

defines a morphism of OIG2n,r+n,I
-modules

f∗j : v∗j (W0
κ)→ p∗2n(W0

κ)

which preserves the filtration Fil•Wκ and the Gauss-Manin connection ∇0
κ. After inverting α,

fj induces a morphism

f∗j : v∗j (Wκ)[
1

α
]→ p∗2n(Wκ)[

1

α
]

which preserves the filtration Fil•Wκ and the Gauss-Manin connection ∇κ.

Let χ : (Z/pnZ)× → (ΛI [ζ])× be any primitive character and g(χ) :=
∑

j∈(Z/pnZ)× χ(j)ζj be

the associated Gauss sum. Following essentially the argument in the proof of Corollary 2.3.30,

Corollary A.2.23. By taking global sections, we get a morphism

θχ : H0(Xr+n,I ,Wκ)
g(χ−1)(

∑
j∈(Z/pnZ)× χ(j)f∗j v

∗
j )

−−−−−−−−−−−−−−−−−−−→ H0(Xr+n,I , p2n,∗p
∗
2n(Wκ+2χ))

1
p2n

Tr

−−−−→ H0(Xr+n,I ,Wκ+2χ)

which preserves the filtration Fil•.
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A.2.3 Comparison with other constructions of the overconvergent modular sheaf

Let (n, r, I) be a pre-adapted triple. In [AIP, § 5.2], the authors construct a formal scheme

fn : Fn,r,I → IGn,r,I which represents the functor

Spf(R) 7→ {(P, ω) ∈ (HD
n (R)−HD

n [pn−1](R))× ωE(R) : HT(P ) = ω in ωE/p
nHdg

− p
n−1
p−1 }

from the category of affine formal schemes Spf(R) → Xr,I where R is α-adically complete and

α-torsion-free to the category of sets, and define the T ext(R)-action on Fn,r,I(R) by

(λx) ∗ (P, ω) = (λP, λxω), ∀ λ ∈ Z×p , x ∈ T (R), (P, ω) ∈ Fn,r,I(R).

The authors also define the modular sheaf

wκI ,0 := (gn ◦ fn)∗OFn,r,I [(κ
0)−1], wκI := wκI ,0 ⊗OXr,I

wκI,f .

for the universal character κI : Z×p → Λ×I , where gn : IGn,r,I → Xr,I is the structure map.

By [AIP, § 6.8], when restricted to Xr,I , wκI is a locally free OXr,I -module sheaf whose global

sections are overconvergent p-adic families of modular forms defined in [Pil13, § 5.1]. The Hecke

operators away from p on wκ are defined in [Pil13, § 4.1] and the Vp− and Up-operators on wκI

are defined in [AIP, § 5.4.4] and in the discussion before [AIP, Proposition 6.10]2 respectively.

According to [AI17, Lemma 3.7], we have

Lemma A.2.24. Let (n, r, I) be a pre-adapted triple. There is a canonical isomorphism between

V0(ΩE , s) and Fn,r,I which is compatible with the T ext-actions. As a corollary, we have an

isomorphism of OXr,I -modules wκI ∼= wκI which is compatible with Hecke operators.

Proof. For the isomorphism part, an argument analogous to Lemma A.2.24 works.

For the compatibility of Vp- and Up-operators, it suffices to note that we have a commutative

diagram

V0(ΩE , sn+1)

∼=
��

// p∗(V0(ΩE , sn)) // t∗1(V0(ΩE , sn))

∼=
��

Fn+1,r+1,I
// t∗1(Fn,r,I)

where the upper horizontal arrows are defined in Lemma A.2.10 and the lower horizontal arrow

is constructed in [AIP, § 5.4.4].

For the compatibility of Hecke operators away from p, using the notation in Lemma A.2.19,

it suffices to note that the isogeny E → E/C over Cn,r,I induces a commutative diagram

p∗1(V0(ΩE , s))

∼=
��

// p∗2(V0(ΩE , s))

∼=
��

p∗1(Fn,r,I) p∗2(Fn,r,I)oo

where the two horizontal arrows are isomorphisms when restricted to the generic fibers.

Note that for each n ∈ N, IGord
n,r,I is a finite étale Galois cover of Xord

I with Galois group

(Z/pnZ)×, so π : IGord
∞,r,I := lim←−n≥0

IGord
n,r,I → Xord

I is well-defined and equipped with an action

of Z×p . Moreover, the argument in Proposition 2.3.32 implies the following integral version of

[Pil13, Proposition 6.1].

2 It seems that the definitions of Up-operator in [Pil13] and [AIP] differ by the diamond operator 〈p〉.
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Proposition A.2.25. There is a canonical isomorphism

wκI ,0
|
Xord
r,I

∼= π∗(OIGord
∞,r,I

)[(κ0
I)
−1].

We remark that at least another two equivalent constructions of overconvergent modular

forms are available, one in [AIS14] in the spirit of test objects, and another one in [CHJ17,

Theorem 1.1] using the perfectoid language.

A.3 Expansion in Serre-Tate coordinates: the modular curve case

Let k = F̄p and W = W (k) be the associated ring of Witt vectors. Fix an ordinary elliptic

curve Ā/k together with a Γ1(N)-level structure ψN , and a basis P ∈ TpĀ = TpĀ
D. Let R

be the deformation space of Ā/k and A/R be the universal deformation of Ā/k. By setting

t := q(A/R;P, P )− 1 ∈ R, we have R = W [[t]]. Let P t be the dual basis of P and

ωcan := HT(P ) ∈ ωA, ηcan = η(P t) ∈ HA.

According to Theorem 1.4.8, {ωcan, ηcan} is a basis of HA and

∇

(
ωcan

ηcan

)
=

(
0 d log(1 + t)

0 0

)(
ωcan

ηcan

)
.

Note that the pair (Ā/k, ψN ) corresponds to a point x ∈ X(k), so by adapting the argument for

Lemma 2.4.3, we have

Lemma A.3.1. There exists a canonical isomorphism ÔX,x⊗̂W ∼= W [[t]].

Convention A.3.2. In this section, we will base change X := X1(N), X̂, Xr,I , IGn,r,I , Λ
(0)
I

from Zp to W , and denote them using the same notation.

Equip W [[t]] with the p-adic topology and Rt = Λ0
I [[t]]. Thanks to Lemma A.3.1, since W [[t]]

is p-adic complete, we have morphisms

ρ : Spf(W [[t]])→ X̂, Spf(Rt)→ Xord
I (→ Xr,I ∀r ∈ N)

characterized by ρ∗((E , ψN )) = (A,ΨN ). Denote ρ∗(wκ), ρ∗(Wκ)(Rt), ρ
∗(W)(Rt) by wκ(t),

Wκ(t), W(t) respectively. Analogous to Lemma 2.4.5, we have

Lemma A.3.3. The evaluation maps

H0(Xr,I ,Wκ)→Wκ(t), H0(Xord
I ,W)→W(t),

H0(Xord
r,I ,W/pNW)→W(t)/pNW(t), ∀ N ≥ 1.

are injective.

Proof. Note that IGord
n,r,I is geometrically irreducible, see for example in [Hid12, Theorem 3.3],

so we can use precisely the same reasoning as in the proof of Lemma 2.4.5.

We will use the following notation in the rest of this section:

• Ā/k will be a fixed ordinary elliptic curve with Γ1(N)-level structure ψN and universal

deformation (A/R,ΨN );
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• P ∈ TpĀ(k) will be a fixed generator and P t will be the dual basis of P ;

• 1 + t := q(A/R;P, P ), ωcan := HT(P ), and ηcan := η(P t);

• Rt := Λ0
I [[t]], R̃t := Rt ⊗Λ0

I
ΛI , and ρ : Spf(Rt) → Xord

I → Xr,I will the morphisms

characterized by ρ∗(E , ψN ) = (A,ΨN ).

• wκ(t) := ρ∗(wκ)(Rt), Wκ(t) := ρ∗(Wκ)(Rt), W(t) := ρ∗(W)(Rt).

Recall that (H]
E ,ΩE , s) is the system of vector bundles with marked sections associated to E over

IGn,r,I with respect to the ideal β
n
. By considering the level-n canonical subgroup Cn ⊂ A, we

can show that Lemma 2.4.6 and Proposition 2.4.7 hold in the modular curve case using almost

the same argument.

Let ` be a rational prime such that (`, p) = 1, and let a` = ` if ` | N , a` = ` + 1 if ` - N .

Let {Dj}j=1,..,a` be the set of rank ` group subschemes of Ā/k which intersect Im(ψN ) trivially.

Each Dj deforms uniquely to a rank-` group subscheme Dj ⊂ A such that Dj∩Im(ΨN ) = 0. Let

(Ā/Dj , ψj) be the quotient of (Ā/k, ψN ) by Dj , and let (Aj/Rj ,Ψj) be the universal deformation

of (Ā/Dj , ψj). Then A/Dj over R induces a morphism

Gj : Spf(R)→ Spf(Rj); G∗j (Aj) = A/Dj .

Then similar to Lemma 2.4.8, we have

Lemma A.3.4. Let

gj : A → A/Dj , g′j : A/Dj → A

be the quotient isogeny and its dual over R, let Pj ∈ TpĀ/Dj(k) be the unique element such that

g′j(Pj) = P with a dual basis P tj , and let

ωcan,j := HT(Pj), ηcan,j := η(P tj ), 1 + tj := q(Aj/Rj ;Pj , Pj) ∈ Rj .

Then we have

g∗j (G
∗
j (ωcan,j)) = ωcan, g∗j (G

∗
j (ηcan,j)) = `ηcan, G∗j (1 + tj) = (1 + t)

1
` .

Proof. As g′j ◦ gj = gj ◦ g′j = `, both gj and g′j induce isomorphisms on Tate modules, so Pj is

well-defined and g∗j (P
t
j ) = `P t.

By the functoriality of the Hodge-Tate map, we have the following commutative diagram

Tp(Ā/Dj)(k)
HT //

g′j
��

ωA/Dj

g∗j

��
TpĀ(k)

HT // ωA,

so that we have g∗j (ωcan,j) = ωcan and dually, g∗j (ηcan,j) = lηcan. By Theorem 1.4.5 (iii), we have

G∗j (1 + tj) = q(A/Dj/R;Pj , Pj) = q(A/Dj/R;
1

`
gj(P ), Pj)

= q(A/R;
1

`
P, g′j(Pj)) = q(A/R;

1

`
P, P )

= (1 + t)
1
`
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Given Lemma A.3.4 and Proposition 2.4.7, by carrying over almost the same argument, we

can show Proposition 2.4.9 holds in the modular curve setting.

Let C ⊂ A be the level-1 canonical subgroup. The quotient isogeny

f0 : A → A/C

is a lift of the Frobenius morphism

F : Ā→ Ā(p).

Let (Ā(p), ψ
(p)
N ) be the quotient of (Ā/k, ψN ) by Ker(F ), and let (A(p)/R(p),Ψ

(p)
N ) be the universal

deformation of (Ā(p), ψ
(p)
N ). Then we have a morphism φ : Spf(R) → Spf(R(p)) characterized

by φ∗(A(p)) = A/C. Since Ā/k is ordinary, we have an isomorphism F : TpĀ(k) ∼= TpĀ
(p)(k).

Lemma A.3.5. Let Q := F (P ), Qt be the dual basis of Q and

1 + t(p) := q(A(p)/R(p);Q,Q), ω(p)
can := HT(Q), η(p)

can := η(Qt).

We have

φ∗(1 + t(p)) = (1 + t)p, f∗0φ
∗(ω(p)

can) = pωcan, f∗0φ
∗(η(p)

can) = ηcan.

Proof. Let V : Ā(p) → Ā be the Verschiebung map. By Theorem 1.4.5, we have

φ∗(1 + t(p)) = φ∗(q(A(p)/R(p);Q,Q)) = q(A/C/R;F (P ), Q)

= q(A/R;P, V (Q)) = q(A/R;P, pP ) = (1 + t)p;

f∗0φ
∗(Ω(p)

can) = HT(V (Q)) = pHT(P ) = pωcan;

f∗0φ
∗(η(p)

can) = η(F ∗(Qt)) = η(P t) = ηcan.

Given Lemma A.3.5 and Proposition 2.4.7, essentially the same argument shows Proposition

2.4.12 holds in the modular curve setting.

Fix a primitive pn-th root of unity ζn, set Wn := W [ζn], and let (1 + t)p
−n

be a pn-th root

of 1 + t.

Proposition A.3.6. Let Cn ⊂ A be the level-n canonical subgroup. Then the connected-étale

exact sequence

0→ Cn → A[pn]→ CDn → 0 (A.3.1)

admits pn different splittings over W [[t]][ζn, (1 + t)p
−n

].

Proof. We sketch an argument here for completeness and refer to [Hid13, Proposition 6.51] for

details. Note that for each n ≥ 1, we have isomorphisms

ηD : Cn ∼= µnp , η : Z/pnZ ∼= CDn .

A splitting of the sequence A.3.1 is equivalent to a lift y ∈ A[pn] of η( 1
pn ). Let xm ∈ A[pm]

be a lift of η( 1
pm ) for each m ≥ 1. By the construction of Serre-Tate coordinates, (up to the

isomorphism ηD) we may view 1 + t as limn p
nxn, so we have yp

n
= 1 + t. From this, we know

all splittings of sequence A.3.1 happen over W [[t]][ζn, (1 + t)p
−n

].
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Consider the canonical deformation Acan/W of Ā/k, i.e. the deformation corresponding to

t = 0. Then Acan has complex multiplications, so we have a canonical splitting of the connected-

étale sequence

0→ Cn,can → Acan[pn]→ CDn,can → 0.

By Proposition A.2.21, for each i ∈ Z/pnZ, the morphism

Z/pnZ→ µpn ; 1 7→ ζin

induces a homomorphism ρi : CDn,can → Cn,can. Let

Cn,i := Im(Id× ρi : CDn,can → CDn,can × Cn,can = Acan[pn]).

Then Cn,i are all the cyclic étale subgroup of Acan[pn] of rank pn.

To complete the proof, we note that by Hensel’s lemma, the map

W [[t]][ζ, (1 + t)p
−n

]→Wn; t 7→ 0

induces a 1− 1 correspondence between rank-pn étale group subschemes of A[pn] and Acan[pn].

Note that Ā[pn] ∼= µpn⊕Z/pnZ. Let (Ā′, ψ′N ) be the quotient of (Ā, ψN ), and let (A′/R′,Ψ′)
be the universal deformation of (Ā′, ψ′N ). Let Ci ⊂ A be the étale subgroup corresponding to

Cn,i ⊂ Acan and (A/Ci,Ψi) be the quotient of (A,ΨN ) by Ci. The pair 〈p−1〉(A/Ci,Ψi) over

W [[t]][ζn, (1 + t)p
−n

] induces a morphism

Fi : Spf(W [[t]][ζn, (1 + t)p
−n

])→ Spf(R′)

characterized by F ∗i (A′,Ψ′N ) = 〈p−1〉(A/Ci,Ψi). Note that the quotient isogeny f : Ā → Ā′

induces a morphism f : TpĀ(k)→ TpĀ
′(k) which is an isomorphism times multiplication by pn.

Lemma A.3.7. Let Q = f(P )
pn , Qt be the dual basis, and

1 + t′ := q(A′/R′;Q,Q), ω′can := HT(Q), η′can := η(Qt).

Then we have

F ∗i (1 + t′)p
n

= 1 + t, F ∗i (1 + t′)|t=0 = ζ−in .

Let fi : A → A/Ci be the quotient isogeny. Then we have

f∗i F
∗
i (ω′can) = ωcan; f∗i F

∗
i (η′can) = pnηcan.

Proof. All can be shown by similar arguments as for Lemma A.3.4 and Lemma A.3.5 except the

statement F ∗i (1 + t′)|t=0 = ζ−i, which was first shown in [Bra11, Proposition 7.2]. We sketch an

argument here for completeness.

Over Wn, we have the following commutative diagram:

0 // µp∞

=

��

// Acan[p∞] ∼= µp∞ ⊕Qp/Zp //

fi
��

Qp/Zp
pn

��

// 0

0 // µp∞ // Acan/Cn,i[p
∞] // Qp/Zp // 0,

so fi(1/p
n+m) is a lift of 1

pm in Acan/Cn,i[p
m]. By the definition of Serre-Tate coordinates, we

have

F ∗i (1 + t′)|t=0 = (1 + t′)(Acan/Hn,i) = lim−→
m

pmfi(1/p
n+m) = fi(1/p

n),

which is ζ−in because Cn,i is generated by (ζin, 1/p
n).
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Given Lemma A.3.7, we can show Proposition 2.4.15 and Proposition 2.4.16 in the modular

curve setting by essentially the same argument.

With these preparations, by carrying over the arguments for Proposition 2.4.10, Proposition

2.4.15 and Proposition 2.4.17, we can show

Proposition A.3.8. For any finite character χ : Z×p → W×n and any f ∈ H0(Xr,I ,Wκ), we

have

pUp(∇κ(f)) = ∇κ ◦ Up(f); `T` ◦ ∇κ(f) = ∇κ ◦ T`(f); θχ∇κ(f) = ∇κ+2χ ◦ θχ(f).

Recall that for each N ≥ 0, ∇N := ∇Nκ is the N -th iteration of ∇κ. Since Lemma 2.4.19,

Lemma 2.4.20 hold in the modular curve setting and by the argument of Proposition 2.4.18, we

have

Proposition A.3.9. Assume µκ ∈ pΛ0
I . Then for any N ∈ N≥1 and f ∈ H0(Xr,I ,Wκ)

Up, we

have

(∇p−1 − Id)Np(ρ∗(f)) ∈ pNW(t) ∩W′κ(t).

At the end, we would like to mention that the behavior of the Gauss-Manin connection on

q-expansions of nearly overconvergent modular forms is considered in [AI17, § 3.9] and [Urb14, §
3.5.2], and a detailed discussion of twists of p-adic modular forms by Dirichlet characters in

q-expansion is contained in [Gou06, § 3.6].

A.4 p-adic iteration of the Gauss-Manin connection

Slightly generalizing [AI17, Theorem 4.6 & 4.13], we have the following theorem concerning

p-adic iteration of the Gauss-Manin connection on nearly overconvergent modular forms. (For

the Shimura curve analogue, see Theorem 2.5.1.)

Theorem A.4.1. Let K be a finite extension of Qp with ring of integers OK . Fix an interval

Iθ ⊂ [0,∞) and an interval I = [0, 1] or [pa, pb] for a, b ∈ N, and assume that

k : Z×p → ΛI ; θ : Z×p → Λ×Iθ,K , ΛIθ,K := ΛIθ⊗ZpOK

are weights satisfying that

(i) there exists c(k) ∈ N such that µk + 2c(k) ∈ pΛ0
I ;

(ii) for any t ∈ Z×p , θ(t) = θ′(t)tc(θ)χ(t) for a finite character χ : Z×p → O×K , an integer

c(θ) ≥ c(k) and a weight θ′ : Z×p → (Λ0
Iθ,K

)× such that

µθ′ ∈ qΛ0
Iθ,K

, θ′(t) = exp(µθ log(t)) ∀ t ∈ Z×p .

Then we have positive integers r′ ≥ r and γ (depending on n, r and p, c(θ)) such that for any

g ∈ H0(Xr,I ,Wκ)Up=0,

(a) the sequence A(g, θ′)m :=
∑m

j=1
(−1)j−1

j (∇(p−1)
k+2c(k) − Id)j∇c(k)

k (g) and the sequence

B(g, θ′)m :=

m∑
i=0

1

i!

µiθ′

(p− 1)i

( ∑
j1+...+ji≤m

(

i∏
a=1

(−1)ja−1

ja
)(∇(p−1)

k+2c(k) − Id)j1+...+ja

)
∇c(k)
k (g)

converge in Hdg−γH0(Xr′,I ⊗Zp ΛIθ,K ,W);
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(b) the limit

∇θ′k+2c(k)∇
c(k)
k (g) := exp(

µθ′

p− 1
log(∇p−1

k+2c(k)))∇
c(k)
k (g) := lim

m→∞
B(g, θ′)m

belongs to Hdg−γH0(Xr′,I ⊗Zp ΛIθ,K ,Wk+2θ′);

(c) the element

∇θk(g) := θχ∇c(θ)−c(k)
k+2c(k)+2θ′∇

θ′

k+2c(k)∇
c(k)
k (g)

is well-defined in H0(Xr′,I ⊗Zp ΛIθ,K ,Wk+2θ).

Proof. The argument is analogous to that of Theorem A.4.1. Namely, first we combine Lemma

A.3.3 with Proposition A.3.9 to show the modular curve analogue [AI17, Proposition 4.3] of

Proposition 2.5.3. Secondly, with the help of Lemma A.1.11, we can show that Proposition

2.5.4 and Corollary 2.5.5 hold in the modular curve setting using essentially the same argument.

Finally, since the action T ext is analytic, with the help of Proposition A.3.8, we complete the

proof.

For any specialization x ∈ Z of k, and y ∈ Z of θ, and any f ∈ H0(Xr,I ,Wk)
Up , let us

denote the specialization of f at x by fx, and the specialization of ∇θk(f) at the weight x + 2y

by ∇θk(f)x,y. Then as Proposition 2.5.2, we have

Proposition A.4.2. Notations as in Theorem A.4.1. Let x ∈ Z be any specialization of k,

y′ ∈ (p− 1)N be a specialization of χθ′, and let y := y′+ c(θ) be the corresponding specialization

of θ. Then for any f ∈ H0(Xr,I ,Wk)
Up, we have

∇θk(f)x,y = ∇yx(fx).
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