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Abstract

We sample ab-initio molecular dynamics trajectories to address the impact of structural
fluctuations on elastic lifetimes of adsorbate states at room temperature focusing on het-
erogeneous charge injection from isonicotinic acid as a key anchoring unit in dye-sensitized
energy devices. Complementing related theoretical studies, we employ a Green’s function
technique based on density functional theory to account for a fully semi-infinite substrate of
rutile TiO2(110). We address the effect of a core-excitation enabling direct comparison with
soft X-ray experiments. We find that room temperature fluctuations drastically improve the
agreement with experimental lifetime measurements while the core-hole plays an important
role shifting the spectra and reducing the electron vibrational coupling of the adsorbate states.
Ultimately, the emerging resonance spectra highlight the role of the continuum of acceptor
states in temperature broadened Voigt-type profiles.

Introduction

Ultrafast electronic processes at surfaces are
at the heart of many applications in photo-
chemistry, catalysis, and molecular electronics.
After an initial excitation by light, ultrafast
electron transfer takes place during generation

of solar fuel,1 as well as from photo-excited
dyes towards semiconducting substrates in dye-
sensitized solar cells (DSSCs).2–4 Although the
original design of the DSSC has been chal-
lenged in recent years by perovskite-based so-
lar cells,5,6 electronic charge injection remains
the basic physical process behind these sunlight
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harvesting energy devices.
Among a variety of candidates, isonicotinic

acid is a common anchoring unit in DSSCs as,
for instance, in the high-performing N719-dye.7

Isonicotinic acid has been investigated exten-
sively, from an experimental and theoretical
point of view. In particular many studies have
examined isonicotinic acid on different facets
and structural phases of TiO2, which is the pre-
ferred material for the anode of DSSCs due to
its stability, high mobility, mesoporous struc-
ture and high availability.

A series of core-spectroscopy studies by
Schnadt et al.8–12 investigated the struc-
tural and electronic properties of mono-
and multilayers of isonicotinic acid on ru-
tile TiO2(110). Using core-hole-clock spec-
troscopy,13–15 they extracted electron injection
times from core-excited isonicotinic acid (iden-
tified as LUMO+2) into the substrate at an
ultrafast time-scale below 5 fs at monolayer
coverage.8 The employed core-hole-clock tech-
nique can be pushed to measure charge-transfer
times in the attosecond domain.16

From a theoretical point of view, the cal-
culation of charge-transfer times from adsor-
bates has been approached using different tech-
niques.17–19 For example, starting from stan-
dard density functional theory (DFT) calcula-
tions, Fermi’s golden rule was used to estimate
charge-transfer rates from the computed Hamil-
tonian matrix elements between the extended
states in the substrate and the localized states
in the adsorbate. In principle, the relatively
short range of these interactions (proportional
to the overlaps between adsorbate and sub-
strate wavefunctions) can be exploited to de-
sign efficient algorithms to screen dyes for opti-
mal charge injection17 as carried out by Martsi-
novich et al.20 These authors estimated life-
times below 1 fs for isonicotinic acid in its equi-
librium geometry (no core-excitation included)
on rutile (110) and on anatase (101).20

While the calculations described above ana-
lyze static structures, some groups have already
tried to incorporate the effect of temperature on
the electron injection process. This has been
done at different levels of theory. For exam-
ple, Prezhdo et al.21–23 have used a combina-

tion of non-adiabatic molecular dynamics based
on fewest switches surface hopping24 and DFT.
Employing this technique they found for the
lowest unoccupied molecular orbital (LUMO)
of isonicotinic acid on rutile (110) at 50 K a
lifetime of 28 fs averaging over 10 different tra-
jectories.25 In a subsequent work using a deriva-
tive of isonicotinic acid functionalized with sil-
ver cyanide, they found that the lifetime of the
LUMO dropped to 5 fs when the temperature
was increased to 350 K and 100 initial configu-
rations were considered. Although it is difficult
to obtain a precise picture of the effect of tem-
perature from these simulations, since the data
are not directly comparable (different deriva-
tives and statistics are used), the authors make
the interesting observation that the increased
transfer rate is mostly due to adiabatic effects.

Batista et al.26,27 studied the effect of ther-
mal fluctuations, focusing on the case of cat-
echol on anatase (101). They used ab initio
molecular dynamics to generate trajectories at
a given temperature in combination with ex-
tended Hückel theory to model the electron dy-
namics along the trajectory. They found life-
times of the LUMO around 38 fs at 0 K,26

while an ensemble average of fixed initial con-
figurations from a trajectory at 300 K reduces
the injection time to about 6 fs.26 Additional
non-adiabatic effects due to nuclear motion dur-
ing electronic decay lead to further reduction of
the lifetime to about 2.5 fs.27 This observation
seems consistent with the one mentioned above
concerning the relative importance of adiabatic
and non-adiabatic effects. After the ultrafast
initial injection to an interfacial charge state,
Batista et al. also followed the delocalization
of the electron into extended substrate states.

The approaches mentioned so far treat the
ions as classical particles, which is usually nec-
essary for such complex systems. However,
there have been model calculations that use a
full quantum treatment to study electron dy-
namics at the DSSC interface.28–31

Along similar lines, in this work, we inves-
tigate the elastic lifetimes of the frontier or-
bitals of isonicotinic acid on rutile TiO2(110)
in the presence of structural fluctuations by
sampling static nuclear configurations from ab-
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initio molecular dynamics at room tempera-
ture.32 Thereby we extended previous work
considering the equilibrium structure (0 K)19

to include the effect of temperature. This ap-
proach does not include non-adiabatic effects
explicitly. However, the sampling of the con-
figurational space at a given temperature is
included. Such sampling has been identified
as a key ingredient to determine the temper-
ature dependence of charge-transfer rates. The
adopted Green’s function technique improves
the description of the electronic structure of
the substrate over that provided by finite slabs
and cluster models.18,19 Thus, our method is
suitable to describe charge-transfer into fully
delocalized states in the substrate. Addition-
ally, and importantly, we include a core-hole in
our simulations to obtain charge-transfer rates
comparable with core-hole-clock experiments
by Schnadt et al.8

We performed a detailed analysis of the cumu-
lative theoretical spectra. Our results indicate
that the inhomogeneous broadening due to the
fluctuating energy positions of the resonances
is not sufficient to explain their shapes. It is
crucial to take into account the variation of the
average elastic width with energy. The latter
reflects the energy dependence of the density of
states in the substrate.

The results section in this paper is organized
in two parts, the first considering the adsorbate
in its electronic ground-state and the second the
core-excited case.

Computational Methods

In this work we analyze the effect of thermal
structural fluctuations on the elastic linewidths
of the molecular resonances. We access a set
of structures representative of the configura-
tional space sampled by the adsorbed molecule
at finite temperature. Extending our previous
study for the equilibrium configuration, we con-
sider a number of snapshots generated along
a previously calculated Car-Parinello (CPMD)
trajectory32 of isonicotinic acid (C5H4NCOOH)
adsorbed on rutile (110). The CPMD trajec-
tory was computed at a constant temperature

of 300K using a Nosé thermostat, a slab con-
taining four TiO2 trilayers, a 3×2 TiO2 super-
cell in the lateral directions and one molecule
per supercell adsorbed on one of the surfaces
of the slab. The trajectory covers 10 ps after
an initial equilibration period of 2 ps. As de-
scribed in detail in the Supporting Information,
we devise a matching procedure that allows us
to model an infinitely extended TiO2 substrate
starting from the finite-slab CPMD geometries.

In the present work we have selected a to-
tal of 161 snapshots (at a constant sampling
rate of one frame every 62.5 fs) and recomputed
electronic structure of each configuration using
the SIESTA/TranSIESTA package.33 As a first
step, for each original structure we generated a
new structure employing the above mentioned
matching procedure (described in the Support-
ing Information). The idea is to construct ge-
ometries with a larger number of layers and ap-
proaching the perfect bulk phase inside the ma-
terial. This is necessary to provide a smooth
connection with the self-energies that describe
the semi-infinite TiO2 substrate in our Green’s
function technique. In the final geometries only
the two outermost trilayers of TiO2 and the ad-
sorbate move according to the original CPMD
dynamics. Hence, the third trilayer provides a
smooth transition to the fixed bulk configura-
tion, that is assumed in the inner layers. To
cancel spurious dipoles the final slab is sym-
metrical and contains 9 TiO2 trilayers in total.
Periodic images are separated by at least 24.4 Å
of vacuum in order to avoid interaction between
replicas. This setup is illustrated schematically
in Fig. 1a, while Fig. 1c/d shows the details at
the organic-semiconductor interface.

Our SIESTA calculations utilized a double-
ζ polarized basis set of numerical atomic or-
bitals34 to expand the wavefunctions, whose
radii were determined using a 100 meV energy
shift.33 The exchange-correlation functional by
Perdew, Burke and Ernzerhof35 was employed
in combination with norm-conserving Troullier-
Martins pseudopotentials.36 We used 3×2×1
k-point sampling and a mesh cutoff value of
250 Ry, respectively, for the reciprocal and real-
space grids. A tolerance of 10−4 was used for
the changes of the density matrix in order to
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stop the self-consistent cycle.

Σ

Σ a b c

d

Figure 1: (a) As described in the text, a sym-
metric slab containing nine TiO2 trilayers plus
one adsorbate in each surface is constructed
starting from selected snapshots of the CPMD
simulation in Ref. 32. (b) The coupling of the
structure to a semi-infinite bulk support is in-
cluded in the Green’s function of the central
region via self-energies Σ. Blue ovals repre-
sent adsorbates, light blue areas stem from fi-
nite slab calculations, while green areas refer
to bulk calculations. The self-energies due to
the bulk are added to the slab in the Σ-regions.
The coupling of the adsorbed isonicotinic acid
to the continuum of states in rutile(110) yields
then the lifetime broadening. (c) Side view and
(d) top view of the system. The black and white
boxes refer to the computational unit cell.

In a final step we include the coupling of the
scattering region (enclosing the decorated sur-
faces) to the fully semi-infinite TiO2 support
(Fig. 1b) in an embedding approach.37–39 The
coupling is accurately simulated inside the scat-
tering region by adding self-energies (Σ) due to
the semi-infinite substrate (Fig. 1b) that con-
nect to four trilayers (layers 3 to 6) of the ini-
tially calculated nine-trilayer slab. We use the
Green’s function procedure implemented in the
TranSIESTA transport code.40 The TiO2 elec-
trode was defined using 1×2×4 bulk unit cells
with a k-point sampling of 9×2×2. To com-
pute the Green’s function an imaginary part of

η =0.02 eV was added to the energies.
The Hamiltonian and self-energy matrices

coming from bulk calculations (green areas
Fig. 1b) and slab calculations (light blue ar-
eas, Fig. 1a) were aligned at a common refer-
ence to correctly include the coupling to bulk
TiO2 in the Green’s function procedure. This
is important, since the Fermi level commonly
used to align transport calculations for metallic
systems cannot be used for calculations of semi-
conducting materials, which produce in practice
arbitrary positions of the Fermi level inside the
electronic gap. Additionally, the zero of po-
tential in periodic systems is known to be ar-
bitrary.41 To overcome both issues, the energy
levels of bulk and slab calculations were aligned
at the Hartree potential of the bulk TiO2 as-
suming that the bulk value of the Hartree po-
tential is reached deep inside the slabs. We de-
termine the macroscopically averaged Hartree
potentials applying the smoothing method of
Junquera et al.42,43 in the direction perpendicu-
lar to the surface. Subsequently, the two values
are aligned at the transition towards the bulk
region, making the bulk density of states (DOS)
a common energy reference for all calculations.
Such a common reference also enables the com-
parison of peak positions from different snap-
shots. For plotting purposes, the origin of the
spectra was shifted to the valence band maxi-
mum (VBM) of bulk TiO2. This appeared to
be a reasonable choice since the total DOS of
the 9 trilayers and symmetrically attached ad-
sorbates only showed small fluctuations of the
VBM across different snapshots of the CPMD
simulation.

We extract (resonant) elastic lifetimes of ini-
tial wave-packets derived from single molecular
orbitals (MOs) of isonicotinic acid following the
procedure in Refs. 18,44 and extensions to MOs
in Refs. 19,45. For the calculation of the MOs
the hydrogen atom dissociated upon adsorption
is added back to the molecule in order to sat-
urate free bonds. The reference wave-packet Φ
is then obtained by setting the basis set coeffi-
cients related to the added hydrogen to zero and
normalizing. This is expected to give good re-
sults as the coefficients for the hydrogen atom’s
orbitals are negligible for the MOs of interest
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here.19 We subsequently calculate the projected
density of states (PDOS) on the reference wave-
packets:

ρΦ(E) = Im

[∫ ∫
Φ∗(r)G(E, r, r′)Φ(r′)drdr′

]
∼ 1

π

Ω

(E − ER)2 + Ω2
,

(1)

where G(E, r, r′) is the Green’s function of the
scattering region. The resulting spectra are fit-
ted in an energy window of ±0.8 eV around
their maxima by a Lorentzian function with a
proportionality coefficient, and the resonance
energy ER and the full width at half maxi-
mum of 2Ω as fitting parameters. The elas-
tic linewidth Γ of the resonance is extracted
as Γ = 2(Ω − η) considering that the Green’s
function was calculated at an imaginary energy
E + iη. Employing the uncertainty relation we
obtain the lifetime h̄/Γ (h̄ = 658.21 fs ·meV in
the relevant units).

In CPMD simulations ionic and electronic de-
grees of freedom are strictly separated due to
the Born-Oppenheimer approximation. Non-
adiabatic effects such as electronic transitions
caused by ionic movement are hence explicitly
excluded. As a result the electronic properties
are governed by the electronic structure at ev-
ery instance of time. In that spirit, considering
a Lorentzian line shape as in Eq. (1) implies
that the populations of the instantaneous ini-
tial states P (t) decay exponentially with time.
The dependence on temperature is then in-
cluded in the statistical ensemble 〈P (t)〉 =
〈exp(−Γt/h̄)〉, where 〈. . . 〉 denotes the arith-
metic average over all snapshots. To simplify
the forthcoming discussion, unless otherwise
stated we approximate 〈P (t)〉 ≈ exp(−〈Γ〉t/h̄),
where h̄/〈Γ〉 plays the role of an approximate
average lifetime. The limit to this approxima-
tion is discussed at last.

To compare our simulations with core spec-
troscopy experiments, we effectively introduce
a core-hole in our calculations by reducing the
occupation of the 1s state of the nitrogen atom
during the construction of the pseudopotential.
In the slab calculations this core-hole is neu-

tralized by adding back the removed electron to
the valence. The model represents a metastable
situation with a strongly localized hole on the
nitrogen 1s level, and an electron has been ex-
cited into a molecular resonance. The transfer
of this electron into the TiO2 support is the
main process whose time-scale we aim to study.

Elastic lifetimes in the elec-

tronic ground state

We start by analyzing isonicotinic acid ad-
sorbed on rutile (110) in its electronic ground
state. The corresponding spectra computed
according to Eq. (1) are presented in Fig. 2.
To investigate the dependency of the elastic
linewidths on the adsorption and molecular ge-
ometry we calculated the projections of the
Kohn-Sham density of states (DOS) onto the
adsorbate states ranging from the HOMO-1 to
the LUMO+2 at different snapshots along a
CPMD simulation at a constant temperature
of 300 K, as well as in the equilibrium geom-
etry. The latter case is shown in Fig. 2a, and
Table 1 presents the corresponding extracted
linewidths Γeq and peak positions of the molec-
ular resonances ER. These values are in overall
good agreement with previously reported values
by Fratesi et al. 19 (shown in brackets). The
observed deviations are attributed to the larger
unit-cell in the present calculations (3×2 in-
stead of 3×1). Another difference with respect
to the model in Ref. 19 lies in the chosen ad-
sorption site for the dissociated hydrogen, that
is put closer to the molecule in the current work,
following the CPMD study.32 However, we ex-
plicitly checked that this choice has negligible
effect on the reported results.

We now compare the case of the equilibrium
structure with instantaneous snapshots from
our CPMD simulation. We sample the 10 ps
trajectory taking 161 snapshots after an initial
equilibration time of 2 ps. Under the effect of
temperature the resonance peaks move around
their equilibrium positions and relative to the
DOS of the bulk TiO2 (Fig. 2b). The overall
picture suggests a correlated motion of the en-
ergy position of the different levels across time
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Table 1: Computed values of the linewidths Γeq, associated lifetimes h̄/Γeq, and res-
onance positions ER of the molecular states at the equilibrium adsorption geometry.
These values are to be compared with the corresponding averages obtained using the
structures visited during the CPMD trajectory: Mean energy positions of the molec-
ular resonances 〈ER〉 and their standard deviations σ(ER), average linewidths 〈Γ〉 and
their relative standard error δ(〈Γ〉), lifetimes h̄/〈Γ〉. The values for the equilibrium ad-
sorption shown in brackets are taken from Ref. 19. All quantities are further defined
in the text. All energies are referred to the VBM of TiO2.

equilibrium (0 K) thermal average (300 K)
ER Γeq h̄/Γeq 〈ER〉 σ(ER) 〈Γ〉 δ(〈Γ〉) h̄/〈Γ〉

(eV) (meV) (fs) (eV) (eV) (meV) (%) (fs)
HOMO 0.27 0 (0) ∞ (∞) 0.27 0.45 11 43 62
LUMO 3.53 218 (186) 3 (4) 3.47 0.30 280 5 2

LUMO+1 4.61 1 (0) 657 (∞) 4.61 0.27 6 10 105
LUMO+2 5.93 35 (15) 19 (44) 5.83 0.29 57 5 12

(peak ordering and distances between peaks
tend to keep constant), although deviations
from a rigid shift can be observed. In Fig. 2b it
is visible that the HOMO lies within the band
gap for most of the snapshots. Just in a few
cases it is severely downshifted, which is most
clearly seen in Fig. 3. The LUMO splits into
two peaks corresponding to a bonding (lower
energy peak) and an antibonding (higher en-
ergy peak) interaction with the substrate.19

This is particularly apparent for the equilib-
rium geometry as shown in Fig. 2a. For most
of the snapshots the bonding component of the
LUMO melts into an extended tail towards the
edge of the conduction band of the TiO2 sub-
strate and it does not give any distinct peak in
the cumulative spectrum in Fig. 2c. Contribu-
tions to the spectrum from the antibonding part
dominate the LUMO’s PDOS, and the reported
values in Table 1 and Fig. 3 correspond to this
antibonding peak. The LUMO+1 is uncoupled
from the substrate in the equilibrium geometry
and structural fluctuations preserve the single
peak shape, only causing a small increase in
width. Peak broadening during the dynamics is
also visible in the case of the LUMO+2, where
already at the equilibrium structure coupling
to the substrate yields a finite width. Strong
couplings to the substrate for distorted config-
urations induce additional deviations from the
Lorentzian line-shape as visible in several snap-
shots in Fig. 2b.

In spectroscopy experiments probing the den-
sity of states under typical conditions, thermal
averages of spectra are recorded. Even at zero
temperature such spectra usually correspond to
an ensemble of different structures, as the con-
figuration may vary from molecule to molecule.
In analogy to such experiments we average our
set of calculated spectra from different snap-
shots. The resulting cumulative spectra are
shown in Fig. 2c. While the finite sampling still
leads to spiky features for the weakly interact-
ing HOMO and LUMO+1 states (reflecting the
need of a larger statics), for the more strongly
coupled LUMO and LUMO+2 the spectra ap-
proach a smooth profile. Regarding the LUMO
resonance, its bonding component is smeared
out in the cumulative spectrum reducing the
possibility of a separate experimental measure-
ment of its lifetime at room temperature, as was
suggested for the zero temperature case.19 We
note that the width of the peaks in the cumula-
tive spectrum cannot be directly related to elec-
tronic charge-transfer times, as the latter de-
pend on the instantaneous electronic couplings,
while the former are dominated by the fluctu-
ations of the MO energies at room tempera-
ture. Hence, thermally broadened spectra do
not provide direct access to electronic lifetimes.
Instead, more sophisticated experimental tech-
niques such as the core-hole-clock method or
high resolution pump-probe experiments are re-
quired.
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Figure 2: Density of states projected onto the
frontier orbitals (HOMO-1 up to LUMO+2) of
isonicotinic acid (Eq. 1): (a) Spectrum for the
equilibrium structure. (b) 81 snapshots dur-
ing 10 ps of the CPMD at 300 K (every second
snapshot of the full sampling shown). (c) Cu-
mulative spectra after averaging all 161 snap-
shots (colored areas), additionally repeated af-
ter rescaling (×4) to facilitate visualization
(light shaded areas). Black lines in (a) and
(c) show the density of states (DOS) (×0.14)
from finite slab calculation. The gray line in
(c) shows the bulk TiO2 DOS (×0.6). The ori-
gin of all the spectra was shifted to the VBM of
the bulk DOS as a common energy reference.
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widths of the molecular resonances for 161
snapshots of the CPMD trajectory. The val-
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the PDOS of the frontier orbitals of isonico-
tinic acid (cf. Fig. 2b): (d) Evolution of the
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make make small changes in width more visi-
ble) (c) Histograms of the resonance positions.
(a,b) Mean widths of the Lorentzian fits and
their standard deviations (error bars) in each of
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lighting the importance of the DOS in the sub-
strate (light shaded areas). Two separate plots
(a,b) are presented to allow the use of different
scales on the y-axes for each set of data (col-
ored dots) and to avoid the overlapping of the
data in energy. Black lines in (c,d) show the
highest occupied state during CPMD trajectory
(corresponds, in principle, to the HOMO) for
which larger statistics regarding its energy po-
sition are available.
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For a quantitative statistical analysis, we ex-
amine the mean value 〈ER〉 of the MO res-
onance positions ER and its standard devia-
tions σ(ER). All extracted values are listed
in Tab. 1. A binning procedure allows us to
analyze the distribution of ER during the dy-
namics, as reported in Fig. 3c. The number of
sampled configurations is sufficient to approxi-
mately reproduce a Gaussian shape of the dis-
tributions. As expected, the thermal averages
〈ER〉 are found to be in close agreement with
the peak positions in the equilibrium geometry
ER,eq. However, the spreads of the values of ER

are relatively large, as evidenced both by the
plot in Fig. 3c and by their standard deviations
σ(ER) that reach about 0.3 eV (even 0.45 eV
for the HOMO). Overall, the size of the fluctu-
ations in our study is consistent with observa-
tions in related works. For example, Prezhdo
and coworkers find slightly smaller energy fluc-
tuations at 50 K for the evolution of the ex-
cited state (state with the highest occupation
after initial filling of the Kohn-Sham LUMO) in
non-adiabatic molecular dynamics simulations
of isonicotinic acid on rutile (110).25 Further-
more, for a structurally strongly related com-
pound (consisting of isonicotinic acid with an
added AgCN group) on TiO2 they report an
energy range of up to 1 eV for the resonance po-
sition at 350 K.46 Similarly, for alizarin on TiO2

they report a standard deviation of 0.39 eV47,48

at ambient temperature.
To further assess the statistical distribution

of the resonance positions ER we compare the
results for the HOMO with those related to
the highest occupied electronic state follow-
ing its evolution during the CPMD simulation,
where more than 5000 steps were recorded. A
Gaussian-like distribution is even more appar-
ent in the latter case, as can be seen from the
histogram in Fig. 3c (to facilitate comparison
to the other plots, its area is also normalized
to N = 161). It is interesting to see that
the position and shape of both distributions is
very similar. Indeed, we can see that the en-
ergies of the highest occupied level during the
CPMD (computed using a finite slab and plane-
waves, thin black line in Fig. 3d) and the mean
position of the HOMO projection of the sur-

face Green’s function (calculated using a semi-
infinite surface and the SIESTA/TranSIESTA
package, blue line in Fig. 3d) agree very well at
most of the 161 snapshots selected. They only
deviate in a few snapshots where the HOMO
and the HOMO-1 projections cross (e.g., at 9 ps
in Fig. 2b). This supports the reliability of the
procedure (see Supporting Information) used to
match the fluctuating structures of the adsor-
bate and surface layers (from the slab calcula-
tion) to the static semi-infinite bulk necessary
to incorporate the effect of the substrate.

To quantitatively assess our theoretical re-
sults for elastic lifetimes, we extracted the
linewidth of the MO peaks for each snapshot
of Fig. 2b by Lorentzian fitting as illustrated in
the methods section. The average widths pre-
sented in Table 1 follow the trend 〈ΓLUMO+1〉 <
〈ΓHOMO〉 < 〈ΓLUMO+2〉 < 〈ΓLUMO〉, which is
similar to that found for the equilibrium ge-
ometry apart from 〈ΓHOMO〉. Unlike for the
equilibrium structure, the HOMO state en-
ters the valence band at several simulation
times where it couples strongly to the substrate
and we get a finite average electronic width
of 〈ΓHOMO〉 ∼11 meV (i.e., an average life-
time h̄/〈Γ〉 ∼62 fs). Also the linewidth of the
other analyzed peaks increases in comparison
to the equilibrium structure. For example, the
LUMO+1 state is strongly broadened leading
to a reduction of about half a picosecond in its
charge transfer time. Overall the effect of the
structural fluctuations clearly shows that it is
indispensable to take into account an extended
set of geometries in order to obtain a realistic
picture of the charge transfer times in a device.

We stress that structural fluctuations not nec-
essarily tend to increase the average linewidths
of adsorbate levels, although we observed such
behavior here. For example, the opposite effect
may occur for a molecular resonance whose en-
ergy in the equilibrium geometry overlaps with
a large peak of the DOS of the substrate. In
that case, deviations of the peak position may
result in a reduction of the average linewidth
due to the reduced availability of final states in
the substrate in the configurations visited dur-
ing the dynamics.

The coupling to a continuum of states in the
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substrate is usually described by Fermi’s golden
rule20,49

Γ(ER) = 2π|MRS(ER)|2ρS(ER), (2)

where MRS(ER) is the Hamiltonian matrix ele-
ment coupling the resonance R to the electronic
states S in the substrate at a given energy ER,
and ρS(ER) is the density of states in the sub-
strate. Here, by averaging Γ over the various
snapshots, we effectively deal with a thermally
averaged version of this equation, 〈Γ(ER)〉 =
2π〈|MRS(ER)|2ρS(ER)〉. We note that the den-
sity of states ρS(ER) depends on the adsorp-
tion configuration only through the resonance
energy ER. However, the couplings MRS(ER)
are in general dependent on fine structural de-
tails and on ER, since the character (e.g., sym-
metry, shape, decay into vacuum, . . . ) of the
states from the substrate is also depending on
energy. For a more intuitive understanding
of the results it is desirable to separate the
role of ρS(ER) and |MRS(ER)|2. In partic-
ular, the above expression simplifies if both
ingredients entering Eq. 2 behave as statisti-
cally independent, i.e., 〈|MRS(ER)|2ρS(ER)〉 ≈
〈|MRS(ER)|2〉〈ρS(ER)〉, leading to

〈Γ(ER)〉 ≈ 2π〈|MRS(ER)|2〉〈ρS(ER)〉. (3)

The validity of this approximation in our spe-
cific case was investigated by evaluating sepa-
rately 〈ρS(ER)〉 and 〈|MRS(ER)|2〉, operatively
defined as 〈Γ(ER)/[2πρS(ER)]〉. The excellent
agreement between the values of 〈Γ(ER)〉 and of
2π〈|MRS(ER)|2〉〈ρS(ER)〉 (see Tables S1 and S2
in the Supporting Information) confirms their
approximate statistical independence for isoni-
cotinic acid on rutile TiO2. This indicates that
the average character of the substrate states
does not change dramatically within the energy
windows explored by the resonances as the sys-
tem fluctuates at room temperature and, thus,
MRS(ER) does not exhibit a strong variation as
a function of ER (note that this is still com-
patible with a strong dependence on other vari-
ables, e.g. structural ones, which however do
not exhibit a one-to-one correspondence with
ER). We are then enabled to disentangle the

role of the matrix elements and the DOS, and
to analyse the average coupling matrix 〈|MRS|2〉
as a physically meaningful quantity.

Additional insight into this aspect is provided
by evaluating subset averages of Γ within nar-
row energy intervals, for which we take the bins
of Fig. 3c. The resulting 〈Γ〉bin values are shown
in Figures 3a and b), where it is apparent that
the average widths scale with the amount of
available acceptor states. Thus, structural fluc-
tuations at the interface affect the coupling ma-
trix |MRS|2 in a way that is on average indepen-
dent of the energy ER at which the molecular
resonance appears. Nevertheless, fluctuations
of the width Γ of single snapshots even within
the bins are relatively large as shown by their
standard deviations (error bars in Figures 3a
and b).

To summarize the discussion of isonicotinic
acid in its ground-state electronic configuration,
we return to the cumulative spectra in Fig. 2c.
Those spectra are the result of two broaden-
ing mechanisms. The electronic coupling leads
to approximately Lorentzian-like peaks for the
molecular resonances in each snapshot, with
some exceptions to this behavior depending on
the details of the electronic structure around
the resonances and the strength of the coupling
to the substrate. Within our classical treat-
ment of the dynamics of ions, thermal fluctu-
ations result in a Gaussian-like distribution of
the resonance positions. Then, neglecting devi-
ations from the two approximations described
above, the cumulative spectra (see Fig. 2c) of
the MO PDOS may be approached by a sum
of Voigt curves, i.e., convolutions of Gaussians
with Lorentzian profiles. Such Voigt or Pseudo-
Voigt curves are routinely used to fit experi-
mental spectra,50 where additional broadening
due to the resolution of detector and broaden-
ing of incident beams must be also taken into
account in order to extract relevant electronic
couplings. A detailed discussion of such a fit-
ting of the computed cumulative spectra with
Voigt-type curves can be found in the Support-
ing Information. As described there, we find
that the quality of the fit is improved if the en-
ergy dependence of the average elastic width is
taken into account. This energy dependence de-
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scribes mostly the variation of the DOS of the
substrate.

Elastic lifetimes upon inclu-

sion of the N 1s core-hole
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Figure 4: Spectra as in Fig. 2 but including a
N 1s core-hole in the calculations.

In this section we include a core-hole in
our calculations as necessary to quantitatively
compare our theoretical charge-transfer times
with available data from core-hole-clock exper-
iments.8,19 The core excited (Fig. 4a) and the
ground state systems (Fig. 2a), both computed
in the ground-state equilibrium structure, ex-
hibit striking differences since the levels shift
downwards in energy due to the presence of the
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Table 2: Energy positions and linewidths of the electronic levels extracted from the
spectra calculated for the core-excited molecule. The values presented in brackets are
taken from Ref. 19 and were computed only at the equilibrium adsorption structure.
The values in this Table can be contrasted with those presented in Table 1 for the
molecule in its ground-state electronic configuration.

equilibrium (0 K) thermal average (300 K)
ER Γeq h̄/Γeq 〈ER〉 σ(ER) 〈Γ〉 δ(〈Γ〉) h̄/〈Γ〉

(eV) (meV) (fs) (eV) (eV) (meV) (%) (fs)
HOMO -1.57 152 4 -1.60 0.24 292 3 2
LUMO 1.53 0 ∞ 1.51 0.08 0 11 ∞

LUMO+1 3.24 9 (7) 75 (93) 3.21 0.12 9 5 72
LUMO+2 4.80 15 (15) 45 (44) 4.69 0.13 106 7 6

positive core-charge. The HOMO level is now
positioned inside the valence band of the sub-
strate and consequently is strongly broadened
so that it overlaps with the HOMO-1 level. Fur-
thermore, the LUMO gets pinned to the edge of
the conduction band, where the added electron
(excited from the core N 1s level) gets localized
and screens the positive charge of the Nitro-
gen core-hole. Although the LUMO+1 peak of
the core-excited spectrum is located at energies
comparable to those of the LUMO peak in the
ground-state spectrum, the LUMO+1 remains
largely decoupled from the substrate. This is in
contrast to the case of the LUMO of the unex-
cited molecule, where interaction with the sub-
strate is favored by the symmetry and spatial
distribution of the MO.19 Similarly, the width
of the LUMO+2 peak in the core-excited sys-
tem is smaller than in the ground-state case.
The extracted values of the linewidths at the
equilibrium geometry and the corresponding
lifetimes can be found in Table 2, the values for
the equilibrium adsorption structure from Ref.
19 are given in brackets. We find a good agree-
ment between the two sets of data. As pointed
out by Fratesi et al.,19 coincidentally the energy
level alignment of the adsorbate and substrate
states compare well with those reported exper-
imentally.8 This can be considered as a fortu-
itous cancellation of errors in this specific case,
given that semi-local DFT functionals tend to
misdiagnose the gaps of semi-conductors and
the HOMO-LUMO gaps of adsorbates, as well
as their relative level alignment.

We now turn towards investigating the effect

of structural fluctuations in the presence of the
core-hole, paralleling our previous discussion
for the ground state case. We discuss the evolu-
tion of the spectra along the CPMD trajectory
(Fig. 4b), in comparison to the spectrum at the
equilibrium structure (Fig. 4a), and address the
cumulative spectrum (Fig. 4c) including the ef-
fect of the finite temperature fluctuations. The
shift of the molecular levels to lower energies
due to the presence of the core-hole is similar
for all the snapshots along the CPMD trajec-
tory (Fig. 4b). The HOMO-1 and the HOMO
level are strongly hybridized with the substrate
and show overlapping distributions in the den-
sity of states. In a few simulation snapshots
these two resonances exchange their relative en-
ergy positions. The situation is different for
the LUMO and LUMO+1 states showing only
a weak coupling to the surface during the whole
CPMD simulation. This is particularly true in
the case of the LUMO state spending most of
its time inside the substrate’s gap. Thus, these
peaks keep a predominantly Lorentzian shape
in the successive spectra displayed in Fig. 4b.
In contrast, the LUMO+2 is found to hybridize
strongly with the substrate in many snapshots,
to the extent that the resonance splits into more
than one peak in some cases. This is also in con-
trast to the case of the ground-state equilibrium
structure, for which the LUMO+2 state of the
core-excited molecule is more weakly coupled
than in most of the CPMD snapshots (compare
the values of Γeq and 〈Γ〉 in Table 2).

For the LUMO, LUMO+1 and LUMO+2 we
observed considerably smaller fluctuations of
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the peak positions along the CPMD trajectory
than in the ground state. This is reflected by
smaller values for σ(ER) in Table 2 as compared
to those in Table 1. As a consequence of this
and the moderate coupling to the substrate, we
find well separated peaks for each of these res-
onances in the cumulative spectra in Fig. 4c.
This clearly differs from the ground-state case
shown in Fig. 2c.
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Figure 6: Exponential decays corresponding to
the calculated LUMO+2 linewidths Γ for the
sampled snapshots during the CPMD trajec-
tory (gray lines). The lifetime τ of the state,
defined as the time to decay to a population
of 1/e, is slightly increased when considering
the average of the exponential decays (broken
red line) instead of the exponential determined
by the the averaged linewidth 〈Γ〉 (thick green
line).

As in the section covering the electronic
ground-state configuration, we carry out a
quantitative analysis by extracting the maxi-
mum peak positions ER and the width Γ (us-
ing Lorentzian fitting) for a large number of
snapshots during the CPMD simulation. The
data is visualized in Fig. 5d and the correspond-
ing values summarized in Tab. 2. The scaled
widths displayed in the plot Fig. 5d show the
trend 〈ΓLUMO〉 < 〈ΓLUMO+1〉 < 〈ΓLUMO+2〉 <
〈ΓHOMO〉, which coincides with the trend for

the equilibrium geometry (see Tab. 2). Re-
gardless of the finite temperature fluctuations,
the LUMO maintains a vanishing (< 1 meV)
width and is approximately pinned to the con-
duction band edge. The coupling to the sub-
strate of the LUMO+1 resonance is similar
during the CPMD steps than for the equilib-
rium structure. Indeed, the average 〈ΓLUMO+1〉
equals ΓLUMO+1

eq , although the estimated rela-

tive error of δ(〈Γ〉) = σ(Γ)/(〈Γ〉
√
N) = 5% for

N = 161 snapshots (sample size) indicates that
the width slightly fluctuates along the trajec-
tory (σ(Γ) refers to the standard deviation of
the linewidths). The average linewidths of the
HOMO, LUMO, and LUMO+1 states retain
the same order of magnitude when including
the influence of fluctuations. Conversely, the
LUMO+2 peak is significantly broadened from
ΓLUMO+2
eq = 15 meV to 〈ΓLUMO+2〉 = 110 meV.

Correspondingly, its lifetime decreases from
h̄/Γeq = 45 fs to h̄/〈Γ〉 = 6 fs, to be compared
to an experimental value of 5 fs.8 Therefore,
the inclusion of structural fluctuations improves
considerably the agreement to available experi-
mental data.

In Fig. 6 we explore two possible definitions
of the mean lifetime of an electronic state un-
der the effect of structural fluctuations. So
far we have identified the average lifetime τ in
connection with the average elastic linewidth,
i.e., giving rise to the exponential decay of the
molecular orbital occupation exp(−〈Γ〉t/h̄). A
reasonable alternative would be to extract the
elastic lifetime from the average of the expo-
nential decays for all the snapshots along the
molecular dynamics, 〈exp(−Γt/h̄)〉. The life-
time would then be defined as the solution of
the equation 〈exp(−Γt/h̄)〉 = exp(−1), which
we solve graphically in Fig. 6 for the LUMO+2
resonance. We find that such alternative anal-
ysis produces larger lifetimes, although the dif-
ference is moderate and it does not change the
results qualitatively. For example, in the case
of the LUMO+2 this increases the computed
elastic lifetime from 6 fs to 10 fs, thus retaining
the improved agreement with the experiment.

The observation that, for core-excited isoni-
cotinic acid on TiO2, only the LUMO+2 res-
onance features a significant increase in width
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upon inclusion of structural fluctuations can be
rationalized in terms of the symmetry and spa-
tial distribution of the MOs. Only the LUMO
and the LUMO+2 state exhibit a significant
overlap with the substrate (π-type bonding vis-
ible in Fig. S7) and, thus, making the coupling
very sensitive to interfacial structural fluctua-
tions. However, the LUMO appears in an en-
ergy position with a low density of acceptor
states (spending a large amount of time inside
the substrate gap), resulting in the quenching
of the corresponding decay channel8 and leav-
ing the elastic width of the LUMO+2 resonance
as the only one largely affected by the dynam-
ics.

Analogously to the ground state case we ana-
lyze the distributions of the resonance positions
of the MOs and compare their standard devia-
tions during dynamics. The respective values in
Tab. 2 show in general a significant decrease of
the standard deviations σ(ER) of the unoccu-
pied state’s energy upon inclusion of the core-
hole, with respect to the case without the core-
hole in Tab. 1. Most significantly the fluctua-
tions of the LUMO’s energy level are decreased
upon pinning to the conduction band edge lead-
ing to a low standard deviation of 0.08 eV. Ap-
proximately reduced by a factor of two appear
the fluctuations of the HOMO, the LUMO+1,
and the LUMO+2 which have standard devi-
ations of 0.24 eV, 0.12 eV, and 0.13 eV, re-
spectively. This reduction of the temperature
broadening can be rationalized as a result of
the localization of the adsorbate states on ison-
icotinic acid due to the attractive interaction
with the core-hole, making them less suscepti-
ble to the structural fluctuations at the surface-
molecule interface and to low energy fluctua-
tions of the molecular structure.

Fig. 5 analyzes the distribution of the reso-
nance positions and widths over energy. Con-
sistent with the observations made in the pre-
vious paragraph, the distributions of both the
LUMO+1 and LUMO+2 states can be de-
scribed by narrow Gaussian-like curves (see
Fig. 5c). In contrast, HOMO and LUMO states
do not present such symmetric energy distribu-
tions exhibiting tails towards the band edges.
Similarly to the ground-state case, we find that

also in the excited state the average widths of
the peaks referring to each of the energy bins
in Fig. 5c follow approximately the DOS of the
substrate as shown in Fig. 5a and b. This sug-
gests that the energy dependence of the DOS
plays a key role in determining the average cou-
pling of each resonance and the shape of the
cumulative spectra in Fig. 4c.

Conclusions

In this work we theoretically investigated ultra-
fast electron injection from a prototype dye
to the rutile TiO2(110) substrate where it is
adsorbed. We used density functional theory
slab calculations to describe the dynamics of
the molecule at room temperature and Green’s
function techniques to compute the resonant
lifetimes of the molecular states. We sampled
our 10 ps Car-Parinello molecular dynamics tra-
jectory with 161 snapshots, extending related
earlier studies on this system19,20,25 to include
the effect of thermal fluctuations.

In addition to the molecular ground state
electronic configuration, here we explicitly con-
sidered an excited case with a full core-hole in
the 1s shell of Nitrogen. This is instrumen-
tal to compare to existing core-hole-clock ex-
periments. For example, with the addition of
the core-hole, the LUMO resonance moves into
the electronic gap of the substrate, quenching
charge-transfer processes. The effect of tem-
perature also turns out to be important to find
good agreement between theory and experi-
ment. The LUMO+2 channel, that dominates
the experimental spectra, shows a significantly
enhanced coupling to the substrate for configu-
rations far from the equilibrium structure. This
results in a computed lifetime of about 6 fs at
room temperature in agreement with the exper-
imental observation –a result that cannot be re-
produced by only considering the relaxed struc-
ture. The effect of temperature is much smaller
on the LUMO and LUMO+1 resonances that
keep weakly coupled to the substrate.

The presented cumulative spectra can be de-
scribed by Voigt-type profiles obtained by con-
voluting a Lorentzian peak describing the elec-
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tronic resonance with a Gaussian distribution
modeling the temperature broadening. How-
ever, we found that in order to get a good de-
scription it is crucial to account for the energy
dependence of the statistically averaged elec-
tronic widths. This energy dependence is dom-
inated by the variation of the density of accep-
tor states in the substrate. Since the density of
states in the surface is approximately time inde-
pendent, this observation might be interesting
in connection with the development of simpli-
fied methods to account for resonant charge-
transfer at finite temperatures.

We found that the presence of a core-hole not
only downshifts the energy levels, but also re-
duces the electron-vibrational coupling, leading
to a reduction of the observed thermal broad-
ening with respect to the ground-state. Due
to the core-hole attraction the molecular states
are more localized on the adsorbate and ap-
pear to be less prone to the average fluctuations
with respect to the environment. These obser-
vations are relevant for the interpretations of
core-hole spectroscopy data. In general, a core-
hole strongly disturbs the electronic structure
of the molecule, which might pose limits to the
applicability of X-rays for the assessment of de-
vices operating under lower energy excitations
like dye-sensitized solar cells.

A sampling of static images as in the cur-
rent study may fail for slower electron trans-
fer processes, which are significantly affected by
the atomic motion. Our strategy is well-placed
in the range of fast processes, where electron
transfer takes place while virtually no change in
the underlying ionic configurations occurs. In
this adiabatic limit, a detailed model of the in-
stantaneous configuration and the electronic ex-
citation is instrumental. A statistical treatment
of available configurations remains inevitable at
finite temperature.

X-ray techniques with increasing time reso-
lution, such as current developments in con-
nection with free electron lasers,51–53 open new
roads for probing ever faster electron dynamics
on surfaces and theoretical models are required
for their interpretation. While our study con-
tributes along this line, the extraction of life-
times in the attosecond domain requires addi-

tional considerations. Since strongly coupled
systems frequently do not exhibit discernible
resonance features, alternative theoretical ap-
proaches like the explicit propagation of wave
packets in real time are necessary to study the
dynamics of such ultrafast processes. The ex-
plicit inclusion of the external exciting field in
simulations will be of increasing importance in
this limit.
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(14) Brühwiler, P. A.; Karis, O.;
Mårtensson, N. Charge-transfer dy-
namics studied using resonant core
spectroscopies. Reviews of Modern
Physics 2002, 74, 703–740.

(15) Menzel, D. Ultrafast charge transfer at
surfaces accessed by core electron spectro-
scopies. Chemical Society reviews 2008,
37, 2212–23.
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