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Chapter 1

Introduction

1.1 Aim of the thesis

The interest in Galerkin methods for the approximation of solutions to partial differential equa-
tions (PDEs in short) based on polytopal (i.e. polygonal, polyhedral, . . . ) meshes has recently
grown, due to the high-flexibility that such meshes allow. In fact, employing polytopal meshes au-
tomatically includes the possibility of using nonconvex elements, hanging nodes (enabling natural
handling of interface problems with nonmatching grids), easy construction of adaptive meshes and
efficient approximations of geometric data features.

We provide here an (incomplete and short) list of polytopal methods: hybrid high-order meth-
ods (HHO) [62], mimetic finite difference (MFD) [34, 50], hybrid discontinuous Galerkin meth-
ods (HDGM) [60], polygonal finite element method (PFEM) [69, 86, 99], polygonal discontinu-
ous Galerkin methods (DG-FEM) [53, 104], boundary element method-based FEM (BEM-based
FEM) [92], weak Galerkin methods (WGM) [103].

The virtual element method (VEM in short) is an alternative (and among the most successful)
approach enabling computation on polygonal (polyhedral in 3D) meshes [25, 30]. It is based on
globally continuous discretization spaces that generally consist locally of Trefftz-like functions.
More precisely, the key idea of the VEM is that trial and test spaces consists of functions that
are solutions to local PDE problems in each element. Since these local problems do not admit
closed-form solutions, the bilinear form, and thereby the entries of the stiffness matrix, are not
computable in general. The computable version involves an approximate discrete bilinear form
consisting of two additive parts: the first one involves local projections on polynomial spaces, the
second one is a computable stabilizing bilinear form. We emphasize that the approximated discrete
bilinear form can be evaluated without explicit knowledge of local basis functions in the interior of
the polygonal element: an indirect description via the associated set of internal degrees of freedom
suffices.

Among the properties of the VEM, in addition to the employment of polytopal meshes, we
recall the possibility of handling approximation spaces of arbitrary Ck global regularity [37,51] and
approximation spaces that satisfy exactly the divergence-free constraint [36].

Although the VEM is a very recent technology, the associated literature is widespread. We recall
only some of the topics covered by this new methodology: implementation issues [30], general linear
second-order elliptic problems [4,26,28,56], Stokes problem [6,36,52,55], Cahn-Hillard equation [7],
locking-free linear elasticity problem [29, 67], small deformation problems in structural mechanics
[24], plate bending problem [51], Steklov eigenvalue problem [87], residual based a-posteriori error
estimation [38, 54, 88], serendipity VEM [27], application to discrete fracture network simulations
[39–41], contact problem [105], comparison with the smoothed finite element method [89], topology
optimization [66], geomechanics problem [5], Helmoltz problem [91].

In all the above mentioned works, the target was always the h version of the VEM, i.e. the
convergence of the method is obtained by keeping fixed the dimension of local spaces, while refining
the mesh.

Contrarily, the p version of a Galerkin method consists in achieving convergence by keeping fixed
the decomposition of the domain and increasing the dimension of local spaces. The combination
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CHAPTER 1. INTRODUCTION 7

of the h and p strategies goes by the name of hp version of the method under consideration.
The present thesis aims to combine the technology of the VEM with the p and the hp strategies.

More precisely, we transfer the classical analysis of [14, 20, 96] to the VEM framework. Particular
emphasis is giben to the approximation of two dimensional Poisson and Laplace problems, a priori
and a posteriori error analysis, multrigrid solvers, stabilization of the method and conditioning
of the stiffness matrix. Part of the topics covered by this thesis can be found in the following
works: [10, 31,32,58,79].

It is worth to point out that the only other polygonal methods (at least to the best of our
knowledge) where the p and hp versions have been investigated so far are DG-FEM, see e.g. [53,104],
and Hybrid High Order Methods, see e.g. [3].

Among the other reasons for which polygonal methods are useful within the hp framework, there
is the fact that they allow for extremely flexible geometries when refining towards the corners of
the domain and for an easy handling of refinement-derefinement strategies in adaptive algorithms.

The structure of the remainder of this chapter is the following. In Section 1.2, we fix some
notations involving various functional spaces and associated norms. The model problems are
introduced in Section 1.3, whereas, in Section 1.4, we discuss admissible polygonal decompositions
along with their properties. Finally, in Section 1.5, we present in detail the outline of the thesis.

We highlight that, since we are going to demand many assumptions on the polygonal decom-
position, we collect the all of them in a separate chapter at page 123.

1.2 Some useful notations

In this section, we collect some useful notations regarding the functional spaces employed through-
out this thesis.

First of all, we underline that we mainly employ Lipschitz domains in R2; by Lipschitz domain
we heuristically define a domain whose boundary is locally the graph of a Lipschitz function; for a
more precise definition, we refer e.g. to [96, Appendix A].

Given Ω a Lipschitz domain in R2, we denote by ∂Ω the boundary of Ω. We firstly define the
Lebesgue space of square integrable functions over Ω as:

L2(Ω) =

{
u : Ω→ R | u is Lebesgue measurable,

∫
Ω

|u|2 <∞
}
. (1.1)

We endow the space L2(Ω) with the following inner product and norm:

(u, v)0,Ω =

∫
Ω

u v, ‖u‖20,Ω =

∫
Ω

|u|2 ∀u, v ∈ L2(Ω). (1.2)

Next, we introduce the Sobolev spaces. Let us denote, for a sufficiently regular function u, by:

Dαu = ∂α1
x ∂α2

y u ∀α = (α1, α2) ∈ N2 (1.3)

the α derivative of u, where here and henceforth by N we denote the set of natural numbers
including 0. Having set:

C∞0 (Ω) = {u ∈ C∞(Ω) | supp(u) is a compact subset of Ω},

we define the concept of α weak derivative. Given u ∈ L2(Ω), we say that v ∈ L2(Ω) is the α
weak derivative of u if: ∫

Ω

uDαϕ = (−1)|α|
∫

Ω

v ϕ ∀ϕ ∈ C∞0 (Ω), (1.4)

where | · | denotes the `1 norm:

|α| = α1 + α2 ∀α = (α1, α2) ∈ N2. (1.5)

Given k ∈ N, we now define the Sobolev space of integer order k over Ω as follows:

Hk(Ω) =
{
u ∈ L2(Ω) | ‖u‖k,Ω <∞

}
, (1.6)
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where the Sobolev inner product and norm of integer order k read:

(u, v)k,Ω =
∑

α∈N2 |α|≤k

(Dαu,Dαv)0,Ω, ‖v‖2k,Ω =
∑

α∈N2 |α|≤k

‖Dαu‖20,Ω ∀u, v ∈ Hk(Ω). (1.7)

It is also possible to define Sobolev spaces with fractional order. This can be done e.g. using
interpolation theory [101, 102]. Equivalently, one can use an explicit definition. More precisely,
let k ∈ N and θ ∈ (0, 1). Then, Hk+θ(Ω) is the subspace of Hk(Ω) consisting of functions having
finite Aronszajn-Slobodeckij norm:

‖u‖2k+θ,Ω = ‖u‖2k,Ω +
∑

|α|=k, α∈N2

∫
Ω

∫
Ω

|Dαu(x)−Dαu(y)|2

|x− y|2+2θ
dx dy. (1.8)

Analogously, it is possible to define Lebesgue and Sobolev spaces over ∂Ω as well as on straight
edges.

The definition of Lebesgue spaces on the boundary, along with their inner products and norms,
is a trivial extension of (1.1) and (1.2). For what instead concerns Sobolev spaces on a straight
edge s, one defines:

Hk(s) =
{
u ∈ L2(s) | |u|k,s <∞

}
, (1.9)

where the Sobolev inner product and norm of integer order k read:

(u, v)k,s =
∑
j≤k

(∂ju, ∂jv)0,s, |u|2k,s = (u, u)k,s, (1.10)

where ∂ju denotes the j-th tangential derivative of u on edge e.
We also explicitly write the definition of fractional space Hθ(∂Ω), θ ∈ (0, 1), by imposing the

finiteness of the Aronszajn-Slobodeckij norm over ∂Ω:

‖u‖2θ,∂Ω = ‖u‖20,∂Ω + |u|2θ,∂Ω =

∫
∂Ω

|u|2 +

∫
∂Ω

∫
∂Ω

|u(ξ)− u(η)|2

|ξ − η|1+2θ
dξ dη. (1.11)

We recall the following classical result, which goes by the name of Trace Theorem, see e.g. [96].

Theorem 1.2.1. Given Ω Lipschitz domain, there exists a linear, continuous and surjective map,
which goes by the name of trace operator:

γ : H1(Ω) −→ H
1
2 (∂Ω). (1.12)

Having defined the trace, we denote, for some g ∈ H 1
2 (∂Ω):

H1
g (Ω) =

{
u ∈ H1(Ω) | γ(u) = g

}
, (1.13)

highlighting with a separate symbol the particular case of vanishing trace:

H1
0 (Ω) =

{
u ∈ H1(Ω) | γ(u) = 0

}
. (1.14)

It is possible also to define negative order Sobolev spaces. We explicitly give the definition of two
of them. H−1(Ω) is the dual of H1

0 (Ω) defined in (1.14) and is endowed with the following norm:

‖u‖−1,Ω = sup
Φ∈H1

0 (Ω),Φ6=0

−1〈u,Φ〉1
|Φ|1,Ω

, (1.15)

where −1〈u, ·〉1 denotes the duality pairing of functional u on functions in H1
0 (Ω).

Instead, H−
1
2 (∂Ω) is the dual space of H

1
2 (∂Ω), which is defined through the finiteness of norm

(1.11), and is endowed with the following norm:

‖u‖− 1
2 ,∂Ω = sup

Φ∈H
1
2 (∂Ω),Φ6=0

− 1
2
〈u,Φ〉 1

2

‖Φ‖ 1
2 ,∂Ω

. (1.16)
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where − 1
2
〈u, ·〉 1

2
denotes the duality pairing of functional u on functions in H

1
2 (∂Ω).

In case we apply negative norms (1.15) and (1.16) to functions u in L2(Ω) and L2(∂Ω) respec-
tively, Riesz theorem, see e.g. [49, Theorem 2.4.2] implies:

‖u‖−1,Ω = sup
Φ∈H1

0 (Ω),Φ6=0

(u,Φ)0,Ω

|Φ|1,Ω
, ‖u‖− 1

2 ,Ω
= sup

Φ∈H
1
2 (∂Ω),Φ6=0

(u,Φ)0,∂Ω

‖Φ‖ 1
2 ,∂Ω

.

In addition to the standard Lebesgue and (possibly fractional) Sobolev spaces, we will also
employ more specific spaces, which arise naturally in the regularity analysis of elliptic PDEs on
polygonal domains, see Appendix A. To this purpose, we henceforth assume that Ω is a polygonal
domain with NΩ vertices and edges. Let:

{Ai}NΩ

i=1 and {ωi}NΩ

i=1, (1.17)

be the set of vertices and the width of the associated angles of Ω, see Figure 1.1. We can now

A1

A2 A3

A4A5

A6

Ω

Figure 1.1: Vertices of domain Ω.

define the so-called weighted Sobolev spaces. To this purpose, we consider, given a vector β =
(β1, . . . , βNΩ

) ∈ RNΩ
+ , a weight-function:

Φβ(x) = ΠNΩ
i=1 min(1, |x−Ai|)βi . (1.18)

The weight function Φβ has the property of tending to 0 whenever x tends to any of the vertices
of Ω; the rate of convergence to 0 at vertex Ai is described by the associated entry in the weight
vector β.

Given now m, ` ∈ N with m ≥ ` and β ∈ [0, 1)NΩ , we define the weighted Sobolev spaces

Hm,`
β (Ω), as the completion of C∞(Ω) with respect to the norm:

‖u‖2
Hm,`β (Ω)

= ‖u‖2`−1,Ω + |u|2
Hm,`β (Ω)

= ‖u‖2`−1,Ω +

m∑
k=`

‖Φβ+k−` |Dku|‖20,Ω, (1.19)

where we have set, for k ∈ N:

|Dku| =
∑

|α|=k, α∈N2

|Dαu|.

Here, we are using, with an abuse of notation, the following notation:

β + k − ` = (β1 + k − `, . . . , βNΩ + k − `). (1.20)

For future usage, we also define, for m, ` ∈ N with m ≥ ` and β ∈ [0, 1)NΩ , weighted Sobolev
norms and seminorms over straight edges s ∈ En:

‖u‖2
Hm,`β (s)

= ‖u‖2`−1,s + |u|2
Hm,`β (s)

= ‖u‖2`−1,s +

m∑
k=`

‖Φβ+k−` |∂kt u|‖20,s, (1.21)

where ∂tu denotes the k-th tangential derivative of u.
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Example 1.2.1. Examples of functions in weighted-Sobolev spaces are provided in (A.6) and
(A.7).

At this point, we define the countably normed spaces, also known as Babuška spaces. Given
` ∈ N and β ∈ [0, 1)NΩ :

B`β(Ω) =
{
u ∈ Hm,`

β (Ω)∀m ≥ ` ≥ 0 | ‖Φβ+k−`|Dku|‖0,Ω ≤ cu dk−`u (k − `)!, ∀k ∈ N, k ≥ `
}
,

O2
β(Ω) =

{
u ∈ Hm,2

β (Ω)∀m ≥ 2 | |Dku(x)| ≤ cu dku(k)!Φ−1
β+k−1(x), ∀k ∈ N, k ≥ 2, ∀x ∈ Ω

}
,

(1.22)

where cu and du are two positive constants greater than 1 and depending only on function u.
It was proven in [17, Thorem 2.2], that the following inclusion holds true:

B2
β(Ω) ⊂ O2

β(Ω) ∀β ∈ [0, 1)NΩ . (1.23)

By:

B
3
2

β (∂Ω) and O
3
2

β (∂Ω), (1.24)

we denote the spaces of traces of functions in spaces B2
β(Ω) and O2

β(Ω) respectively.
We also define the set of polynomials and harmonic polynomials of given degree ` ∈ N over a

domain D ⊆ R2 with the following symbols:

P`(D), H`(D). (1.25)

1.3 The model problems

Throughout this thesis, we will focus our attention to the following model problem. Given Ω ⊂ R2

polygonal domain, f : Ω→ R and g : ∂Ω→ R sufficiently regular, the aim is to find u such that:{
−∆u = f in Ω

u = g on ∂Ω
. (1.26)

Most of the time, we will consider the Poisson problem endowed with homogeneous boundary
conditions, i.e. by imposing g = 0. The associated weak formulation reads:{

find u ∈ V such that

a(u, v) = (f, v)0,Ω ∀ v ∈ V
, (1.27)

where:
V = H1

0 (Ω), a(u, v) = (∇u,∇v)0,Ω ∀u, v ∈ V. (1.28)

A particular situation occurs in Chapter 4, where the target problem is instead a Laplace problem,
which is, problem (1.26) with f = 0 and g 6= 0. In this case, the weak formulation reads a bit
differently: {

find u ∈ Vg such that

a(u, v) = 0 ∀ v ∈ V
(1.29)

where:
Vg = H1

g (Ω). (1.30)

It is well-known, see e.g. [49], that the Lax-Milgram lemma implies the well-posedness of problem
(1.27), assuming f ∈ L2(Ω).

The well-posedness of problem (1.29), assuming g ∈ H 1
2 (∂K), is known as well; nonetheless,

we briefly recall here its proof. Owing to Theorem 1.2.1 and in particular to the surjectivity of the
trace operator, there exists a function G ∈ Vg. Moreover, problem (1.29) is equivalent to:{

find ũ ∈ V such that

a(ũ, v) = a(−G, v) ∀ v ∈ V
, (1.31)
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where ũ has the form ũ = u−G. Obviously, one has that ũ ∈ V .
Using the fact that a(−G, v) is a linear continuous functional, we can apply again the Lax-

Milgram lemma for proving the well-posedness of problem (1.31). In order to conclude, it suffices
to pick u = ũ+G.

For the sake of completeness, the weak formulation of the full problem (1.26) (with nonhomo-

geneous Dirichlet boundary conditions) reads, for f ∈ L2(Ω) and g ∈ H 1
2 (∂Ω):{

find u ∈ Vg such that

a(u, v) = (f, v) ∀ v ∈ V
. (1.32)

The issue of the regularity of the weak solution to problem (1.32) is addressed in Appendix A.

1.4 Polygonal decompositions

The VEM, as already emphasized, can be considered as a generalization of the FEM to polytopal
meshes. In this section, we introduce regularity assumptions on sequences of meshes {Tn}n∈N that
are instrumental for the theoretical analysis in the next chapters.

Preliminarily, we highlight two facts. The first one is that, in the following, we will need
“locally” stricter assumptions; we postpone the description of such assumptions when needed.
The second one is that it is possible to weaken the regularity assumptions that we present here, as
done in [35], but for the sake of simplicity we stick to simpler ones.

Let us firstly fix some notations. Let {Tn}n∈N be a sequence of polygonal decompositions of Ω.

Let Vn (Vbn) and En (Ebn) be the set of (boundary vertices) and edges of decomposition Tn for all
n ∈ N.

To each edge s ∈ En, we associate a tangential vector τ s = τ and a normal versor ns = n
obtained by a counterclock-wise rotation of τ s. When no confusion occurs, we denote τ s and ns
by τ and n.

We demand the following very basic assumption on Tn, for all n ∈ N:

(G0) Tn is a conforming polygonal decomposition of Ω, i.e. each boundary edge s ∈ Ebn is an edge
of only one element K ∈ Tn, whereas each internal edge s ∈ En \ Ebn is an edge of exactly two
elements K1 and K2 of Tn.

Note that, since in our construction it is possible to have angles with magnitude 180◦, assumption
(G0) implies that hanging nodes are automatically included in the geometry of the decomposition,
see Figure 1.2. We also fix the notation for the mesh size function of an edge, of an element and

s1

s2

Figure 1.2: Two pentagons with two distinct adjacent edges s1 and s2 as interface.

of a mesh. Given Tn polygonal decomposition, K ∈ Tn and s ∈ En, we define:

hs = length(s), hK = diam(K), hTn = h = max
K∈Tn

hK . (1.33)

Moreover, given K ∈ Tn, we also define:

xK , the barycenter of polygon K. (1.34)

1.4.1 Regular and quasi-uniform polygonal meshes

We introduce next two additional assumptions under which we will say that {Tn}n∈N is a regular
sequence of polygonal meshes. For all n ∈ N:



CHAPTER 1. INTRODUCTION 12

(G1) every K ∈ Tn is star-shaped (see [49, (4.2.2)]) with respect to a ball of radius greater than
or equal to ρ0 hK , where ρ0 is a universal positive constant;

(G2) given any K ∈ Tn, for all edges s of K, it holds that hs ≥ ρ0 hK , where ρ0 is a universal
positive constant; without loss of generality, we assume that ρ0 is the same constant of
assumption (G1); besides, the number of edges in K is uniformly bounded independently of
the geometry of the domain.

In addition to (G1)-(G2), we occasionally demand an additional assumption, which allows us to
define the concept of quasi-uniform meshes. For all n ∈ N:

(G3) for all K ∈ Tn, h ≤ chK , being c a universal positive constant.

Under (G0)-(G1)-(G2)-(G3), we will discuss in Chapter 2 the h and p version of the VEM with
quasi-uniform meshes. In Figure 1.3, we depict four possible meshes originating sequences of
quasi-uniform meshes.
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Figure 1.3: Up-left: unstructured triangular mesh. Up-right: square mesh. Down-left: Voronoi-Lloyd mesh.
Down-right: regular-hexagonal mesh.

1.4.2 Geometrically graded meshes

When employing the full hp strategy, one needs to use meshes that are geometrically refined
towards the vertices of domain Ω. More specifically, such meshes will be employed in Chapters 3
and 4. Here, we want to present a formal construction of such meshes.

In order to define geometrically graded meshes, we assume the following (actually non manda-
tory) simplifying requirement:

(G4) 0 is a vertex of Ω and is denoted by A1, see (1.17); moreover, the geometric refinements
are performed only towards vertex 0 and not towards the other vertices. We also denote by
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Hm,`
β (Ω,0), β ∈ R, the weighted Sobolev and Babuška spaces with a unique singular vertex,

the spaces obtained by the completion of C∞(Ω) using the norm:

‖u‖2
Hm,`β (Ω)

= ‖u‖2`−1,Ω + |u|2
Hm,`β (Ω)

= ‖u‖2`−1,Ω +

m∑
k=`

‖Φβ+k−`|Dku|‖20,Ω (1.35)

and:
B`β(Ω,0) =

{
u ∈ B`β(Ω) | β = (β, 0, 0, . . . , 0)

}
(1.36)

respectively, where the weight function Φβ has been modified to:

Φβ(x) = min(1, |x− 0|β). (1.37)

We deem that under (G4) the presentation of the forthcoming theoretical results simpler.
Let assumptions (G0)-(G1)-(G2)-(G4) hold true and let σ ∈ (0, 1) be a given parameter; σ is

related to the “rate of refinement” towards vertex 0.
We assume that, for all n ∈ N, Tn consists of n + 1 “layers”, where the concept of “layer” is

defined as follows.
We set the 0-th layer Ln,0 = L0 as the set of all polygons K ∈ Tn abutting 0, which we recall

by (G4) is the unique “singular corner” of Ω. The other layers are defined by induction as:

Ln,j = Lj :=
{
K1 ∈ Tn | K1 ∩K2 6= ∅ for some K2 ∈ Lj−1 and K1 * ∪j−1

i=0Li

}
∀j = 1, . . . , n.

(1.38)
Next, we describe a procedure for building geometric (polygonal) graded meshes. Let T0 = {Ω}.

The decomposition Tn+1 is obtained by refining decomposition Tn only at the elements in the
finest layer L0. In order to have a proper geometric graded sequence of meshes, we demand for
the following assumption.

(G5)

hK ≈

{
σn if K ∈ L0

1−σ
σ dist(K,0) if K ∈ Lj , j = 1, . . . , n

. (1.39)

A consequence of (G5) is that hK ≈ σn−j , j being the layer to which K belongs. This, in addition
to (1.39) guarantees that the distance between K ∈ Lj , j = 1, . . . , n and 0 is proportional to σn−j .
Moreover, following [72, equation (5.6)], it can be shown that the number of elements in each layer
is uniformly bounded with respect to the geometric parameters discussed so far.

The sequence of meshes that we build is then characterized by very small elements near the
singularity, while the size of the elements increases proportionally with the distance between the
elements themselves and 0.

Example 1.4.1. In Figure 1.4, we present three polygonal meshes extrapolated from sequences of
meshes satisfying assumption (G0)-(G2)-(G4)-(G5). We observe that the the sequence of meshes
generated by the mesh in Figure 1.4 (right) does not fulfill the star-shapedness assumption (G1),
whereas the other two meshes do.

Figure 1.4: Decomposition Tn, n = 3, made of: squares (left), nonconvex hexagons and quadrilaterals (center),
nonstar-shaped/nonconvex decagons and nonstar-shaped/nonconvex hexagons (right).

In Figure 1.5, we depict instead the first three elements associated with the mesh depicted in
Figure 1.4 (center); as an example, we fix the geometric parameter σ to 1

2 .
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Figure 1.5: First three elements T1 (left), T2 (left-center), T3 (right-center), T4 (right) associated with the mesh
depicted in Figure 1.4 (center). Here, geometric parameter σ is fixed to 1

2
.

1.4.3 Additional notation

Given Tn, polygonal decomposition, we introduce some notations concerning Tn.
In particular, we can split the bilinear form a defined in 1.28 as a sum of local contributions:

a(u, v) =
∑
K∈Tn

aK(u, v) =
∑
K∈Tn

(∇u,∇v)0,K ∀u, v ∈ V. (1.40)

Moreover, we can also define the broken-H1 seminorm and norm as:

|u|21,Tn =
∑
K∈Tn

|u|21,K , ‖u‖21,Tn =
∑
K∈Tn

‖u‖21,K ∀u ∈ L2(Ω) ∩H1(K) ∀K ∈ Tn. (1.41)

Finally, we associate to each element K ∈ Tn a number pK ∈ N. We collect all these numbers in a
vector p ∈ Ncard(Tn) and we consider the bijection:

Tn ←→ p with K ←→ pK . (1.42)

Then, we can define the space of continuous and discontinuous piecewise polynomials over decom-
position Tn with polynomial distribution given by p, as:

Sp,0(Ω, Tn) =
{
q ∈ C0(Ω) | q|K ∈ PpK (K)

}
, Sp,−1(Ω, Tn) =

{
q ∈ L2(Ω) | q|K ∈ PpK (K)

}
.

(1.43)

In case pi = p for all i = 1, . . . , card(Tn), we use the notation Sp,k(Ω, Tn) = Sp,k(Ω, Tn), k = −1, 0.
Analogously, we can define the space of continuous and discontinuous piecewise harmonic poly-

nomials over decomposition Tn with polynomial distribution given by p, as:

Sp,0∆ (Ω, Tn) =
{
q ∈ C0(Ω) | q|K ∈ HpK (K)

}
, Sp,−1

∆ (Ω, Tn) =
{
q ∈ L2(Ω) | q|K ∈ HpK (K)

}
.

(1.44)

In case pi = p for all i = 1, . . . , card(Tn), we use the notation Sp,k∆ (Ω, Tn) = Sp,k∆ (Ω, Tn), k = −1, 0.

Throughout the thesis, we write f . g for two positive quantities f and g depending on a
discretization parameter (typically h or p) if there exists a parameter-independent positive constant
c such that f ≤ cg holds for all values of the parameter. We write f ≈ g if f . g and g . f hold.

1.5 Structure of the thesis

In this section, we describe the topics covered in the thesis. For a more detailed description of such
topics, we refer to the introduction of the forthcoming chapters.

• The h and p version of the VEM on quasi-uniform meshes is investigated in Chapter 2; here,
the issue of the regularity of the solution in not taken into account and we limit ourselves
to prove convergence results for solutions with “desired” finite Sobolev regularity or, even,
analytic solution.
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• The case of solutions having instead the “natural” Sobolev regularity on polygons (thus
taking corners into account) along with the full hp technology employing geometrically refined
meshes, is addressed in Chapter 3, while in Chapter 4 the same issues are investigated for the
solution to Laplace problems. The reason for which we split the analysis of the Poisson and
Laplace equations is that in the latter case the structure of the approximation space takes
advantages from the structure of the problem, leading in fact to a very efficient method.

• The a posteriori analysis of the hp VEM is studied in Chapter 5; we anticipate that this is
a very preliminary investigation of this topic (no numerical tests are performed, no optimal
bounds in terms of p for L2 approximation by means of functions in local VE spaces, . . . ); a
deeper analysis concerning a posteriori hp VEM is the subject of future works.

• In the previous parts, the issue of choosing a proper stabilization of the method, typical of
the construction of the VEM, was not addressed. For this reason, Chapter 6 is devoted to
introduce various stabilizations along with, both theoretical and numerical, explicit bounds
in terms of the polynomial degree p.

• Having introduced various stabilizations, we present in Chapter 7 a number of numerical
experiments aimed to validate the approximation results shown in Chapters 2, 3 and 4.

• It is well-known that the p version of triangular FEM is haunted by ill-conditioning of the
stiffness matrix, see [90]; the p version of the VEM makes no exception. Therefore, in Chapter
8, we suggests possible remedies in order to alleviate such ill-conditioning.

• The issue of having fast solvers for the solution to the final system is also important, e.g. in
view of 3D problems; for this reason, we discuss in Chapter 9 a multigrid algorithm (with
non-inherited sublevel solvers) for the pure p version of the VEM.

• Finally, we briefly describe future challenges, related to the topics discussed so far, in Chapter
10.

• Two appendices are also presented. Appendix A is committed to recall regularity results
of elliptic PDEs on polygonal domains. A number of hp inverse estimates on triangles and
general polygons are discussed and proven in Appendix B.



Chapter 2

The h and p version of the virtual
element method for the Poisson
problem on quasi-uniform meshes

The aim of this chapter is to study the approximation of Poisson problem (1.32); for simplicity, we
assume homogeneous Dirichlet boundary conditions and therefore we look at the weak formulation
(1.27). The treatment of inhomogeneous boundary conditions can be dealt with as in Chapter 4.

The standard h and p versions of VEM on quasi-uniform meshes are discussed; the issue of
approximating solutions with the “natural” regularity, i.e. with a proper singular behaviour at the
vertices of the computational domain, cf. Appendix A, is not here addressed but postponed to
Chapters 3 and 4.

Here, we assume either that the solution to problem (1.27) has a finite Sobolev regularity, or that
it is analytic (on a proper enlarged domain). As in the standard h and p FEM framework [14,96],
in the former case both the h and the p version lead to an algebraic decay of the error, whereas,
in the latter, exponential convergence in terms of p can be achieved.

The outline of the present chapter follows. In Section 2.1, we introduce the VEM with uniform
degree of accuracy and we prove an abstract error analysis result asserting that the error of the
method is bounded, up to a pollution factor due to the stabilization typical of VEM, with three
terms involving oscillation of the right-hand side, best error approximation by means of piecewise
discontinuous polynomials and by means of functions in the VE space; moreover, we recall from [25]
the convergence result for the h version of the method. In Section 2.2, under the assumption that
the solution to (1.27) has finite Sobolev regularity, we discuss algebraic convergence in terms of p
of the error of the method; for the purpose, we discuss local hp local approximation properties of
polynomials and of functions in the VE space on polygons. Such algebraic convergence is proven
in a different fashion in Section 2.3; here, we additionally prove exponential convergence in terms
of p assuming that the solution is analytic on a proper enlarged domain. A hint regarding the
double rate of convergence employing the p version of VEM is given in Section 2.4.

We highlight that the topics here discussed are presented in [31].

2.1 Virtual elements for the Poisson problem with uniform
degree of accuracy

Let {Tn}n∈N be a sequence of (quasi-uniform) polyhedral meshes satisfying assumptions (G0)-
(G1)-(G2)-(G3). Let p ∈ N be given.

The aim of the present section is to introduce Vhp, a finite dimensional space of V defined in
(1.28), ahp : Vhp×Vhp → R, a discrete bilinear form mimicking its continuous counterpart a defined
in (1.28) and finally fhp, an element of V ∗hp, the dual space of Vhp, and a duality pairing 〈fhp, ·〉hp,

16
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such that the following VEM:{
find uhp ∈ Vhp such that

ahp(uhp, vhp) = 〈fhp, vhp〉hp ∀ vhp ∈ Vhp
(2.1)

is well-posed and it is possible to prove some h and p approximation estimates.
We begin with the definition of the approximation space. Having set the space of piecewise

continuous polynomials of degree p over the boundary of each element K:

Bhp(∂K) :=
{
vhp ∈ C0(∂K) | vhp|s ∈ Pp(s), for all s edge of K

}
, (2.2)

we define the local VE spaces:

Vhp(K) =
{
vhp ∈ H1(K) | ∆vhp ∈ Pp−2(K), vhp|∂K ∈ Bhp(∂K)

}
∀K ∈ Tn. (2.3)

Importantly, we observe that Pp(K) ⊆ Vhp(K) for any K ∈ Tn. For every function vhp ∈ Vhp(K),
we identify the following set of local degrees of freedom:

• the values of vhp at vertices of K,

• the values of vhp at (p − 1) distinct internal nodes of each edge s of K (for instance at the
p− 1 internal Gauß-Lobatto nodes),

• the internal moments
1

|K|

∫
K

qαvhp, (2.4)

where {qα}
dim Pp−2(K)
α=1 is a basis of Pp−2(K). Various choices for the polynomial basis

{qα}
dim Pp−2(K)
α=1 are presented in Section 8.1.2.

In order to show that this is a set of unisolvent degrees of freedom, we refer to [25, Proposition
4.1].

In Figure 2.1, we depict on a polygon the degrees of freedom for p = 1, 2, 3.

p = 1 p = 2 p = 3

Figure 2.1: Degrees of freedom on a nonconvex pentagon for p = 1 (left), p = 2 (center), p = 3 (right). The red
and blue dots denote vertex and edge dofs respectively, the green triangles denote internal moments.

The dimension of local VE spaces with uniform degree p is therefore given by:

dim(Vhp(K)) = NKp+
(p− 1)(p− 2)

2
, (2.5)

where:
NK = # of vertices and edges of polygon K. (2.6)

A possible way to describe the construction of local VE spaces is the following.
One wants to have a space containing polynomials, since it is well-known that they have good

approximation properties.
Next, one observes that polynomials satisfy a local Poisson problem with prescribed polyno-

mial right-hand side and boundary datum. Nonetheless, employing piecewise polynomial spaces
over a polygonal decomposition does not enable in general the construction of H1 conforming
approximation spaces.
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In order to recover H1 conformity, one enriches the polynomial space over an element by adding
the non polynomial solutions to local PDEs with completely general polynomial right-hand side
and boundary datum, getting thus the local VE space.

The global Virtual Space is consequently obtained by the continuous matching of the local
spaces over the element boundaries:

Vhp =
{
vhp ∈ C0(Ω) | vhp|K ∈ Vhp(K), vhp|∂Ω = 0

}
, (2.7)

with the natural definition of the global degrees of freedom obtained from the local ones.
Importantly, functions in the local VE space Vhp(K) are known explicitly only on the boundary

of K and not at the interior. For this reason, it is not possible to compute exactly the H1(K)
inner product of two functions in Vhp(K).

Therefore, we proceed as follows. We begin with introducing the following operator:

Π∇,Kp : Vhp(K)→ Pp(K) s. t.

{
aK(qp, vhp −Π∇,Kp vhp) = 0

P 0(vhp −Π∇,Kp vhp) = 0
∀ qp ∈ Pp(K), ∀ vhp ∈ Vhp(K),

(2.8)
where P0 : Vhp(K) → R is a functional having the role of fixing the constant part of energy
projector Π∇,Kp .

Typically, functional P0 has the following form. For p = 1, one sets for instance:

P0(vhp) =
1

NK

NK∑
i=1

vhp(νj), (2.9)

where {νj}NKj=1 denotes the set of vertices of K, whereas, for p ≥ 2, one sets:

P0(vhp) =
1

|K|

∫
K

vhp. (2.10)

The reason for the double choice (2.9)-(2.10) is that when employing low-order VEM, i.e. VEM
with p = 1, the quantity (2.10) is not computable since the set of degrees of freedom does not
contain any sort of internal moments.

It is worth to stress that operator Π∇,Kp is computable via the degrees of freedom as discussed
in [25,30]. In fact, it suffices to compute:

aK(qp, vhp) =

∫
∂K

(∂nqp)vhp −
∫
K

∆qp vhp.

The boundary term is computable through the boundary degrees of freedom, while the bulk term
via the internal degrees of freedom (2.4).

When no confusion occurs, we denote by Π∇p the energy projector Π∇,Kp .

Having defined operator Π∇p , we observe that Pythagorean theorem in Hilbert spaces asserts:

aK(uhp, vhp) = aK(Π∇p uhp,Π
∇
p vhp) + aK((I −Π∇p )uhp, (I −Π∇p )vhp) ∀uhp, vhp ∈ Vhp(K).

(2.11)
The first term on the right-hand side of (2.11) is now actually computable owing to the com-
putability of Π∇p , whereas the second is still not. Therefore, we substitute the second term with:

aK((I −Π∇p )uhp, (I −Π∇p )vhp) −−−−−→ SK((I −Π∇p )uhp, (I −Π∇p )vhp),

where SK : ker(Π∇p ) × ker(Π∇p ) → R is any computable bilinear form, which goes by the name of
stabilization of the method, on which we assume that:

c∗(p)|vhp|21,K ≤ SK(vhp, vhp) ≤ c∗(p)|vhp|21,K ∀ vhp ∈ ker(Π∇p ), (2.12)

where c∗(p) and c∗(p) are two positive constants depending only on p and the parameter ρ0

introduced in assumptions (G1)-(G2).
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Importantly, we allow constants c∗(p) and c∗(p), which henceforth will go under the name of
stability constants, to depend on p.

Specific choices for SK and explicit bounds in terms of p of the stability constants are not the
target of the present section, but are postponed to Chapter 6.

To summarize, we have built a local discrete bilinear form of the following sort:

aKhp(uhp, vhp) = aK(Π∇p uhp,Π
∇
p vhp) + SK((I −Π∇p )uhp, (I −Π∇p )vhp) ∀uhp, vhp ∈ Vhp(K).

(2.13)
It is also possible to prove, owing to (2.12), the following two properties of aKhp:

(Ahp1) polynomial consistency: for all K ∈ Tn, it must hold:

aK(qp, vhp) = aKhp(qp, vhp) ∀ qp ∈ Pp(K), ∀ vhp ∈ Vhp(K); (2.14)

(Ahp2) stability: for all K ∈ Tn, it must hold:

α∗(p)|vhp|21,K ≤ aKhp(vhp, vhp) ≤ α∗(p)|vhp|21,K , ∀ vhp ∈ Vhp(K), (2.15)

where 0 < α∗(p) ≤ α∗(p) < +∞ are two constants which may depend on p.

More precisely, it holds true that:

α∗(p) = min(1, c∗(p)), α∗(p) = max(1, c∗(p)). (2.16)

Assumptions (Ahp1)-(Ahp2) are instrumental for proving the forthcoming abstract error result
Lemma 2.1.1. In addition to that, assumption (Ahp1) guarantees that the method passes the
so-called patch test; this means that if the solution to problem (1.27) is a polynomial, then the
method returns the exact solution, assuming to work in exact arithmetic. On the other hand,
assumption (Ahp2) is needed in order to have the well-posedness of method (2.1).

The global discrete bilinear form reads:

ahp(uhp, vhp) =
∑
K∈Tn

aKhp(uhp, vhp), ∀uhp, vhp ∈ Vhp. (2.17)

Analogously to what we said for the bilinear form, also the right-hand side of (1.27) is not explicitly
computable, since functions in the VE space are not known pointwise at the interior of each element.
For this reason, we introduce a discrete bilinear form, which is based on another (piecewise defined)
projector.

Given K ∈ Tn, we define Π0,K
p−2 as the L2(K) projection:

Π0,K
p−2 : Vhp(K)→ Pp−2(K) s. t. (qp−2, vhp −Π0,K

p−2vhp)0,K ∀ qp−2 ∈ Pp−2(K), ∀ vhp ∈ Vhp(K).
(2.18)

We stress that the projector Π0,K
p−2 is computable via the internal dofs (2.4). When no confusion

occurs, we write Π0
p−2 in lieu of Π0,K

p−2.
We are now in business for defining the discrete right-hand side. In particular, we set:

〈fhp, vhp〉hp =
∑
K∈Tn

〈fhp, vhp〉K,hp, (2.19)

where:

〈fhp, vhp〉K,hp =

{∫
K
f
(
Π0
p−2vhp

)
if p ≥ 2∫

K
f (P0(vhp)) if p = 1

∀ vhp ∈ Vhp(K), (2.20)

where we recall that P0 is defined in (2.9).
With the choice performed for space Vhp defined in (2.7), the discrete bilinear form ahp defined

in (2.17) and discrete right-hand side fhp defined in (2.19), it is clear that method (2.1) is well-posed
for all Tn and p ∈ N.

Before concluding this section, we recall the following abstract error analysis result, which can
be regarded as a Strang-like lemma in the framework of VEM. Let Fhp be the smallest constant
satisfying:

|(f, vhp)0,Ω − 〈fhp, vhp〉hp| ≤ Fhp|vhp|1,Ω ∀ vhp ∈ Vhp. (2.21)

Then, the following holds true.
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Lemma 2.1.1. Under assumptions (Ahp1)-(Ahp2), let u and uhp be the solution to (1.27) and
(2.1) respectively. Let uπ be any function in Sp,−1(Ω, Tn) defined in (1.44) and let uI be any
function in Vhp defined in (2.7). Then, the following estimate is valid:

|u− uhp|1,Ω .
α∗(p)

α∗(p)
{|u− uπ|1,Tn + |u− uI |1,Ω + Fhp}. (2.22)

Proof. See [25, Theorem 3.1].

Lemma 2.1.1 states that, up to the pollution factor α∗(p)
α∗(p)

due to the choice of the stabilization,

the error of the method is bounded by the sum of three terms:

• a best error term with respect to piecewise discontinuous polynomials over Tn;

• a best error term with respect to functions in the global VE space Vhp defined in (2.7);

• a term due to the oscillation of the right-hand side.

The two forthcoming sections are devoted to estimate these three terms, assuming either that the
solution has finite Sobolev regularity, see Section 2.2, or analytic regularity on a proper enlarged
domain, see Section 2.3.

It is worth to stress that the convergence results in terms of h have been already discussed
in [25].

2.2 Algebraic convergence for finite Sobolev regularity so-
lutions

In this section, we study the convergence of method (2.1) assuming that u, the solution to problem
(1.27), belongs to Hk+1(Ω) for some k ∈ N.

The section is organized as follows. In Sections 2.2.1, 2.2.2 and 2.2.3, we bound respectively
the first, the second and the third terms appearing on the right-hand side of (2.22); in Section
2.2.4, we collect all these local bounds in order to achieve h and p convergence of the method.

2.2.1 Polynomial approximation term

We start by bounding the term |u− uπ|1,Tn of the right-hand side of (2.22). In order to derive the
bound, we need to prove a generalized-polygonal version of a classic result, namely [20, Lemma
4.1]. In this lemma, it was shown the existence of a sequence of polynomials which approximate
functions in Hk+1 over the triangular and square reference elements. We extend this result for
generic polygons having diameter equal to 1. Thus, we are ready to show the following result.

Lemma 2.2.1. Let K̂ ⊆ R2 be a polygon with diam(K̂)=1. Moreover, assume that K̂ is star-shaped
with respect to a ball of radius greater than or equal to ρ0 and the distance between any two vertices
of K̂ is greater than or equal to ρ0, ρ0 being the constant introduced in assumptions (G1)-(G2).

Then, there exists a family of approximation operators {Π̂K̂
p }p∈N, with Π̂K̂

p : Hk+1(K̂) → Pp(K̂)

for all p ∈ N such that, for each 0 ≤ ` ≤ k + 1, û ∈ Hk+1(K̂), k ∈ N, it holds:

‖û− Π̂K̂
p û‖`,K̂ ≤ cp

−(k+1−`)‖û‖k+1,K̂ , (2.23)

where c is a positive constant independent of u and p.

Proof. We assume without loss of generality that xK , the barycenter of K̂ defined in (1.34),
coincides with the origin 0. For a given r > 0, we define:

R(r) :=
{

(x, y) ∈ R2 | |x| < r, |y| < r
}
. (2.24)

Thanks to the fact that diam(K̂)=1 and xK̂ = 0, we have R(1) ⊃ K̂. Let r0 > 1. Then, it

obviously holds K̂ ⊂ R(r0). We note that ∂K̂ is Lipschitz; consequently, using [98, Chapter VI,
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Theorem 5], there exists E : Hk+1(K̂) → Hk+1(R(2r0)) extension operator such that E(û) = 0
on R(2r0) \ R( 3

2r0) and ‖E(û)‖k+1,R(2r0) ≤ c‖û‖k+1,K̂ . A careful inspection of [98, Chapter VI,

Theorem 5] shows that the constant c depends only on k, the involved Sobolev order, and on the
“worst angle” value:

θK̂ = min
θ∈A

K̂

min {θ, 2π − θ},

where AK̂ denotes the set of the (magnitude of) internal angles of K̂. In particular, the constant c
may explode when θK̂ → 0. It is possible to check that, under the regularity hypotheses on K, the
angle parameter θK̂ is bounded from below by a constant depending only on the star-shapedness

parameter of polygon K̂.
Therefore, it holds ‖E(û)‖k+1,R(2r0) ≤ c(k, ρ0)‖û‖k+1,K̂ . The remaining part of the proof, that

is based on the approximation of the extended function E(û), follows exactly the same steps as
in [20, Lemma 4.1], and is therefore not shown.

Using this result, we are able to give a generalized-polygonal version of [20, Lemma 4.5], which
will play the role of local hp estimate result on |u− uπ|1,K , where K is a polygon of the decompo-
sition Tn.

Lemma 2.2.2. Let K ∈ Tn satisfying assumptions (G0)-(G1)-(G2) and u ∈ Hk+1(K). Then
there exists a sequence of approximation operators {ΠK

p }p∈N, with ΠK
p : Hk+1(K)→ Pp(K) for all

p ∈ N such that for any 0 ≤ ` ≤ k + 1, k ∈ N, the following holds true:

|u−ΠK
p u|`,K ≤ c

hµ+1−`
K

pk+1−` ‖u‖k+1,K , (2.25)

where µ = min(p, k) and c is a positive constant independent of u, h and p.

Proof. We consider the mapping F (x) = 1
hK

(x − xK) and let K̂ = F (K). Clearly, diam(K̂) = 1

and the barycenter of K̂ is in the origin, xK̂ = 0. We denote the pull-back of a function by adding
a hat at the top of it.

Let Π̂K̂
p û be the sequence of approximating polynomials of degree p of û associated with polygon

K̂ introduced in Lemma 2.2.1. We set ΠK
p u to be the push-forward of the above sequence with

respect to the transformation F , i.e. ΠK
p u = (Π̂K̂

p (û)) ◦ F , where ϕ̂ = ϕ ◦ F−1 for a sufficiently
regular function ϕ. Then, it is possible to check, by a simple change of variables argument that:

|u−ΠK
p u|`,K ≤ ch1−`

K |û− Π̂K̂
p û|`,K̂ ,

where c is a constant independent of K (hence on K̂), h, u and p. Besides, c is independent also
of `, thanks to the fact that F is the composition of a translation with a dilatation.
We apply Lemma 2.2.1 and we obtain, by adding and subtracting any q̂p ∈ Pp(K̂):

|u−ΠK
p u|`,K ≤ ch1−`

K ‖(û− q̂p)− Π̂K̂
p (û− q̂p)‖`,K̂

≤ c
h1−`
K

pk+1−` ‖û− q̂p‖k+1,K̂ ∀ q̂p ∈ Pp(K̂),
(2.26)

where c on the right-hand side of (2.26) is a constant depending on k. Using the classical Scott-
Dupont theory (see e.g. [65]) and a scaling argument, bound (2.26) yields:

|u−ΠK
p u|`,K ≤ c

h1−`
K

pk+1−`

 k+1∑
i=µ+1

|û|2
i,K̂

 1
2

≤ c
hµ+1−`
K

pk+1−` ‖u‖k+1,K , µ = min(p, k), (2.27)

where c is independent of u, p and h.

Remark 1. We note that if k ≤ p then it is possible to take the seminorm on the right-hand side
of (2.25), yielding:

|u−ΠK
p u|`,K ≤ c

hk+1−`
K

pk+1−` |u|k+1,K ,

where c is a constant independent of h, p and u. This automatically follows from (2.27).



CHAPTER 2. H AND P VEM ON QUASI-UNIFORM MESHES 22

We are now able to give a global estimate on |u − uπ|1,Tn, in (2.22), where uπ ∈ Sp,−1(Ω, Tn)
defined in (1.44). In fact, by choosing uπ|K = ΠK

p u for all K ∈ Tn and recalling the shape-regularity
property (G1), we obtain:

|u− uπ|1,Tn ≤ c
hµ

pk
‖u‖k+1,Ω, µ = min(p, k),

|u− uπ|1,Tn ≤ c
hk

pk
|u|k+1,Ω, for p ≥ k,

(2.28)

where c is a constant independent of h, p and u.

2.2.2 Virtual interpolation term

We turn now to the term |u− uI |1,Ω of the right-hand side of (2.22).

Remark 2. Assumptions (G1)-(G2)-(G3) imply that there exists T̃n, an auxiliary conforming
triangulation that refines Tn, obtained by connecting, for all K ∈ Tn, the NK vertices of K to the
center of the ball that realizes assumption (G1) for K. Moreover, it is possible to check that T̃n
forms a shape-regular sequence, with shape-regularity constant depending solely on the parameters
ρ0 and c introduced in assumptions (G1)-(G2)-(G3).

In fact, assume by contradiction that
{
T̃n
}
n∈N

is not a shape-regular sequence of subtriangu-

lations. This means that it is possible to build sequences of triangles such that:

(i) the magnitudes of a sequence of angles tend to 0, see Figure 2.2 (left);

(ii) the magnitudes of a sequence of angles tend to π, see Figure 2.2 (right).

A1 A2

A0

s0

s1s2

A1 A2

A0

s0

s1s2

Figure 2.2: Left: (i) the magnitudes of a sequence of angles tend to 0. Right: (ii) the magnitudes of an angle tend
to π.

We distinguish what happens in the three cases. We denote by C and r the radius and the
center of the ball with respect to which K is star-shaped; moreover, in order to ease the proof, we
employ the notation in Figure 2.2.

If (i) holds, then:

• if C = A0, we have:

1 ≈ |s0|
hK
≤ |s0|
|s1|
→ 0  ;

• if C = A1 (analogously one treats the case C = A2), we have:

1 ≈ hK
|s1|
≈ r

|s1|
≤ |s0|
|s1|
→ 0  .

Instead, if (ii) holds, then:

• if C = A0, we have:

1 ≈ hK
|s0|
≈ r

|s0|
≤ dist(A0, s0)

|s0|
→ 0  ;
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Figure 2.3: Failure of the star-shapedness assumption with respect to a ball. The red segment necessarily sticks
out the polygon under consideration, whatever the polygon is. In fact, the magenta edge of the light-blue triangle
is by assumption an edge of the original polygon.

• if C = A1 (analogously one treats the case C = A2) we argue saying that, if this case holds

true, then the polygons in the sequence Tn associated with T̃n are definitively not star-shaped
with respect to a ball with radius comparable to hK , see Figure 2.3.

We denote by Sp,0(Ω, T̃n) the set of piecewise continuous polynomials of degree p over the

auxiliary triangular decomposition T̃n. It is well-known, see [20, Theorem 4.6] that there exists

ϕhp ∈ Sp,0(Ω, T̃n) with ϕhp|∂Ω = 0 such that, for any u ∈ Hk+1(Ω), k ∈ R+, the following holds
true:

‖u− ϕhp‖1,Ω ≤ c1
hµ

pk
‖u‖k+1,Ω with k >

1

2
,

|u− ϕhp|1,Ω ≤ c2
hk

pk
|u|k+1,Ω with k >

1

2
and p ≥ k,

(2.29)

where c1 and c2 are two constants independent of u, p and h and where µ = min(p, k).
Now, we use ϕhp in (2.29) in order to construct a virtual interpolant uI ∈ Vhp of u. To this

purpose, we modify a particular technique which was firstly introduced in [87].

Lemma 2.2.3. Under assumptions (G0)-(G1)-(G2)-(G3) and given u ∈ Hk+1(Ω), k ∈ N, there
exists uI ∈ Vhp such that:

|u− uI |1,Ω ≤ c
hµ

pk
‖u‖k+1,Ω, µ = min(p, k), (2.30)

where c is independent of h, p and u.

Proof. Let uπ be the function defined in (2.28) and let ϕhp be the function described in (2.29).
For each K ∈ Tn, we define uI |K the solution to the following problem:{

−∆uI = −∆uπ in K
uI = ϕhp on ∂K

. (2.31)

Clearly one has that uI |E ∈ Vhp(K). Moreover, since uI ∈ C0(Ω) ∩H1
0 (Ω), it holds that uI ∈ Vhp.

Using (2.31), we can write: {
−∆(uI − uπ) = 0 in K
uI − uπ = ϕhp − uπ on ∂K

.

Therefore, since uI − uπ is harmonic, it holds:

|uI − uπ|1,K = inf
{
|z|1,K , z ∈ H1(K) | z = ϕhp − uπ on ∂K

}
≤ |ϕhp − uπ|1,K . (2.32)

Finally, by (2.32), we obtain:

|u− uI |1,K ≤ |u− uπ|1,K + |uπ − uI |1,K ≤ |u− uπ|1,K + |uπ − ϕhp|1,K
≤ 2|u− uπ|1,K + |u− ϕhp|1,K .

(2.33)

The proof is completed by summing on all the elements in (2.33) and using (2.28), (2.29).
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The proof of Lemma 2.2.3 is somehow standard, since it combines known results from [21,87].
In the two forthcoming chapters, we present novel strategies for proving best approximation results
in terms of functions in the VE space.

Remark 3. We point out that if k ≤ p and under the hypothesis of Lemma 2.2.3, the following
holds true:

|u− uI |1,Ω ≤ c
hk

pk
|u|k+1,Ω,

where c is a constant independent of h, p and u.

2.2.3 Oscillation of the right-hand side

It remains to estimate the term Fhp in (2.22). We have the following result.

Lemma 2.2.4. Under assumptions (G0)–(G1)-(G2)–(G3), let the loading term f ∈ H k̃+1(K)
for all K ∈ Th, k̃ ∈ N. Then, the following holds true:

Fhp ≤ c
hµ̃

pk̃+2

( ∑
K∈Th

‖f‖2
k̃,K

) 1
2

, µ̃ = min(p, k̃ + 2). (2.34)

where c is a constant independent of h, p and u.

Proof. Since the case p = 1 has been already analysed in [25], we only consider the case p ≥ 2.
Let vhp ∈ Vhp. Let Π0

p−2 be the L2 projector over the polygon K defined in (2.18), for all K ∈ Tn.
Using the definition of the discrete right-hand side (2.19), we get:

(f, vhp)0,Ω − 〈fhp, vhp〉hp =
∑
K∈Th

(f −Π0
p−2f, vhp)0,K =

∑
K∈Tn

(f −Π0
p−2f, vhp −Π0

p−2vhp)0,K

≤
∑
K∈Th

‖f −Π0
p−2f‖0,K‖vhp −Π0

p−2vhp‖0,K

≤
∑
K∈Th

‖f − fπp−2‖0,K‖vhp − vπp−2‖0,K ,

where fπp−2 and vπp−2 are the piecewise polynomial functions of degree p− 2 that realize the bound
(2.27) with ` = 0 on each K ∈ Tn.

An adaptation of Lemma 2.2.1 (and thus also of [20, Lemma 4.1] or [21, Lemma 3.1]) implies
that, given p̃ = max(1, p− 2):

|(f, vhp)0,Ω − 〈fhp, vhp〉hp| ≤ c
∑
K∈Tn

h
min((p−2)+1,k̃+1)
K

p̃k̃+1
‖f‖k̃+1,K

hK
p̃
|vhp|1,K

≤ ch
min(p,k̃+2)

p̃k̃+2

( ∑
K∈Tn

‖f‖2
k̃+1,K

) 1
2

|vhp|1,K .

The final result follows by the definition of Fhp in (2.21) and substituting p̃ with p, up to a change
of the constant c.

By observing that, if the solution u of (1.27) is in Hk+1(Ω) then f ∈ Hk−1(Ω), Lemma 2.2.4
immediately gives also the following corollary.

Corollary 2.2.5. Under assumptions (G0)-(G1)-(G2)-(G3) introduced in Section 1.4, let the
solution u of (1.27) be in Hk+1(Ω), k ∈ N. Then, the following holds true:

Fhp ≤
hµ

pk
‖u‖k+1,Ω, µ = min(p, k), (2.35)

where c is a constant independent of h, p and u.
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Finally, we note that an analogous observation as in Remark 1 and Remark 3 holds also for
Corollary 2.2.5, yielding:

Fhp ≤
hk

pk
|u|k+1,Ω , 1 ≤ k + 1 ≤ p+ 1, (2.36)

where c is a constant independent of h, p and u.

2.2.4 Convergence of the method for finite Sobolev regularity solutions

Finally, we are able to show the following convergence result.

Theorem 2.2.6. Let k ∈ N, k > 1
2 and let the mesh assumptions (Ahp1)-(Ahp2)-(G0)-(G1)-

(G2)-(G3) hold true. Let u and uhp be respectively the solutions to problems (1.27) and (2.1),
with u ∈ Hk+1(Ω). Then, the following hp estimates are valid:

|u− uhp|1,Ω ≤ c
α∗(p)

α∗(p)

hµ

pk
‖u‖k+1,Ω, µ = min(p, k), (2.37)

|u− uhp|1,Ω ≤ c
α∗(p)

α∗(p)

hk

pk
|u|k+1,Ω, if k ≤ p, (2.38)

where c is a positive constant independent of h, p and u.

Proof. It suffices to combine (2.21), (2.22), (2.28), (2.30) and (2.35).

We highlight that the constants appearing on the right-hand side of (2.37)-(2.38) are linear in

the ratio α∗(p)
α∗(p)

, α∗(p) and α∗(p) being the stability constants introduced in (2.15), and therefore,

in principle, a pollution effect due to the stabilization is expected. We anticipate that, although
in Chapter 6 we are not able to provide fully p independent stabilization, the numerical results in
Section 7.1.1 show that the pollution effect has a mild impact on the convergence of the error.

Remark 4. Let the domain Ω be convex. Following the argument shown in [29] (and, if p = 1, 2
suitably changing the definition of the discrete loading term (2.19)) and applying approximation
results similar to those shown above, one can also easily derive L2 estimates of the form:

‖u− uhp‖0,Ω ≤ c
α∗(p)

α∗(p)

hµ+1

pk+1
‖u‖k+1,Ω, µ = min(p, k), (2.39)

where c is a constant independent of h, p and u, with the usual modification for the case k ≤ p.

2.3 Exponential convergence with p VEM for analytic solu-
tions

In this section, we study the convergence of method (2.1) assuming that u, the solution to problem
(1.27), is analytic on a proper enlarged domain.

In order to obtain exponential convergence estimates for analytic functions, we must show
bounds analogous to (2.37) and (2.38) by expliciting the dependence of the constants c1 and c2
on k, i.e. on the Sobolev regularity of the solution u. To this purpose, we will follow an approach
which is slightly different with respect to the one of Section 2.2.

The outline of this section follows. In Section 2.3.1, we discuss additional regularity assumptions
on the sequence of meshes that will be instrumental for proving the exponential convergence in
terms of p of the method. Next, in Sections 2.3.2, 2.3.3 and 2.3.4, we bound respectively the first,
second and third terms appearing on the right-hand side of (2.22). Finally, in Section 2.3.5, we
prove the exponential convergence in terms of p of the method.
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2.3.1 Additional regularity assumptions on the sequence of meshes

In this section, we demand additional regularity assumptions on the sequence of meshes {Tn}n∈N
under which we will be able to prove the main result of this section, namely the exponential
convergence in terms of p of the method, see Section 2.3.5.

We recall that, given a sequence of polygonal decompositions {Tn}n∈N, there exists a sequence

of regular subtriangulations
{
T̃n
}
n∈N

described in Remark 2.

Given K polygon in Tn, we define Q = Q(K) as any of the squares containing K having

smallest diameter; besides, given K̃ triangle in T̃n, we define Q̃ = Q̃(K̃) the parallelogram given

by Q̃ = K̃ ∪ K̃∗, where K̃∗ is the reflection of K̃ with respect to a midpoint of one of its edges. We
point out that there are three possible Q̃(K̃), see figure 2.4; we fix arbitrarily one of them. Next,

Figure 2.4: The three possible “covering” parallelograms associated with a given triangle.

we define:

Ωext = Ωext(n) := Ω ∪

( ⋃
K∈Tn

Q(K)

)
∪

 ⋃
K̃∈T̃n

Q̃(K̃)

 . (2.40)

We observe that supx∈Ωext dist(x,Ω) ≤ d(n), being d(·) a decreasing function of n, where we recall
that n denotes the index of the mesh Tn that we are employing. Therefore, given n ∈ N, ∀n ≥ n
one has d(n) ≤ d(n) and thus Ωext is an uniformly bounded domain in terms of n, also if n is
unbounded.

We demand the following additional regularity assumption on sequence {Tn}n∈N:

(G6) for all n ∈ N, there exists a positive universal constant N ∈ N such that there are at most N

overlapping squares in the collection {Q(K)} and N parallelograms in the collection {Q̃(K̃)},
i.e. for all Q(K) in {Q(K)}K∈Tn and for all Q̃(K̃) in {Q̃(K̃)}K̃∈T̃n , given IK′ := {Q(K) |
Q(K) ∩ Q(K ′) 6= ∅} and ĨK̃′ := {Q̃(K̃) | Q̃(K̃) ∩ Q̃(K̃ ′) 6= ∅}, it holds that card(IK′),

card(ĨK̃′)≤ N , ∀K ∈ Th and ∀ K̃ ∈ T̃n.

We note that, given u ∈ Hk+1(Ωext), k ∈ N, assumption (G6) implies the crude bounds:∑
K∈Tn

‖u‖2k+1,Q(K) ≤ N‖u‖
2
k+1,Ωext ,

∑
K̃∈T̃n

‖u‖2
k+1,Q̃(K̃)

≤ N‖u‖2k+1,Ωext ,

with Ωext defined in (2.40).
In the following we will assume that u, the solution to problem (1.27), is in fact the restriction

of a regular function on the set Ωext, Ωext being defined in (2.40); with an abuse of notation we
will call again u such a regular function.

2.3.2 Polynomial approximation term

Here, we give an explicit representation of the constant c in (2.23) in terms of k, k being the
Sobolev regularity of the target function u. We start by showing the counterpart of Lemma 2.2.1.
As a minor note, we point out that the estimate of Lemma 2.3.1 does not require explicitly a shape
regularity condition on the polygons, differently from Lemma 2.2.1.
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Lemma 2.3.1. Let Q̂ be the square [−1, 1]2 and let K̂ ⊆ Q̂ be any polygon with barycenter xK̂ = 0.
Moreover, assume that p ≥ 2k, with k ∈ N. Then, there exists a family of approximation operators

{Π̂Q̂
p }p∈N with Π̂Q̂

p : H2(Q̂)→ Pp(Q̂) such that, for each û ∈ Hk+1(Q̂), it holds:

|û− Π̂Q̂
p û|1,K̂ ≤ c 2kekp−k|û|k+1,Q̂ (2.41)

with c a constant independent of u, k and p.

Proof. Given Q̂ = [−1, 1]2, let {Vi}4i=1 be the set of vertices of Q̂. Let û ∈ Hk+1(Q̂). Let Qp(Θ)
be the set of polynomials of maximum degree p in each variable over a domain Θ ∈ R2. As a
consequence of [96, Lemma 4.67], it is possible to show the existence of ϕ̂p ∈ Qp(Q̂) such that:

ϕ̂p(Vi) = û(Vi), ∀i = 1, . . . , 4 (2.42)

and

|û− ϕ̂p|21,Q̂ ≤ 2

{
(p− k)!

(p+ k)!
+

1

p(p+ 1)
· (p− k + 1)!

(p+ k − 1)!

}
|û|2

k+1,Q̂
. (2.43)

Since p ≥ k, it is possible to show that (2.43) leads to the following simpler bound:

|û− ϕ̂p|1,Q̂ ≤ ce
kp−k|û|k+1,Q̂, with c =

√
2 e. (2.44)

In order to show this, we perform the computations only on the first term on the right-hand side
of (2.43) since the treatment of the other one is analogous. Using Stirling formula:

(p− k)!

(p+ k)!
=

(p− k)(p−k) · e−(p−k) ·
√

2π(p− k) · eθp−k

(p+ k)(p+k) · e−(p+k) ·
√

2π(p+ k) · eθp+k
,

with
1

12n+ 1
≤ θn ≤

1

12n
∀n ∈ N.

Then:
(p− k)!

(p+ k)!
≤ p−2k · e2k · eθp−k ≤ c e2kp−2k, with c = e. (2.45)

At this point, we observe that Qp(Q̂) ⊆ P2p(Q̂). This fact and (2.44) immediately imply that there

exists ϕ̂p ∈ Pp(Q̂) which interpolates û at the vertices of Q̂ as in (2.42) and which satisfies:

|û− ϕ̂p|1,Q̂ ≤ c 2kekp−k|û|k+1,Q̂,

provided that p ≥ 2k.
We note that, owing to the fact that K̂ ⊆ Q̂, it holds:

|û− ϕ̂p|1,K̂ ≤ |û− ϕ̂p|1,Q̂ ≤ c2
kekp−k|û|k+1,Q̂.

In order to conclude, it suffices to define Π̂Q̂
p û := ϕ̂p.

The counterpart of Lemma 2.2.2 follows.

Lemma 2.3.2. Given K ∈ Tn, let Q = Q(K) be the smallest square containing K; moreover, let
u ∈ Hk+1(Q) and p ≥ 2k. Then, there exists a sequence of approximation operators {ΠQ

p }p∈N with

ΠQ
p : H2(Q) −→ Pp(Q) such that, for any k ∈ N:

|u−ΠQ
p u|1,K ≤ cMk h

µ
K

pk
‖u‖k+1,Q, µ = min(p, k),

where c and M are two constants independent of k, h, p and u.

Proof. It suffices to apply Lemma 2.3.1 and a classical scaling argument. The mapping F between
Q and Q̂ is the composition of a roto-traslation and a dilatation in R2. The polygon K̂ ∈ Q̂ and
the operator ΠQ

p u are simply given by K̂ = F (K) and ΠQ
p u = (ΠQ

p (u ◦ F−1)) ◦ F respectively.
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We define uπ ∈ Sp,−1(Ω, Tn),Sp,−1(Ω, Tn) being introduced in (1.44), as:

uπ|K = (ΠQ
p u)|K , with Q = Q(K) ∀K ∈ Tn.

Owing to assumption (G6) and Lemma 2.3.2, we are able to give the following global estimate:

|u− uπ|1,Tn ≤ cAk
hµ

pk
‖u‖k+1,Ωext , µ = min(p, k), (2.46)

where Ωext is defined in (2.40) and c and A are two positive constants independent of h, p, k, ρ0

and u (A is independent also of N), ρ0 being introduced in assumptions (G1)-(G2).

2.3.3 Virtual interpolation term

In the present section, we give an explicit representation of the constant c in (2.30) in terms of
k. We point out that here the shape regularity assumption is needed; in fact, the usual scaling
arguments used herein are based on affine mappings of shape regular triangles into the master
triangle.

Lemma 2.3.3. Let u be the solution to (1.27) with u ∈ Hk+1(Ωext), Ωext being defined in (2.40).
Under assumptions (G0)-(G1)-(G2)-(G3)-(G6), provided that p ≥ 2k, there exists uI ∈ Vhp such
that:

|u− uI |1,Ω ≤ c ·Bk
hk

pk
|u|k+1,Ωext , (2.47)

where c and B are two constants independent of k, p, h and u (B is independent also of N).

Proof. The proof of this lemma is a combination of the arguments used in Lemma 2.3.1 and the
construction of Lemma 2.2.3. Therefore, we only give the sketch of the proof.

We start by considering a triangle K̃ in the subtriangulation T̃n, we map it into the master
triangle T̂ (e.g. the triangle obtained halving the square [−1, 1]2 through one of its two diagonal),
we use a Legendre-type approximant in order to derive an estimate in terms of p as in Lemma
2.3.1, we go back to the triangle K̃.

Let Q̃ be the parallelogram Q̃ = Q̃(K̃) (see assumption (G6)) and let {Ṽi}3i=1 be the set of

the vertices of K̃. Therefore, it is possible to show the existence of a ϕhp ∈ Pp(K̃) such that

ϕhp(Ṽi) = u(Ṽi), ∀i = 1, 2, 3 and such that:

|u− ϕhp|1,K̃ ≤ cB̃
k h

k

pk
|u|k+1,Q̃, (2.48)

where c and B̃ are two positive constants independent of p, h, k and u (B̃ is also independent
of N and ρ0, ρ0 being introduced in assumptions (G1)-(G2)). We point out that this estimate

holds for all the triangles in the subtriangulation T̃n. We denote, with a little abuse of notation,
by ϕhp : Ω → R the global piecewise polynomial function whose restriction on each triangle K̃
satisfies (2.48).

So far, we have obtained a piecewise discontinuous polynomials. We set:

E = E(K̃) :=

 ⋃
{ ˜̃
K∈T̃n|K̃∩

˜̃
K=s

} Q̃
( ˜̃
K

) ∪ Q̃(K̃), s edge of K̃,

where we recall that Q̃(
˜̃
K) is defined in assumption (G6). We need to modify ϕhp in order to get a

continuous piecewise polynomial on the subtriangulation T̃n without changing the approximation
property (2.48). This can be done following the same approach as in [20, Theorem 4.6 and Lemma
4.7], i.e. by correcting ϕhp with suitable polynomial extensions of its edge jumps. It is possible to
check that such step does not introduce constants depending on k.
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With another little abuse of notation, we have obtained a ϕhp ∈ H1
0 (Ω) piecewise continuous

polynomial of degree p over the subtriangular decomposition T̃n, such that an analogous of (2.48)

holds for all K̃ ∈ T̃n:

|u− ϕhp|1,K̃ ≤ c
˜̃
B
k hk

pk
|u|k+1,E(K).

Using assumption (G6) and summing on all the elements, one can conclude the proof.

2.3.4 Oscillation of the right-hand side

The counterpart of Lemma 2.2.4 is a consequence of Lemmata 2.2.4 and 2.3.2. In particular the
following holds.

Lemma 2.3.4. Under assumptions (G0)-(G1)-(G2)-(G3)-(G6), let Ωext be defined in (2.40)

and let the loading term f ∈ H k̃+1(Ωext). Then, the following holds true:

Fhp ≤ cDk hµ̃

pk̃+2
‖f‖k̃+1,Ωext , µ̃ = min(p, k̃ + 2), (2.49)

where c and D are two positive constants independent of k, h, p and u (D is also independent
of N , N being the parameter introduced in assumption (G6) denoting the maximum number of

overlapping parallelograms associated with subtriangulation T̃n).

2.3.5 Exponential convergence of the method for analytic (on an en-
larged domain) solutions

Combining bounds (2.22), (2.46), (2.47) and (2.49) yields the following result.

Theorem 2.3.5. Under the assumptions (Ahp1)-(Ahp2)-(G0)-(G1)-(G2)-(G3)-(G6), let k ∈
N, k > 1

2 and let u and uhp be respectively the solutions to problems (1.27) and (2.1). Let Ωext

be defined as in (2.40), u ∈ Hk+1(Ωext) and ρ0 and N be defined in assumptions (G1), (G2) and
(G6) respectively. Assume also p ≥ 2k. Then, the following hp estimate holds true:

|u− uhp|1,Ω ≤ c
α∗(p)

α∗(p)
Ãk

hk

pk
|u|k+1,Ωext , (2.50)

where c and Ã are two positive constants independent of h, p, k and u (Ã is also independent of
N).

As done in Remark 4, we point out that if the domain Ω is convex it is possible to derive easily,
owing to the approximation properties of Legendre polynomials, L2 estimates of the form:

‖u− uhp‖0,Ω ≤ c
α∗(p)

α∗(p)
Ãk

hk+1

pk+1
|u|k+1,Ωext , (2.51)

where c and Ã are two constants independent of h, p, k and u (Ã is also independent of N).
We have the following exponential convergence result for analytic solutions u over the extended

domain Ωext defined in (2.40).

Theorem 2.3.6. Under the assumptions (Ahp1)-(Ahp2)-(G0)-(G1)-(G2)-(G3)-(G6), let u and

uhp be respectively the solutions to problems (1.27) and (2.1), with u ∈ A(Ωext), A(Ωext) being the
set of analytic function over the closure of Ωext defined in (2.40). Then, the following exponential
convergence estimate holds:

‖u− uhp‖1,Ω ≤ c
α∗(p)

α∗(p)
e−b p, (2.52)

for some positive constants c and b independent of p.
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Proof. We recall (see for instance [47]) that an analytic function u in the closure of a domain
Θ ∈ R2 is characterized by the following bound:

‖Dαu‖∞,Θ ≤ cA
|α|α! ∀α = (α1, α2) ∈ N2

0, (2.53)

where α! = α1!α2! and where c and A are constants independent of the multi-index α; nevertheless,
c and A depends on u and on Θ. Recalling (2.50), we have:

|u− uhp|1,Ω ≤ c(N)
α∗(p)

α∗(p)
Ãk

hk

pk
|u|k+1,Ωext ,

if p ≥ 2k.
Using (2.53) yields:

|u− uhp|1,Ω ≤ c
α∗(p)

α∗(p)

(
Ã
h

p

)k
Ak+1(k + 1)!.

By means of Stirling formula, we obtain:

|u− uhp|1,Ω ≤ c
α∗(p)

α∗(p)

(
hAÃ

p

)k (
k + 1

e

)k+1√
2π(k + 1)

1
2 ,

which leads to:

|u− uhp|1,Ω ≤ c
α∗(p)

α∗(p)

(
hAÃ

e p
k

)k
k

3
2 .

By denoting δ = hAÃ
e we can write:

|u− uhp|1,Ω ≤ c
α∗(p)

α∗(p)

(
k

p
δ

)k
k

3
2 .

Since this last inequality holds true for all k ∈ N such that 2 ≤ 2k ≤ p, we may choose k = b p
2(δ+1)c,

where b·c denotes the floor function. Hence:

|u− uhp|1,Ω ≤ c
α∗(p)

α∗(p)

(
δ

2(δ + 1)

) p
2(δ+1)

p
3
2 = c

α∗(p)

α∗(p)
e−b pp

3
2 , with b =

log( δ
2(δ+1) )

2(δ + 1)
. (2.54)

The multiplier p
3
2 can be absorbed by e−b p by making b a little bit smaller and increasing c;

therefore, (2.54) immediately yields:

|u− uhp|1,Ω ≤ c
α∗(p)

α∗(p)
e−b p, (2.55)

for some constants c and b independent of p. The result follows from the Poincarè inequality.

Remark 5. We point out that in order to obtain the hp estimates of Theorem 2.2.6 and of Theorem
2.3.5, we used two different approximant polynomials.

Throughout Section 2.2, we decided to follow the Babuška-Suri construction (see [20,21]) which
is based on a Fourier series expansion on a proper domain. Nevertheless this construction obliges,
also in the case of the overlapping square technique related to assumption (G6), to use some
extension operator (for instance the one described in [98, Chapter VI] for Lipschitz domains).
Thus, to give an explicit representation of the dependence of the involved constant on the Sobolev
regularity k is a not trivial work. Just to provide an example of possible additional complications,
we emphasize that the extension operator from [98, Chapter VI, Theorem 5] is based on a partition
of unity argument and thus one should be able to bound Sobolev (semi)norms of the bump-functions
appearing in the partition of unity. The problem is that such (semi)norms blow up very rapidly
when the Sobolev order grows, even faster than the rate of convergence of the method.
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On the other hand, throughout Section 2.3, we made use of Legendre-type approximant (as
done for instance in [96]). In this case, owing to Legendre polynomials properties, we are able to
obtain exponential estimates, since the dependence in the constant with respect to the Sobolev
regularity k can be derived and is mild enough.

We stress that the Legendre approach could be used also in Section 2.2; the choice of Fourier-
type approximation, which we recall is not applicable in Section 2.3, is essentially a matter of taste
and has the merit of avoiding to use bi-polynomial functions; furthermore, the latter approach is
much easier than the former and this is why we show the details of both.

We anticipate that the numerical tests in Section 7.1.2 do not suffer practically of the theoretical
pollution effect related to the stability.

2.4 A hint concerning the double rate of convergence in
terms of p

Assume now that u, the solution to problem (1.27), is given by:

u = rα sin(α θ), (2.56)

where (r, θ) are the polar coordinates associated with a vertex of domain Ω and α ∈ R+.
It is well-known, e.g. from [20,21], that one can achieve the so-called double rate of convergence

of the p version of FEM, whenever the solution to problem (1.27) has a particular form, e.g. the
one in (2.56). This means that in (2.37) and (2.38), instead of getting p−k, it is possible to get a
rate of convergence p−2k.

The same sort of double rate of convergence can be recovered in the framework of p VEM under
appropriate assumptions on u. Since the aim of the thesis does not consist in investigating this
kind of issue, we here give only rough details for the recovering of such double rate.

A function as in (2.56) is provided in (7.4) and is in fact the target of the numerical tests
regarding the h and p version of VEM on quasi-uniform meshes.

As a byproduct, we underline that what we are going to discuss can be extended to solutions
that are more general than those in (2.56), see e.g. [20, Section 5].

We now sketch the proof of the double rate of convergence in VEM. To this purpose, we need
to recall a technical result which is a direct consequence of [20, Lemma 5.1].

Lemma 2.4.1. Let u the solution to problem (1.27) be as in (2.56) and let T be a shape-regular
triangle. Then, there exists a sequence {zp}p∈N with zp ∈ Pp(T ) for all p ∈ N such that:

‖u− zp‖1,T ≤ c
hα

p2α
,

where c is a positive constant independent of h and p.

Combining Lemma 2.4.1 with Lemma 2.2.2, one is able to bound the first term on the right-
hand side of (2.22) that is a best error term with respect to polynomials; instead, in order to bound
the second term on the right-hand side of (2.22), that is a best error term with respect to functions
in the VE space, one should use the strategy presented in Lemma 2.2.3 and picking as ϕhp in
(2.31) the function defined in [20, Lemma 5.2] which is nothing but the p-FEM solution on the

subtriangulation T̃n introduced in Remark 2 of u, which also provides double rate of convergence
in terms of p.



Chapter 3

The hp version of the virtual
element method and
approximation of corner
singularities for the Poisson
problem on geometrically refined
meshes

In Chapter 2, we discussed the h and p version of VEM on quasi-uniform meshes assuming either
finite Sobolev regularity or analyticity (on a proper enlarged domain) of the solution to such target
problem. In the former case, the p version (as well in fact as the h version) of the method leads
to an algebraic decay of the error, see Theorem 2.2.6, while in the latter one has exponential
convergence, see Theorem 2.3.6.

Nonetheless, solutions to elliptic PDEs on polygons suffer in general a lack of regularity at
the corners of the domain and therefore one is not able to obtain exponential convergence of the
error both for the h and the p version of the method when employing quasi-uniform meshes. More
precisely, as discussed in Appendix A, the solutions to elliptic PDEs typically belong to Babuška
spaces B`β(Ω) defined in (1.22) and thus, also with smooth data (analytic right-hand side and
homogeneous Dirichlet boundary conditions), such solutions are in general singular at the corners
of the domain.

The fact that when the solution has finite Sobolev regularity both the h and the p version of the
method return an algebraic decay of the error, which is opposed to exponential convergence when
approximating analytic solutions, is also valid in the FEM framework [20, 96]. Here, a remedy
in order to recover exponential convergence is given by the full hp version of the method, which
consists in combining mesh refinements towards the corners of the domain and by increasing the
dimension of local spaces in the interior of the domain.

The present chapter is devoted to extend the technology of VEM to the hp setting, exploiting
in this way the great flexibility of polygonal methods in handling meshes that are geometrically
refined, see e.g. Figures 1.4 and 1.5.

Throughout the chapter, we assume that the sequences of polygonal decompositions {Tn}n∈N
satisfy assumptions (G0)-(G1)-(G2)-(G4)-(G5), that is we consider geometric meshes refined
towards a single vertex only, namely 0. In addition, we will also assume that u and f , the solution
and the right-hand side of problem (1.27) respectively, belong to the modified Babuška spaces
B2
β(Ω,0) and B0

β(Ω,0), where space B`β(Ω,0) is defined in (1.36), where 1 − α1,1 < β, α1,1 being
the first singular exponent defined in (A.4) associated with vertex 0.

All the results in this chapter hold true also in the case of “multiple singularities”, but, for the
sake of simplicity, we assume only the singularity at 0.

32
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The outline of the chapter follows. In Section 3.1, we deal with the construction of a VEM
with nonuniform degrees of accuracy. In Section 3.2, we prove exponential convergence in terms
of the total number of degrees of freedom and, under proper assumptions on the stabilization, we
prove that, at the theoretical level, there is no pollution effect due to the stabilization.

Finally, we point out that the contents of this chapter are presented in [32].

3.1 Virtual Elements for the Poisson problem with nonuni-
form degree of accuracy

In this section, we introduce a VEM with nonuniform degree of accuracy for Poisson problem (1.27).
Recall that we are given sequences of polygonal decompositions {Tn}n∈N satisfying assumptions

(G0)-(G1)-(G2)-(G4)-(G5). We associate to each Tn, n ∈ N, a vector p ∈ Ncard(Tn) which is in
bijection with Tn as follows:

p = (p1, p2, . . . , pcard(Tn)) ←→ Tn = (K1, K2, . . . ,Kcard(Tn)). (3.1)

We also write pK in lieu of pi whenever K = Ki. Vector p will pay the role of distribution of the
local degrees of accuracy over Tn.

For the sake of simplicity, we assume that:

pK ≥ 2 ∀K ∈ Tn. (3.2)

Assumption (3.2) has the merit of simplifying the treatment of the discrete right-hand side (3.15)
and in fact is not mandatory.

Even more importantly, we demand the following property on distribution p:

(P1) the following holds true:

pK1
≈ pK2

whenever K1 ∩K2 6= ∅, (3.3)

that is, we demand that two neighbouring elements must have comparable p.
We also associate a “degree of accuracy” to each edge s in the skeleton of Tn following the

so-called maximum-rule. This means that:

• if s 6⊂ ∂Ω, i.e. if s is an internal edge, then there exists K1, K2 ∈ Tn such that K1 ∩K2 = s;
we fix ps = max(pK1

, pK2
);

• if s ⊂ ∂Ω, i.e. if s is a boundary edge, then there exists exactly one K ∈ Tn such that s ⊂ K;
we fix ps = pK .

In Figure 3.1, we depict an example where the maximum-rule applies.
We are now ready to define the VE space with nonuniform distribution of degrees of freedom.

As in Chapter 2, we begin with the definition of the local spaces. Given K ∈ Tn, we define the
space of piecewise continuous polynomials over ∂K as:

B(∂K) =
{
vn ∈ C0(∂K) | vn|s ∈ Pps(s) for all s edge of K

}
. (3.4)

The local VE space reads:

V (K) =
{
vn ∈ H1(K) | ∆vn ∈ PpK−2(K), vn ∈ B(∂K)

}
. (3.5)

The difference between local spaces V (K) defined in (3.5) and Vhp(K) defined in (2.3) is that in
the former space nonuniform polynomial degree on the boundary is allowed.

The two spaces share the same type of degrees of freedom, see Section 2.1, but we highlight that
the number of edge dofs depends here on the distribution of polynomial degrees over the boundary
of K. More precisely, the dimension of space V (K) is:

dim(V (K)) =

NK∑
j=1

psj +
(pK − 1)pK

2
, (3.6)
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Figure 3.1: Left: distribution of the degrees of accuracy on polygons. Right: distribution of the degrees of accuracy
on edges via maximum rule.

where we recall that NK is the number of vertices and edges of K, while {sj}NKj=1 denotes its set of
edges.

We observe that, since we are employing the maximum-rule, we have PpK (K) ⊂ V (K). In
principle, it is possible to pick also the minimum-rule; in doing that, no actual changes in the
convergence of the method can be seen in numerical tests; yet, since PpK (K) ⊂ V (K) would not
hold anymore, the approximation analysis would get more technical.

The global VE space is obtained by matching the boundary dofs on each edge and by imposing
homogeneous Dirichlet boundary conditions:

Vn =
{
vn ∈ C0(Ω) | vn|K ∈ V (K), vn|∂Ω = 0

}
. (3.7)

Having defined the global VE space and recalling that it consists of functions that are explicitly
known only on the skeleton of Tn, we introduce a computable global discrete bilinear form (since
its continuous counterpart is not computable):

an(un, vn) =
∑
K∈Tn

aKn (un, vn) ∀un, vn ∈ Vn, (3.8)

where the local discrete bilinear forms read, as in (2.13):

aKn (un, vn) = aK(Π∇pKun,Π
∇
pKun) + SK((I −Π∇pK )un, (I −Π∇pK )vn) ∀un, vn ∈ V (K), (3.9)

where Π∇pK is defined as in (2.8) and where

SK : ker(Π∇pK )× ker(Π∇pK )→ R (3.10)

is a computable stabilizing bilinear form satisfying:

c∗(pK)|vn|21,K ≤ SK(vn, vn) ≤ c∗(pK)|vn|21,K ∀vn ∈ ker(Π∇pK ). (3.11)

Here we demand an additional assumption on the stabilization constants c∗(pK) and c∗(pK),
namely:

c∗(pK) = c p−r1K , c∗(pK) = c pr2K ∀K ∈ Tn, (3.12)

for some universal positive constants c, r1 and r2.
The reason for which we demand (3.12) is that under this assumption we are able to prove

exponential convergence of hp VEM in Section 3.2.4. We anticipate that in Section 6.2 we exhibit
explicit choices for SK satisfying (3.2.4) with explicit r1 and r2.

As in Chapter 2, it is possible to prove that the local discrete form aKn satisfies the two following
properties:

(An1) polynomial consistency: for all K ∈ Tn, it must hold:

aK(qpK , vn) = aKn (qpK , vn) ∀ qpK ∈ PpK (K), ∀ vn ∈ V (K); (3.13)
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(An2) stability: for all K ∈ Tn, it must hold:

α∗(pK)|vn|21,K ≤ aKn (vn, vn) ≤ α∗(pK)|vn|21,K ∀ vn ∈ V (K) (3.14)

where α∗(pK) = min(1, c p−r1K ) and α∗(pK) = max(1, c pr2K ), c, r1 and r2 being introduced in
(3.12).

For what concerns the discrete right-hand side (again, we can not keep the continuous one since
the functions in the VE space are not known explicitly at the interior of each polygon), we define:

〈fn, vn〉n =
∑
K∈Tn

〈fn, vn〉K,n ∀ vn ∈ Vn, (3.15)

where the local terms are defined as:

〈fn, vn〉K,n =

∫
K

fn
(
Π0
pK−2vn

)
∀ vn ∈ V (K), (3.16)

Π0
pK−2 being the L2 projection defined in (2.18), which we recall is computable via only internal

dofs (2.4).
At the end of the day, we end up with the following VEM based on a nonuniform distribution

of local degrees of accuracy:{
find un ∈ Vn such that

an(un, vn) = 〈fn, vn〉n ∀ vn ∈ Vn
, (3.17)

which is well-posed, owing to (3.14).
Let now FKn , K ∈ Tn, be be the smallest positive constants such that:

|(f, vn)0,K − 〈fn, vn〉0,K | =
∫
K

(f −Π0
p−2f) (vn −Π0

p−2vn) =: FK(vn) ≤ FKn |vn|1,K ∀ vn ∈ V (K)

(3.18)
and let:

α(pK) :=
α∗(pK)

minK′∈Tn α∗(p
′
K)
, ∀K ∈ Tn, (3.19)

where α∗(pK) and α∗(pK) are introduced in (3.14).
We prove now an abstract error analysis which traces Lemma 2.22 but in addition takes here

into account the nonuniformity of the distribution of the polynomial degrees of accuracy.

Lemma 3.1.1. Under assumptions (An1)-(An2), let u and un be the solutions to problems (1.27)
and (3.17) respectively. Then, for all uI ∈ Vn and for all uπ ∈ Sp,−1(Ω, Tn) defined in (1.44), it
holds that:

|u− un|1,Ω .
∑
K∈Tn

α(pK)
{
|u− uπ|1,K + |u− uI |1,K + FKn

}
, (3.20)

where FKn and α(pK) are defined in (3.18) and (3.19) respectively.

Lemma 3.20 states that, up to the pollution factor α(pK) defined in (3.19) due to the presence
of the stabilization, the error of the method is bounded by the sum of three terms:

• a sum of local best error terms with respect to polynomials of degree pK over each K ∈ Tn;

• a sum of local best error terms with respect to functions in the local VE spaces V (K);

• a sum of local terms due to the oscillation of the right-hand side.

The forthcoming section, is devoted to estimate these three terms. Thanks to (3.12), we prove
exponential convergence of the method in terms of the total number of degrees of freedom without
the pollution effect due to the stabilization.



CHAPTER 3. HP VEM ON GEOMETRICALLY GRADED MESHES 36

3.2 Exponential convergence with hp VEM

In this section, we study the convergence of VEM (3.17), where we recall that we are assuming
that u, the solution to problem (1.27), belongs to B2

β(Ω,0) defined in (1.36) with 1 − α1,1 < β,
α1,1 being the first singular exponent (A.4) associated with vertex 0. In particular, u has the
natural regularity that one would expect when solving a Poisson problem on a polygonal domain,
see Theorem A.0.4.

We demand additional regularity on the sequences of decompositions {Tn}n∈N. We recall that
we are employing sequences of meshes that are geometrically refined toward vertex 0, see Section
1.4.2. We also recall that in each K ∈ Tn, n ∈ N, we distinguish between polygons belonging to
L0, the layer of polygons abutting 0 and all the other layers.

In order to fix the notation, we write:

T 0
n = L0 T 1

n = ∪nj=1Lj . (3.21)

See Figure 3.2 for a graphical representation of the two sets defined in (3.21).

Tn T 0
n T 1

n

Figure 3.2: Left: Tn, original mesh. Center: T 0
n , layer of polygons abutting 0. Right: T 1

n , other layers.

We are now able to demand an additional assumption on the mesh:

(G7) given Tn geometric polygonal decomposition, there exists a collection C1
n of squares such

that:

– card(C1
n) = card(T 1

n ); for each K ∈ T 1
n , there exists Q = Q(K) ∈ C1

n such that Q ⊇ K
and hK ≈ hQ, being hQ = diam(Q); in addition, it must hold dist(0, Q(K))≈ hK ;

– every x ∈ Ω belong at most to a fixed number of squares Q, independently of all the
discretization parameters;

– for all K ∈ T 0
n , K is star-shaped with respect to 0; moreover, the subtriangulation of K

obtained by joining 0 with the other vertices of the polygon is uniformly shape-regular.

We set Ωextn = (∪Q∈C1
n
Q) ∪ (∪K∈T 0

n
K).

In Figure 3.3, we depict on the left the fact that the mesh in Figure 1.4 (center) fulfills the covering
square requirement (G7), on the left the fact that the mesh in Figure 1.4 (right) does not.

We point out that (G7) seems to be a rather technical requirement. Indeed, we will show in
Section 7.2 that also meshes not satisfying (G7) may produce the expected convergence which will
be proven in Section 3.2.4.

We note that (G7) is in the spirit of the strategy of the overlapping square technique used in
Chapter 2. We here additionally require that squares covering polygons in T 1

n can not cover vertex
0; if this were true, then all the approximation results proven in Sections 3.2.1, 3.2.2 and 3.2.3 on
polygons not abutting 0 would not hold anymore.

Finally, we point out that instead of considering a decomposition of squares Cn, it is possible
to consider in (G7) a decomposition in sufficiently regular quadrilaterals (e.g. parallelograms),
since the same analysis by means of Legendre polynomials used in the forthcoming sections could
be performed as well.

The remainder of the section is organized as follows. In Sections 3.2.1, 3.2.2 and 3.2.3, we
bound the local contributions due to the first, second and third terms appearing on the right-hand
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K1

K2

Figure 3.3: Left: the mesh in Figure 1.4 (center) fulfills the covering square requirement in assumption (G7); this
is shown e.g. for element K1. Right: the mesh in Figure 1.4 (right) does not; this is shown e.g. for element K2. In
both cases the bounding square has a red dotted boundary.

side of (3.20); finally, in Section 3.2.4, we prove the main result of the chapter, namely exponential
convergence of the method in terms of the total number of degrees of freedom; here, thanks to
(3.12), it is possible to get rid of the pollution effect of the stabilization.

3.2.1 Local approximation by polynomials

Here, we deal with the approximation of the first local terms on the right-hand side of (3.20). What
we are going to prove are hp approximation properties by means of local polynomials on polygons.
In hp-FEM literature, classical approximation of this type is not done on general polygons but
only on squares and triangles, see [20,21,71,77,78,96] and the references therein.
The basic tool behind this approach is the employment of orthogonal bases, namely tensor product
of Legendre polynomials on the square, see [96], and Koornwinder polynomials (that is collapsed
tensor product of Jacobi polynomials) on triangles, see [63,74,77]; with such basis, explicit compu-
tations can be performed, owing to properties of Legendre and Jacobi polynomials. On a generic
polygon an explicit basis with good approximation properties is not available, at least to the best
of our knowledge.

The first result is a polynomial approximation estimate regarding regular functions on polygons
far from the singularity. This result will be used for the approximation of the first local terms on
the right-hand side of (3.20) for the elements K separated from the singularity.

Lemma 3.2.1. Under assumptions (G0)-(G1)-(G2)-(G4)-(G5)-(G7), let K ∈ Lj, j = 1, . . . , n.

Let Q(K) be defined in (G7) and let u ∈ HsK+3,2
β (Q(K)), 1 ≤ sK ≤ pK , where we recall that the

definition of the weighted Sobolev spaces under consideration can be found in (1.35). Then, there
exists Φ ∈ PpK (Q(K)) such that:

‖Dm(u− Φ)‖20,K . σ2(n−j)(2−m−β) Γ(pK − sK + 1)

Γ(pK + sK + 3− 2m)

(ρ
2

)2sK
|u|2

H
sK+3,2

β (Q(K))
, (3.22)

where m = 0, 1, 2; 2 ≤ j ≤ n + 1; ρ = max(1, 1−σ
σ ), σ is the grading parameter of the mesh

introduced in (1.39) and Γ is the Gamma function.

Proof. The result follows from classical scaling arguments and [96, Lemma 4.53]. Here, we only
sketch the proof.

Firstly one encapsulates polygon K into the corresponding square Q(K). It is possible to
bound the left-hand side of inequality (3.22) with the same (semi)norm on the square. After that,

the square is mapped into the reference square Q̂ = [−1, 1]2 and a p analysis by means of tensor
product of Legendre polynomials is developed (see [96, Theorem 4.46]). Subsequently, the reference
square is pushed forward to square Q. Using the property of the geometric mesh and [96, Lemma
4.50], the result follows.

Estimates on polygons around the singularity are discussed in the following lemma. We point
out that for the error control in layer L0 we can work directly on the element without the need
of employing covering squares, as done for the analysis on the polygons of the other layers, see
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Lemma 3.2.1. The proof is an extension to polygonal domains of that in Theorem [96, Lemma
4.16].

Lemma 3.2.2. Under assumptions (G0)-(G1)-(G2)-(G4)-(G5)-(G7), let K ∈ L0. Let u ∈
H2,2
β (K), β ∈ [0, 1), where we recall that the definition of the weighted Sobolev spaces under con-

sideration can be found in (1.35). Then, there exists Φ ∈ P1(K) such that:

|u− Φ|21,K . h
2(1−β)
K ‖|x|βD2u‖20,K . σ2(1−β)n‖|x|βD2u‖20,K , (3.23)

where σ is the grading parameter of the mesh introduced in (1.39) and where the hidden constant
depends on the parameters ρ0 and c introduced in assumptions (G1)-(G2)-(G3).

Proof. We consider the subtriangulation T̃n(K) of K described in Remark 2 and we recall that it
is shape-regular, with shape-regularity constant depending on the parameters ρ0 and c introduced
in assumptions (G1)-(G2)-(G3). Let T̂ be the reference triangle of vertices (0, 0), (1, 0) and (0, 1)

and let F−1
T : T → T̂ be the standard affine map between the triangle T and the reference triangle

T̂ for all T ∈ T̃n(K).
Proceeding as in [96, Lemma 4.16], it is possible to prove the validity of the following inequality:

|Û |2
1,T̂
≤ c

{
‖|x̂|βD2Û‖2

0,T̂
+ ‖Π̂0

1Û‖20,T̂
}
∀Û ∈ H2,2

β (T̂ ), (3.24)

where c is a positive constant independent of Û and where Π̂0
1(·) = Π0,K

1 ◦ FT (·), Π0,K
1 being the

L2 projector from L2(K) into P1(K).

Given now U ∈ H2,2
β (K), splitting |U |21,K into a sum of terms over the triangles in T̃n(K), using

a scaling argument and applying (3.24), yield:

|U |21,K ≤ ch
2(1−β)
K

{
‖|x|βD2U‖20,K + ‖Π0,K

1 U‖20,K
}
,

where now c is a positive constant depending only on the shape-regularity of T̃n(K) and hence on
the parameters ρ0 and c introduced in assumptions (G1)-(G2)-(G3), see Remark 2.

The assertion follows by picking U = u− Φ, where Φ = Π0,K
1 u.

We stress that (3.23) does not rely on p approximation results, but only on scaling argument.
This is enough in order to prove the main result of this work, that is Theorem 3.2.8, and it is
in accordance with the choice of the vector of local degrees of accuracy that will be done in the
forthcoming definition (3.45). We emphasize that this is in the spirit of classical hp refinement,
see [96].

3.2.2 Local approximation by functions in the VE space

Here, we treat the approximation of the second local terms on the right-hand side of (3.20). We
observe that this term has two main differences with respect to the other two. The first difference
is that we need an approximant uI which is globally continuous; the second one is that uI is not
a piecewise polynomial but a function belonging to the virtual space Vn.

As done in Section 3.2.1, we split the analysis into two parts. Firstly, we work on polygons
abutting the singularity, see Lemma 3.2.4; secondly, we work on elements K in the first layer L0,
see Lemma 3.2.5.

In order to prove such results, we need an additional technicality.

Lemma 3.2.3. Under assumptions (G1)-(G2)-(G3), let K ∈ Tn with, for simplicity, hK = 1.
Then, for all v ∈ H1(K) with ∆v = 0, the following holds true:

|v|21,K .
{

(‖∆v‖0,K + |v|1,K)‖v‖ 1
2 ,∂K

+ ‖∆v‖0,K‖v‖0,K
}
, (3.25)

where the hidden constant depends on the parameters ρ0 and c introduced in assumptions (G1)-
(G2)-(G3).
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Proof. A fundamental tool needed for proving the assertion is the fact that the subtriangulation of
K obtained by joining its vertices with the center of the ball in assumption (G1), is shape-regular
with shape-regularity constant depending on the parameters ρ0 and c introduced in assumptions
(G1)-(G2)-(G3), see Remark 2.

Given NK the number of edges of K, we denote by K̂ the regular polygon centered at 0 = (0, 0)
with NK edges of length 1. Note that, due to the fact that NK is uniformly bounded and that
hK ≈ hs for all edges s of K, see assumption (G2), hK ≈ 1. Let T̃n(K) be the subtriangulation of

K̂ obtained by joining 0 with the vertices of K̂.
Then, see for instance [82, Lemma 2.3], there exists a bijection F−1

K ∈ W 1,∞(K̂,K), with

inverse FK ∈ W 1,∞(K, K̂), which maps every T̂ ∈ T̃n(K̂) in T ∈ T̃n(K) in an affine way. The

W 1,∞ norms of F−1
K and FK are bounded solely in terms of the star-shapedness constant of T̃n(K)

and therefore on the parameters ρ0 and c introduced in assumptions (G1)-(G2)-(G3). Moreover,
notice that, since the number of edges is uniformly bounded, see assumption (G2), there is a finite

number of such reference polygons K̂.
We are now ready to prove the statement of the lemma. We begin by applying an integration

by parts, a Cauchy-Schwarz inequality and the definition of the H
1
2 (∂K) norm, to get:

|v|21,K =

∫
K

∆v v +

∫
∂K

∂nv v ≤ ‖∆v‖0,K‖v‖0,K + ‖∂nv‖− 1
2 ,∂K
‖v‖ 1

2 ,∂K
. (3.26)

We only need to bound the second term on the right-hand side of (3.26). To this purpose, we
recall:

‖∂nv‖− 1
2 ,∂K

= sup
ϕ∈H

1
2 (∂K), ϕ 6=0

− 1
2
〈∂nv, ϕ〉 1

2

‖ϕ‖ 1
2 ,∂K

(3.27)

and we bound from below the denominator on the right-hand side of (3.27).
Using the regularity of the maps FK and F−1

K , it is trivial to show that, for every Φ ∈ H1(K),
one has:

‖Φ‖1,K . ‖Φ̂‖1,K̂ , (3.28)

where the hidden constant depends on the shape-regularity of T̃n(K) and where Φ̂ = Φ ◦ FK .
At this point, we recall that the right-inverse trace theorem, see e.g. [80, Theorem 3.37], guar-

antees that for each ϕ̂ ∈ H 1
2 (∂K̂) there exists Φ̂ ∈ H1(K̂) such that Φ̂|∂K̂ = ϕ̂ and:

‖Φ̂‖1,K̂ ≤ c‖ϕ̂‖ 1
2 ,∂K̂

, (3.29)

for some universal positive constant c.
As a further step, we observe that, given ϕ ∈ H 1

2 (∂K) and ϕ̂ = ϕ ◦ F−1
K , one gets:

‖ϕ̂‖ 1
2 ,∂K̂

. ‖ϕ‖ 1
2 ,∂K

, (3.30)

where the hidden constant depends solely on the shape-regularity of the subtriangulation T̃n(K);
in order to see this, it suffices to use interpolation theory [102] and to show that:

‖v̂‖0,∂K̂ . ‖v‖0,∂K |v̂|1,∂K̂ . |v|1,∂K , (3.31)

with hidden constants depending on the shape-regularity of T̃n(K). Thus, (3.31) follows again
from a mapping argument and the regularity of FK and F−1

K .

Collecting (3.28), (3.29) and (3.30), we deduce that, given ϕ ∈ H 1
2 (∂K), there exists Φ ∈ H1(K)

such that Φ|∂K = ϕ and:
‖Φ‖1,K . ‖ϕ‖ 1

2 ,∂K
, (3.32)

with hidden constant depending solely on the parameters ρ0 and c introduced in assumptions
(G1)-(G2)-(G3), through Remark 2.

Plugging (3.32) into (3.27), applying an integration by parts and finally using Cauchy-Schwarz
inequality, yield:

‖∂nv‖− 1
2 ,∂K

= sup
Φ∈H1(K),Φ 6=0

∫
K
∇v · ∇Φ +

∫
K

(∆v)Φ

‖γ(Φ)‖ 1
2 ,∂K

. |v|1,K + ‖∆v‖0,K ,
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where γ denotes the trace operator, whence the claim.

Remark 6. A straightforward modification of the proof of Lemma 3.2.3 implies that, in case v is
such that ∆v has zero average over K, then (3.25) modifies to:

|v|21,K .
{

(‖∆v‖0,K + |v|1,K)‖v − c1‖ 1
2 ,∂K

+ ‖∆v‖0,K‖v − c2‖0,K
}
, (3.33)

where the hidden constant depends on the parameters ρ0 and c introduced in assumptions (G1)-
(G2)-(G3) and where c1 and c2 belong to R. If instead v is such that ∆v ∈ Pp(K), p ∈ N, then
(3.25) modifies to:

|v|21,K .
{

(‖∆v‖0,K + |v|1,K)‖v‖ 1
2 ,∂K

+ ‖∆v‖0,K‖Π0
pv‖0,K

}
, (3.34)

where, once again, the hidden constant depends on the parameters ρ0 and c introduced in assump-
tions (G1)-(G2)-(G3) and where we recall that Π0

p is the L2 projector defined as in (2.18).

Lemma 3.2.4. Under assumptions (G0)-(G1)-(G2)-(G4)-(G5)-(G7)-(P1), let K ∈ Lj, j =
1, . . . , n. Let f , the right-hand side of (1.27), belong to space B0

β(Ω,0) and, consequently, u,

the solution to problem (1.27), belongs to B2
β(Ω,0), where we recall that Babuška spaces under

consideration are defined in (1.36), where we are assuming 1 − α1,1 < β, α1,1 being the singular
exponent (A.4) associated with vertex 0. Assume moreover that if K ∈ L1, then pK ≈ 2. Then,
for all 1 ≤ sK ≤ pK , there exists uI ∈ V (K) such that:

|u− uI |21,K . ‖f −Π0
pK−2f‖20,K + σ(n−j)(3−2β)p−2 sK−1

K

(ρe
2

)2 sK+1 ∑
s∈EK

|u|2
H
sK+1,2

β (s)
, (3.35)

where we recall that Π0
pK−2 is the L2(K) orthogonal projection from V (K) into PpK−2(K) defined

in (2.18), σ is the grading parameter of the mesh introduced in (1.39), ρ = max
(
1, 1−σ

σ

)
and where

we recall that the HsK+1,2
β (s) seminorm is defined in (1.21).

Proof. Before starting the proof, we observe that the boundary norm on the right-hand side of
(3.35) exists, since u ∈ B2

β(Ω,0) implies that u ∈ Ht(K) for all t ∈ N and polygons K /∈ L0.
We define uI as the weak solution to the following problem:{

−∆uI = Π0
pK−2f in K,

uI = πu on ∂K,
(3.36)

where πu ∈ B(∂K), see (3.4), is defined in the following way. Assume for the time being that

K /∈ L1. Let Î = [−1, 1]. Given an edge s ⊆ ∂K, πu is defined as the push-forward of a function

π̂u ∈ Pps(Î) which we fix as follows. Given û be the pull-back of u|s on Î, π̂u
′

is the Legendre
expansion of û up to order ps − 1. In particular, we write:

û′(ξ) =

∞∑
i=0

ciLi(ξ), π̂u
′
(ξ) =

ps−1∑
i=0

ciLi(ξ). (3.37)

Here {Li(ξ)}∞i=0 is the L2(Î) orthogonal basis of Legendre polynomials, defined at the endpoints

of Î as Li(−1) = (−1)i and Li(1) = 1. Next, we define π̂u as:

π̂u(ξ) =

∫ ξ

−1

π̂u
′
(η)dη + û(−1).

It is possible to prove, by using the definition of π̂u and the fundamental theorem of calculus, that
π̂u interpolates û at the endpoints of Î.

Recalling [96, Theorem 3.14] and using simple algebra, the following holds true:

‖û− π̂u‖`,Î . esKp−sK−1+`
s |u|sK+1,Î , ` = 0, 1, ∀ 1 ≤ sK ≤ pK . (3.38)
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Applying a scaling argument, interpolation theory [101, 102] and summing over all the edges, we
get:

‖u− πu‖21
2 ,∂K

.
∑
s∈EK

e2sK+1

(
hs
ps

)2sK+1

|u|2sK+1,s ∀ 1 ≤ sK ≤ pK . (3.39)

If now K ∈ L1, we define πu|s as above assuming s does not belong to the interface between L0

and L1, otherwise uI is defined as the linear interpolant of u at the two endpoints of s. We point
out that (3.39) remains valid also if K ∈ L1 paying an additional constant c2sK+1, since pK ≈ 2
whenever K ∈ L1. We also note that (3.39) implies, recalling from assumption (P1) that ps ≈ pK
if s ⊆ ∂K and following the ideas of [96, Lemma 3.39]:

‖u− uI‖21
2 ,∂K

= ‖u− πu‖21
2 ,∂K

. σ(n−j)(3−2β)p−2sK−1
K

(ρ e
2

)2sK+1 ∑
s∈EK

|u|2
H
sK+1,2

β (s)
, (3.40)

where we recall that j denotes the number of the layer to which K belongs.
We are now ready to prove the error estimate. Recalling that f − Π0

pK−2f has zero average
over K, one has that (3.33) is valid. Choosing c2 in (3.33) to be the average of u− πu on ∂K and
applying a Poincaré inequality yield:

|u− uI |21,K .
(
|u− uI |1,K + ‖f −Π0

pK−2f‖0,K
)
‖u− πu− c1‖ 1

2 ,∂K
+ ‖f −Π0

pK−2f‖0,K |u− uI |1,K

. |u− uI |1,K
{
‖f −Π0

pK−2f‖0,K + ‖u− πu− c1‖ 1
2 ,∂K

}
+ ‖f −Π0

pK−2f‖0,K‖u− πu− c1‖ 1
2 ,∂K

.

where the hidden constant depends on the parameters ρ0 and c introduced in assumptions (G1)-
(G2)-(G3).

We deduce, picking c1 to be the average of u− uI on ∂K and applying a Poincaré inequality:

|u− uI |21,K . ‖f −Π0
pK−2f‖20,K + ‖u− πu‖21

2 ,∂K
.

In order to conclude, it suffices to apply (3.40).

We turn now our attention to the approximation on the polygons abutting the singularity.

Lemma 3.2.5. Let assumptions (G0)-(G1)-(G2)-(G4)-(G5)-(G7)-(P1) hold. Let f , the right-
hand side of (1.27), belong to space B0

β(Ω,0) and consequently u, the solution to problem (1.27),

belongs to B2
β(Ω,0), where we recall that the Babuška spaces under consideration are defined in

(1.36), with 1 − α1,1 < β, α1,1 being the first singular exponent (A.4) associated with vertex 0.
Assume that pK = 2 if K ∈ L0. Then there exists uI ∈ V (K) such that:

|u− uI |21,K . σ2(1−β)n‖|x|βD2u‖20,K + ‖f −Π0
pK−2f‖20,K .

where we recall that Π0
pK−2 is the L2(K) orthogonal projection from V (K) into PpK−2(K) defined

in (2.18), σ is the grading parameter of the mesh introduced in (1.39) and n+ 1 is the number of
layers.

Proof. We consider uI defined as in (3.36); in particular, we fix πu, the trace of uI on ∂K to be
the piecewise affine interpolant of u at the vertices of K. Arguing as in Lemma 3.2.4, we have:

|u− uI |21,K . ‖f −Π0
pK−2f‖20,K + ‖u− uI − c1‖21

2 ,∂K
, (3.41)

where c1 is the average of u−uI on ∂Kand where the hidden constant in (3.41) depends solely on
the parameters ρ0 and c introduced in assumptions (G1)-(G2)-(G3).

In order to get the claim, it suffices to bound the second term. As in Lemma 3.2.2, we consider
the subtriangulation T̃n = T̃n(K) of K obtained by connecting all the vertices of K to 0, see

assumption (G7). In particular, every triangle T ∈ T̃n is star-shaped with respect to a ball of
radius ≥ γ̃hT , where γ̃ is a positive universal constant. We define ũK as the piecewise linear
interpolant polynomials over the triangular subtriangulation, interpolating u at the vertices of T ,
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for every T ∈ T̃n. Using [96, Lemma 4.16], arguing similarly to what done in Lemma 3.2.3 and
applying a Poincaré inequality, yield:

‖u− uI − c1‖21
2 ,∂K

. ‖u− ũK − c1‖21,K .
∑
T∈T̃n

|u− ũK |21,T .
∑
T∈T̃n

h
2(1−β)
T ‖|x|βD2u‖20,T . σ2(1−β)‖|x|βD2u‖20,K ,

(3.42)

where, again, the hidden constant in (3.42) depends solely on the parameters ρ0 and c introduced
in assumptions (G1)-(G2)-(G3). We stress that the third inequality in (3.42) holds since ũK |T is

a linear polynomial and therefore D2ũK = 0 on all T ∈ T̃n.

We note that in Lemmata 3.2.4 and 3.2.5 the error between f and its L2 projection can be
bounded using Lemmata 3.2.6 and 3.2.7 in the next section.

We also point out that the hypothesis concerning the distribution of the local degrees of ac-
curacy, i.e. the fact that pK = 2 if K ∈ L0 and assumption (P1), are in accordance with the
forthcoming definition (3.45) that we will introduce for the proof of Theorem 3.2.8. Finally, we
point out in Lemmata 3.2.4 and 3.2.5 we introduced a function uI which is locally in V (K) and
globally continuous; thus, uI is a function in the global Virtual Element Space Vn introduced in
(3.7).

3.2.3 Local approximation of the oscillation of the right-hand side

Here, we deal with the approximation of the third local terms on the right-hand side of (3.20).
Since we are approximating it with piecewise polynomials of local degree pK−2, we set p = p−2,

i.e. for all K ∈ Tn, pK = pK − 2. where we recall that we are assuming for the sake of simplicity
pK ≥ 2 for all K ∈ Tn, see (3.3).

As in Section 3.2.1, we develop a different analysis for polygons near and far from the singularity.
We start with the “far” case.

Lemma 3.2.6. Under assumptions (G0)-(G1)-(G2)-(G4)-(G5)-(G7), let K ∈ Lj, j = 1, . . . , n.

Let Q(K) be defined in (G7) and let f ∈ HsK+3,2
β (Q(K)), 0 ≤ sK ≤ pK , with pK = pK −2. Then,

for all vn ∈ V (K) defined in (3.5):

FK(vn) ≤ |vn|1,K

{
σ(n−j)(2−β)

(
Γ(pK − sK + 1)

Γ(pK + sK + 1)

) 1
2 (ρ

2

)sK
|f |

H
sK+3,2

β (Q(K))

}
,

where we are employing the same notation of Lemma 3.2.1.

Proof. It suffices to use a Cauchy-Schwarz inequality in (3.18), standard bounds for the projection
errors and analogous estimate to those in Lemma 3.2.1.

Assume now that K is an element in the finest level L0. We work here a bit differently from
what we did in Lemma 3.2.2. In particular we get the following.

Lemma 3.2.7. Under assumptions (G0)-(G1)-(G2)-(G4)-(G5)-(G7), let K ∈ L0. Assume
f ∈ L2(K). Let β ∈ [0, 1). Then:

FK(vn) ≤ h1−β
K |vn|1,K‖f‖0,K . σn(1−β)|vn|1,K , ∀ vn ∈ V (K),

where σ is the grading parameter of the mesh introduced in (1.39) and where
FE(vn) is defined in (3.18).

Proof. Using a Cauchy-Schwarz inequality and Bramble-Hilbert lemma we obtain:

FK(vn) . hK |vn|1,K‖f‖0,K ≤ h1−β
K |vn|1,K‖f‖0,K . σn(1−β)|vn|1,K ∀ vn ∈ V (K).
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We point out that for the proof of Lemmata 3.2.2 and 3.2.7 we work directly on the polygon
without the need of using the covering squares technique of assumption (G7), like in Lemmata
3.2.1 and 3.2.6. This justifies the fact that in assumption (G7) we did not require the existence
of a collection of squares C0

n associated with the finest layer L0 but only the existence of collection
Cn1 associated with all the other layers.

3.2.4 Exponential convergence

We set:
Ωext = ∪n∈NΩextn = Ωext1 , (3.43)

where the extended domains Ωextn are introduced in (G7). We recall that we are assuming that
0 ∈ ∂Ωext.

We observe that our error analysis needs regularity on f and subsequently on u, the right-hand
side and the solution to problem (1.27), respectively. In particular, we will require:

f can be extended to a function in B0
β

(
Ωext,0

)
, u can be extended to a function in B2

β

(
Ωext,0

)
,

(3.44)
where the modified Babuška spaces are defined in (1.36).

With a little abuse of notation we will call this two functions f and u. In the classical hp
finite element method, this regularity leads to exponential convergence of the energy error, see
e.g. [96]. In order to prove the same exponential convergence with hp VEM, we need (3.44) since
the approximation by means of polynomials on the polygons not abutting the singularity needs
regularity of the target function on a square containing the polygon, see Lemmata 3.2.1 and 3.2.6.

We recall the enlarged domain Ωext has been built in such a way that the singularity at 0 is
never at the interior of Ωext, see assumption (G7). We highlight also the fact that (3.44) can be
easily generalized to the case of multiple singularities, see e.g. [96].

In order to obtain exponential convergence of the energy error in terms of the number of degrees
of freedom, we will henceforth assume that the vector p of the degrees of accuracy associated with
Tn is given by:

pK =

{
2 if K ∈ L0,

max (2, dµ · (j + 1)e) if K ∈ Lj , j ≥ 1,
(3.45)

where µ is a positive constant which will be determined in the proof of Theorem 3.2.8 and where d·e
is the ceiling function. This is in accordance with previous Lemmata 3.2.4 and 3.2.5. For instance,
if we pick in (3.45) µ = 1, we have a distribution of local degree of accuracy as in Figure 3.4.
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Figure 3.4: Example of distribution of local degrees of accuracy, picking µ = 1 in (3.45).

It is clear from (3.45) that if K1 and K2 belong to the j-th and the (j+1)-th layers respectively,
for some j = 1, . . . , n−1, then pK1

≈ pK2
, independently of all the other discretization parameters.

Thus, owing to requirement (3.12), we also have α(pK1
) ≈ α(pK2

), independently of all the other
discretization parameters. Besides, ps ≈ pK whenever s ⊆ ∂K.

We are now ready to prove the main result of the chapter, namely exponential convergence of
the method in terms of the number of the number of degrees of freedom.

Theorem 3.2.8. Under assumptions (An1)-(An2)-(G0)-(G1)-(G2)-(G4)-(G5)-(G7)-(P1), let
u and un be the solutions to problems (1.27) and (3.17) respectively and let f be the right-hand
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side of problem (1.27). Assume that u and f satisfy (3.44). Given N = N(n) = dim(Vn), there
exists µ > 0 such that p, defined in (3.45), guarantees the following exponential convergence of the
H1 error of the method in terms of the number of degrees of freedom:

‖u− un‖1,Ω . exp(−b 3
√
N), (3.46)

with b a constant independent of the discretization parameters.

Proof. It suffices to combine Lemma 3.1.1, Lemmata from 3.2.1 to 3.2.7, assumption (3.12) and to
use the same arguments of [96, Theorem 4.51], properly choosing the parameter µ.

The basic idea behind the proof is that around the singularity, geometric mesh refinement
are employed, since p approximation leads only to an algebraic decay of the error; on the other
hand, on polygons far from the singularity, it suffices to increase the degree of accuracy, since
on such polygons both the loading term and the exact solution to (1.27) are assumed to belong
to the Babuška spaces B2

β(Ωext,0) and B2
β(Ωext,0) defined in (1.22) respectively and therefore p

approximation leads to exponential convergence of the local errors, see Theorem 2.3.6.
Following [96, Theorem 4.51] and using Lemma 3.1.1 yield:

|u− un|1,Ω ≤ c max
K′∈Tn

α(K ′)σ2(1−β)(n+1), (3.47)

where c is a constant independent of both the discretizations parameters and the number of layers.
Applying (3.12), we obtain:

α(K) . pr1K max
K′∈Tn

pr2K′ . (n+ 1)r1+r2 , ∀K ∈ Tn, (3.48)

where we recall n + 1 denotes the number of layers and r1 and r2 are the two positive universal
constants introduced in (3.12). Plugging (3.48) in (3.47), we get:

|u− un|1,Ω ≤ (̧n+ 1)r1+r2σ2(1−β)(n+1).

We infer:
|u− un|1,Ω . exp(−b(n+ 1)), for some b > 0.

Now, we prove that N . (n+ 1)3. To this purpose, we proceed as follows. In each layer there
exists a fixed maximum number of elements; this follows from the geometric assumptions (G1)-
(G3), applying for instance the arguments in [72, Section 4]. Using geometric assumption (G2),
which guarantees a maximum number of edges per each element, the definition of the local VE
space V (K) in (3.5) and the distribution of the local degrees of accuracy (3.45), it is straightforward
to note that ∀K ∈ Tn the dimension of each local space V (K) is proportional to p2

K , with p2
K ≈ `2

for K ∈ L`.
Recalling again (3.45), we can now compute a bound for the dimension of the local space, viz.

the number of the degrees of freedom:

N .
n∑
`=0

`2 ≤ L n
max
`=0

`2 = n3,

where we stress that we are using that in each layer there is a fixed maximum number of elements.
The result follows from Poincaré inequality.

In order to conclude this chapter, we highlight two issues:

• the assumption (3.12), which plays a fundamental role in the proof of Theorem 3.2.8, is in
fact valid choosing the stabilization (6.8);

• Theorem 3.2.8 is validated by numerical tests in Section 7.2.



Chapter 4

The harmonic virtual element
method and its hp version on
geometrically graded meshes

In this chapter, we do not consider any more Poisson problem (1.27), but rather a Laplace problem
(1.29) with nonhomogeneous Dirichlet boundary condition g.

The reason for considering this problem is twofold. The first reason is that we provide a method
which is extremely efficient in approximating Laplace problems; to the best of our knowledge, this
is the first H1 conforming Trefftz method for Laplace equation available in the literature and guar-
anteeing convergence faster than the one in Theorem 3.2.8. The second is that the approach that
we show here paves the way for building novel methods approximating more appealing problems,
e.g. Helmholtz equation.

This is not of course the first attempt to approximate efficiently a Laplace problem with methods
based on approximation spaces having small dimension. Among the other methods available, we
limit ourselves to recall only two of them.

The first one is the boundary element method (BEM), see e.g. [93]. BE spaces consist of
functions defined only on the boundary of the computational domain. Clearly, the BE space
on a boundary mesh of characteristic meshsize h contains many less degrees of freedom than
the corresponding FE space on a volume mesh having the same characteristic meshsize h. This
comes at a price of a fully populated matrix in the resulting system of linear equations, expensive
quadrature rules needed for evaluation of matrix entries, and expensive numerical reconstruction
of the solution in the interior of the computational domain. These difficulties can be partially
alleviated by using advanced fast boundary element methods (see e.g. [93] and references therein),
that usually results in complex algorithms that are not easy to implement.

A second (and more recent) approach is given by the so-called Trefftz Discontinuous Galerkin
FEM (TDG-FEM), which was introduced in [75, 76] and was generalized to its hp version in
[72]. TDG-FEM spaces consist of piecewise harmonic polynomials over a decomposition of the
computational domain into triangles and quadrilaterals. As a consequence, the resulting method
has a DG structure, since the dimension of harmonic polynomial spaces is not large enough for
enforcing global continuity of the discretization space. We also point out that in [72] it was provided
a result concerning hp approximation of harmonic functions by means of harmonic polynomials,
following the ideas of the pioneering works [81,85].

The advantage of TDG-FEM with respect to standard FEM is that the dimension of local spaces
considerably reduces still keeping the optimal rate of convergence of the error. More precisely, for a
fixed local polynomial degree p, the dimension of the local TDG-FEM space is equal to 2p+1 ≈ 2p,

whereas the dimension of local FEM spaces is (p+1)(p+2)
2 ≈ p2

2 . This advantage is possible since
the degrees of freedom that are removed in TDG-FEM are superfluous for the approximation of a
Laplace equation. We emphasize that employing piecewise harmonic polynomials leads inevitably
to a discontinuous method, which is therefore not anymore H1-conforming, even on triangular
meshes. The approach in [72] can be generalized easily to polygonal TDG-FEM, following e.g. [8].

45



CHAPTER 4. HARMONIC HP VEM ON GEOMETRICALLY GRADED MESHES 46

In this chapter, we focus on the numerical approximation of the Laplace problem following the
VEM approach employed for the approximation of Poisson problem introduced in Chapters 2 and
3, mimicking at the same time to mimic the “harmonic” approach of TDG-FEM.

The arising method, which goes by the name of Harmonic VEM, makes use only of local bound-
ary degrees of freedom (the internal degrees of freedom of the standard VEM can be ommitted).
More precisely, functions in the Harmonic VEM space are harmonic reconstructions of piecewise
continuous polynomial traces over the boundary of the polygons in the polygonal decomposition of
the computational domain. It is immediate to check that the associated space contains (globally
discontinuous) piecewise harmonic polynomials.

We underline that, differently from what done in Chapter 3, we define a space with uniform
local degrees of accuracy. This choice allows to avoid additional technicalities in the approximation
estimates. It is worth to stress that adopting properly-chosen nonuniform degree of accuracy
distributions gives actually numerical results that are comparable with those performed using
uniform distributions, see numerical tests in Section 7.3.

As typically done in standard VEM, the stiffness matrix is not computed exactly on the Har-
monic VEM space. Its construction is based on two ingredients: a local energy projector on
the space of harmonic polynomials and a stabilizing bilinear form, which only approximates the
continuous one but which is computable on the complete space.

The main result of this chapter states that, similarly to the hp version of TDG-FEM, the
asymptotic convergence rate for the energy error is proportional to exp(−b 2

√
N), where N is the

dimension of the global discretization space. This result is an improvement of the analogous
statement in the framework of the hp FEM, see [96], and hp VEM, see Theorem 3.2.8, where the
rate of decay of the error is proportional to exp(−b 3

√
N).

We state the difference between the two approaches, namely the TDG-FEM [72] and the Har-
monic VEM. The hp TDG-FEM is a nonH1-conforming method, but local spaces are made of
explicitly known functions, i.e. (harmonic) polynomials; besides, only internal degrees of freedom
on each element are considered. The hp Harmonic VEM is a H1-conforming method which only
employs boundary degrees of freedom; the basis functions are not known explicitly, but the stiffness
matrix can be built efficiently employing only the degrees of freedom. Importantly, both methods
are characterized by the fact that harmonic polynomials are locally contained in both the approx-
imation spaces; in fact, the TDG-FEM space is the space of (globally discontinuous) piecewise
harmonic polynomials.

Throughout the chapter, we only investigate the hp version of Harmonic VEM, that is the
method of choice for an efficient approximation of corner singularities. A modification of Section
4.2, along with the arguments in [85], leads to h approximation results. For the p version of
Harmonic VEM (when the mesh is kept fixed), instead, one has to deal with some issues that lie
outside the scope of the present thesis; just to mention one of them, the p approximation estimates
by harmonic functions depend on the shape of the domain of approximation via the so called
“exterior cone condition”, see [19, Theorem 2]. These matters introduce additional technicalities
which will not be addressed in this chapter.

We assume that the Dirichlet datum g of problem (1.29) belongs to space B
3
2

β (∂Ω), with 1 −
αi,1 < βi for all i = 1, . . . , NΩ where the singular exponents αi,j (i = 1, . . . , NΩ, j ∈ N) are defined
in (A.4). As a consequence, Theorem A.0.4 guarantees that u, the solution to problem (1.27),
belongs to space B2

β(Ω).
Besides, we assume that the sequences of polygonal decompositions {Tn}n∈N satisfy assumptions

(G0)-(G1)-(G2)-(G4)-(G5), that is we consider geometric meshes refined towards a single vertex
only, namely 0.

In addition, we also assume that u and g, the solution and the Dirichlet datum of problem

(1.29) respectively, belong to modified Babuška spaces B2
β(Ω,0) and B

3
2

β (∂Ω,0) where B2
β(Ω,0) is

defined in (1.36) whereas B
3
2

β (∂Ω,0) is the set of traces of functions in B2
β(Ω,0). Here, we assume

that 1− α1,1 < β, with α1,1 being the first singular exponent (A.4) associated with vertex 0.
As observed already in Chapter 3, all what is going to be proven in this chapter holds true also

in the case of “multiple” singularities, but we prefer to stick for simplicity to the case of a single
singularity.
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The outline of the chapter follows. In Section 4.1, we build the Harmonic VEM, whereas, in
Section 4.2, we prove exponential convergence in terms of the total number of degrees of freedom
and, under proper assumptions on the stabilization of the method, we prove that at the theoretical
level there is no pollution effect due to this stabilization.

The topics covered in this chapter are contained in [58].

4.1 Harmonic Virtual Elements with nonuniform degree of
accuracy

In this section, we introduce the Harmonic VEM for the approximation of Laplace problem (1.29).
Recall that we are given sequences of polygonal decompositions {Tn}n∈N satisfying assumptions

(G0)-(G1)-(G2)-(G4)-(G5).
As usual, we begin by defining the local Harmonic VE spaces. Given p ∈ N and given the space

of piecewise continuous polynomials of degree p over the boundary of K:

Bp(∂K) :=
{
vn ∈ C0(∂K) | vn|s ∈ Pp(s) for all s edge of K

}
, (4.1)

we set the local Harmonic VE spaces as:

V ∆(K) :=
{
vn ∈ H1(K) | ∆vn = 0, vn|∂K ∈ B(∂K)

}
. (4.2)

The functions in V ∆(K) are then the solutions to Laplace problems with piecewise polynomial
Dirichlet data; therefore, they are not known explicitly in a closed-form.

Let us consider the following set of linear functionals on V ∆(K). Given vn ∈ V ∆(K):

• the values of vn at the vertices of K;

• the values of vn at p− 1 internal Gauß-Lobatto nodes on each s, edge of K.

This is a set of degrees of freedom, since (i) the dimension of V ∆(K) is equal to the number of
functionals defined above and (ii) such functionals are uninsolvent, owing to the fact that weak
harmonic functions that vanish on ∂K, vanish also in the interior of K. Thus, the dimension of
space V ∆(K) is finite and is equal to

dim(V ∆(K)) = pNK , (4.3)

where we recall that NK is the number of vertices (and therefore edges) of K.
We define the global Harmonic Virtual Element space:

V ∆
n :=

{
vn ∈ C0(Ω) | vn|K ∈ V ∆(K), ∀K ∈ Tn

}
, (4.4)

its subspace having vanishing boundary trace:

V ∆
n,0 := {vn ∈ Vn | vn|∂Ω = 0} (4.5)

and its affine subspace containing interpolated essential boundary conditions:

V ∆
n,g := {vn ∈ Vn | vn|s = gsGL for all s edge on the ∂Ω} . (4.6)

Here, gsGL is the Gauß-Lobatto interpolant of degree p of g on edge s. We remark that gsGL is well

defined, since g ∈ B
3
2

β (Ω), which implies g ∈ C0(Ω), see [96, Proposition 4.3].
The choice of Gauß-Lobatto interpolation on the boundary of the computational domain is not

a matter of taste, but will play a role in approximation estimates by functions in the Harmonic
VE space, see Section 4.2.3

For what concerns the construction of the global bilinear form, we follow the guidelines of
Chapters 2 and 3, and we decompose it into a sum of local contributions:

a∆(un, vn) =
∑
K∈Tn

aK∆(un, vn) ∀un, vn ∈ V ∆
n , (4.7)
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where we split the local discrete bilinear forms as usual:

aK∆(un, vn) = aK(Π∇,∆,Kp un,Π
∇,∆,K
p vn)+SK∆ ((I−Π∇,∆,Kp )un, (I−Π∇,∆,Kp )vn) ∀un, vn ∈ V ∆(K)

(4.8)
Here, we have employed a computable stabilizing bilinear form

SK∆ : ker(Π∇,∆,Kp )× ker(Π∇,∆,Kp )→ R

and an energy projector
Π∇,∆,Kp : V ∆(K)→ Hp(K),

defined by: {
aK(qp,∆, vn −Π∇,∆,Kp vn) = 0∫
∂K

vn −Π∇,∆,Kp vn = 0
∀ qp,∆ ∈ Hp(K), ∀ vn ∈ V ∆(K), (4.9)

where we recall that Hp(K) is the space of harmonic polynomials over K. When no confusion
occurs, we write Π∇,∆p in lieu of Π∇,∆,Kp .

We observe that projection Π∇,∆p can be computed by means of the dofs of space V ∆(K). In
fact, it suffices to apply an integration by parts to get:∫

K

∇qp,∆ · ∇vn =

∫
∂K

(∂nqp,∆) vn ∀ qp,∆ ∈ Hp(K), ∀ vn ∈ V ∆(K),

where we used that qp,∆ is a harmonic polynomial and therefore the bulk term obtained by the
integration by parts disappears. In order to conclude, it suffices to note that both vn and ∂nqp,∆
are explicitly known on ∂K.

As done in Chapter 3, we demand the following property on the stabilization SK∆ :

c∗(p)|vn|21,K ≤ SK∆ (vn, vn) ≤ c∗(p)|vn|21,K ∀ vn ∈ V ∆(K), (4.10)

with:
c∗(p) = c p−r3 , c∗(p) = c pr4 (4.11)

for some universal positive constants c, r3 and r4.
In Section 6.3, we exhibit explicit choices for SK satisfying (4.11) with explicit expressions for

r3 and r4. Having such behaviour of the stability constants gives us the possibility of showing
exponential convergence of the method in Theorem 4.2.6.

It can be proven that the local discrete bilinear forms aK∆ satisfy the two following properties:

(A∆1) local harmonic polynomial consistency: for all K ∈ Tn, it must hold:

aK(qp,∆, vn) = aK∆(qp,∆, vn) ∀ qp,∆ ∈ Hp(K), ∀ vn ∈ V ∆(K), (4.12)

where we recall that Hp(K) is the space of harmonic polynomials of degree p over K;

(A∆2) local stability: for all K ∈ Tn, it must hold:

α∗(p)|vn|21,K ≤ aK∆(vn, vn) ≤ α∗(p)|vn|21,K ∀ vn ∈ V ∆(K), (4.13)

where α∗(p) = min(1, c p−r3) and α∗(p) = max(1, c pr4).

We are now able to introduce the Harmonic VEM:{
find un ∈ V ∆

n,g such that

a∆(un, vn) = 0 ∀ vn ∈ V ∆
n,0

. (4.14)

Having set:

α∆(p) :=
α∗(p)

α∗(p)
, (4.15)

where α∗(p) and α∗(p) are introduced in (4.13), we prove the following abstract error analysis
result which traces Lemmata 2.1.1 and 3.1.1.
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Lemma 4.1.1. Under assumptions (A∆1) and (A∆2), let u and un be the solutions to problems
(1.29) and (4.14) respectively. Then, there holds:

|u− un|1,Ω ≤ α∆(p){|u− uπ|1,Tn + |u− uI |1,Ω} ∀uπ ∈ Sp−,−1
∆ (Ω, Tn), ∀uI ∈ V ∆

n,g, (4.16)

where we recall that Sp,−1
∆ (Ω, Tn) is defined in (1.44), whereas α∆(p) is defined in (4.15).

Proof. For any uπ ∈ Sp,−1
∆ (Ω, Tn) and uI ∈ V ∆

n,g we have, owing to assumptions (A∆1) and (A∆2)
and formulations (1.29) and (4.14):

|uI − un|21,Ω =
∑
K∈Tn

|uI − un|21,K ≤
∑
K∈Tn

α−1
∗ (p)

{
aK∆(uI , uI − un)− aK∆(un, uI − un)

}
= α−1

∗ (p)
∑
K∈Tn

{
aK∆(uI − uπ, uI − un) + aK∆(uπ, uI − un)

}
= α−1

∗ (p)
∑
K∈Tn

{
aK∆(uI − uπ, uI − un) + aK(uπ − u, uI − un)

}
≤ α−1

∗ (p)
∑
K∈Tn

{(1 + α∗(p))|u− uπ|1,K |uI − un|1,K + α∗(p)|u− uI |1,K |uI − un|1,K} .

The claim follows from simple algebra.

Lemma 4.1.1 states that, up to the pollution factor α∆(p) defined in (4.15) due to the presence
of the stabilization, the error of the method is bounded by the sum of two terms:

• a best error term with respect to piecewise discontinuous harmonic polynomials of degree p;

• a best error term with respect to functions in the global VE spaces V ∆
n,g defined in (4.6).

Importantly, this term is the one which take into account the approximation of the boundary
datum.

The forthcoming section, is devoted to estimate these two terms. Thanks to (4.11), we prove
exponential convergence of the method in terms of the total number of degrees of freedom without
the pollution effect due to the stabilization.

4.2 Exponential convergence with hp Harmonic VEM

In this section, we study the convergence of method (4.14) assuming that u, the solution to problem
(1.29) belongs to space B2

β(Ω,0) defined in (1.36), with 1− α1,1 < β, α1,1 being the first singular
exponent (A.4) associated with vertex 0. In particular, u has the natural regularity that one would
expect when solving a Poisson problem on a polygonal domain, see Theorem A.0.4.

Here, we do not demand additional regularity on the sequences of meshes {Tn}n∈N as done
instead in Section 4.1 for standard hp VEM, see assumption (G7). We limit ourselves to recall
that we are employing sequences of meshes geometrically refined toward vertex 0. We only ask
here the following:

(G8) the shape regularity constant ρ0 introduced in assumptions (G1)-(G2) is such that ρ0 ∈(
0, 1

2

)
; moreover, for all K ∈ Tn abutting 0, it is possible to construct a subtriangulation

T̃n = T̃n(K) by joining the vertices of K to 0 is made of triangles that are star-shaped with

respect to a ball of radius greater than or equal to ρ0hT , hT being diam(T ) for all T ∈ T̃n.

For all T ∈ T̃n(K), it holds hK ≈ hT .

The remainder of this section is organized as follows. In Section 4.2.1, we state some regularity
results concerning functions in Babuška spaces. In Sections 4.2.2 and 4.2.3, we estimate the local
contributions of the two terms appearing on the right-hand side of (4.16). Finally, in Section
4.2.4, we prove exponential convergence of the method in terms of the total number of degrees of
freedom; here, thanks to (4.11), it is possible to get rid of the pollution effect of the stabilization.
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4.2.1 Issues concerning the regularity of the solution

Assume that u ∈ B2
β(Ω) defined in (1.36). Then, owing to [17, Theorem 2.2], one also has u ∈

O2
β(Ω). In particular, it holds that for every α ∈ N2, |α| = k ≥ 1, k ∈ N, it holds that:

|Dαu(x0)| ≤
∣∣Dku(x0)

∣∣ ≤ cu d
|α|
u

Φk(x0)
|α|! ∀x0 ∈ Ω, (4.17)

since β − 1 ∈ [−1, 0).
As a consequence, any function in O2

β(Ω) admits an analytic continuation on:

N (u) :=
⋃

x0∈Ω;x0 6=0

{
x ∈ R2

∣∣∣ |x− x0| < c
Φ(x0)

du
, ∀ c ∈

(
0,

1

2

)}
. (4.18)

In order to see this, it suffices to show that the Taylor series:∑
α∈N2

Dαu(x0)

α!
(x− x0)α, x0 ∈ Ω, x0 6= 0, (4.19)

converges uniformly in N (u).

In particular, we prove that it converges uniformly in the ball B
(
x0, c

Φ(x0)
du

)
for all c ∈

(
0, 1

2

)
,

where x0 ∈ Ω, x0 6= 0. In other words, we have to prove:∑
k∈N

∑
|α|=k

|Dαu(x0)|
α!

|x− x0||α| ≤ c <∞ ∀x ∈ B
(

x0, c
Φ(x0)

du

)
, c ∈

(
0,

1

2

)
,

where c is a positive constant depending only on function u.

Using (4.17) and the fact that x belongs to B
(
x0, c

Φ(x0)
du

)
, we obtain:

∑
k∈N

∑
|α|=k

|Dαu(x0)

α!
|x− x0|k ≤

∑
k∈N

∑
|α|=k

1

α!
cu

dku
Φk(x0)

|α|!ckΦk(x0)

dku(x0)

= cu
∑
k∈N

∑
|α|=k

|α|!
α!

ck = cu
∑
k∈N

k∑
`=0

(
k

`

)
ck = cu

∑
k∈N

(2c)
k ≤ c < +∞,

(4.20)

since we are assuming that c ∈
(
0, 1

2

)
.

We proved that u, the solution to problem (1.29), has a singular behaviour at vertex 0 but is
analytic elsewhere, and in fact can be extended to an analytic function on N (u) defined in (4.18).

The regularity argument here discussed can be straightforwardly extended to the “natural”
case of multiple singularities.

4.2.2 Local approximation by harmonic polynomials

In this section, we discuss approximation estimates by means of harmonic polynomials. Such
results will be used for the approximation of the first term on the right-hand side of (4.16), that is
the best approximation in the H1 seminorm of the solution to (1.29) by (piecewise discontinuous)
harmonic polynomials.

We will firstly deal with approximation by harmonic polynomials on the polygons that are
far from the singularity, see Lemma 4.2.2. Secondly, we will discuss approximation estimates by
harmonic polynomials on the polygons abutting the singularity, see Lemma 4.2.3.

Before that, we recall a (technical) auxiliary result, involving approximation on a polygon
K with hK = 1 by means of harmonic polynomials. The proof of this theorem can be found
in [72, Theorem 4.10] and relies on some results contained in the pioneering works [81,85].
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Theorem 4.2.1. Let K̂ be a polygon with hK̂ = 1. In particular, meas(K̂) < 1. Assume that the
following parameters are given:

δ ∈
(

0,
1

2

]
; ξ =

{
1 if K̂ is convex
2
π arcsin

(
ρ0

1−ρ0

)
otherwise

; cK̂ =
27

ξ
;

r < min

(
1

3

(
δ

cK̂

) 1
ξ

,
ρ0

4

)
; cI =

ρ0

4
; capprox ≤

7

ρ2
0

; γ ≤ 72

ρ4
0

,

(4.21)

where we recall that ρ0 is the radius of the ball with respect to which K̂ is star shaped, see assumption
(G1). Let also:

K̂δ :=
{

x̂ ∈ R2 | dist(K̂, x̂) < δ
}
. (4.22)

Then, there exists a sequence {q̂p,∆}∞p=1 of harmonic polynomials of degree p such that, for any

û ∈W 1,∞(K̂δ):

|û− q̂p,∆|1,K̂ ≤
√

2cappr
2

cIr
2 r
−γ(1 + r)−pK‖û‖W 1,∞(K̂δ)

. (4.23)

We do not discuss the proof of Thorem 4.2.1, but we point out that in order to have this
result we are using the fact that ρ0 introduced in assumption (G1) is such that ρ0 ∈ (0, 1

2 ), see
assumption (G8), since [72, Theorem 4.10] holds under this hypothesis.

As a consequence of Theorem 4.2.1, for all the regular (in the sense of assumptions (G1)-(G2))

polygons K̂ with diameter 1 it holds that there exists an harmonic polynomial q̂p,∆ of degree p
such that:

|û− q̂p,∆|1,K̂ ≤ c exp (−b p)‖û‖W 1,∞(K̂δ)
, (4.24)

where c and b are two positive constants depending uniquely on ρ0 introduced in assumption (D1)
and the “enlargement factor” δ introduced in (4.21). Since both ρ0 and δ are for the time being
fixed, then c and b are two positive universal constants.

Assume now that polygon K belongs to layer Lj , j = 1, . . . , n, i.e. does not abut 0, and
consequently has diameter unequal to 1 in general. Then, having set u and qp,∆ the push-forward
of û and q̂p,∆ respectively, a scaling argument immediately yields:

|u− qp,∆|1,K ≈ |û− q̂p,∆|1,K̂ . exp (−b p)‖û‖W 1,∞(K̂δ)
. exp (−bp)‖u‖W 1,∞(Kε), (4.25)

where K̂, the polygon obtained by scaling K, is such that hK̂ = 1, where {q̂p,∆}∞p=1 is the sequence
validating (4.24), where Kε is defined as in (4.22) and where the “enlargement” factor ε must be

chosen in such a way that when we scale K to K̂, then Kε is mapped in K̂δ, δ being exactly the
parameter fixed in (4.21).

We note that sequence {qp,∆}∞p=1 is made of harmonic polynomials since it is the composition
of a sequence of harmonic polynomials with a dilatation.

What we have to check is that the size of Kε is not too large. In particular, we want that Kε

is kept separated from the singularity at 0, for all Lj , j = 1, . . . , n.
Let u be the solution to problem (1.29). Henceforth, we assume that dist(K,0) < 1 (which

is always valid if one takes Ω, the domain of problem (1.29), small enough). From Section 1.3,
we know that u, the solution to problem (1.29), is analytic on the set N (u) defined in (4.18). In
particular, u is analytic on the following domain depending on K:

NK(u) =

{
x ∈ R2 | dist(K,x) < c

dist(K,0)

du

}
∀ c ∈

(
0,

1

2

)
. (4.26)

since NK(u) ⊂ N (u). This fact has an extreme relevance in the proof of the forthcoming Lemma
4.2.2. The important issue is that more the polygon is near the singularity, the smaller is the
extended domain NK(u), see Figure 4.1. In any case, NK(u) remains contained in the global
analiticity domain N (u), which is fixed once and for all.
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K

NK (u)

K

NK (u)

K

NK (u)

Figure 4.1: Given K polygon in Tn, its extension keeps separated from the singularity, since the smaller is the
polygon the smaller can be taken the extension.

We choose c = 1
4 in (4.26). Owing to (1.39) and recalling that K /∈ L0, there exist two positive

constants α1 ≤ 1 ≤ α2 independent of K such that α1hK ≤ dist(K,0) ≤ α2hK . Thus:

1

4

dist(K,0)

du
=

1

4
α1
α−1

1 dist(K,0)

du
≥ 1

4

α1

du
hK .

This implies that u is analytic on the following domain too:

ÑK(u) =

{
x ∈ R2 | dist(K,x) <

1

4

α1

du
hK

}
⊆ NK(u), K ∈ Lj , j = 1, . . . , n. (4.27)

Therefore, we fix for instance ε = 1
8
α1

du
hK . In this way, we have built Kε = ÑK(u), neighbourhood

of K not covering 0.
It is straightforward to note that scaling K to K̂ with hK̂ = 1, we also scale Kε to K̂δ (see

(4.22) for the definition of K̂δ), where δ = 1
8
α1

du
is now independent of K and only depends on u.

Fixing such a δ in Theorem 4.2.1, we have that (4.25) holds with 0 /∈ Kε; in particular, the norm
appearing on the right-hand side of (4.25) is finite for all K ∈ Lj , j = 1, . . . , n.

We are now ready to state the bound on the best error with respect to harmonic polynomials
on the polygons not abutting the singularity.

Lemma 4.2.2. Under assumptions (G0)-(G1)-(G2)-(G4)-(G5)-(G8), let K ∈ Lj, j = 1, . . . , n,

u be the solution to problem (1.29) and ÑK(u) be defined in (4.27). Then, there exists a sequence
{qp,∆}∞p=1 of harmonic polynomials of degree pK such that:

|u− qp,∆|1,K . hÑK(u) exp (−b p)‖u‖W 1,∞(ÑK(u)) . exp (−b p), (4.28)

where b is a constant independent of K.

Proof. The proof follows from Theorem 4.2.1 and the subsequent discussion.

Remark 7. The first inequality in (4.28) follows from a scaling argument. The second inequality,

instead, is a consequence of computations similar to those in (4.20) and the definition of ÑK(u))
in (4.27).

It is clear from the above discussion that we must follow a different strategy for the elements
in the first layer; in fact, here, the W 1,∞ of u is not finite in principle.

It holds in particular the following result.

Lemma 4.2.3. Under assumptions (G0)-(G1)-(G2)-(G4)-(G5)-(G8), let K ∈ L0 and let u ∈
H2,2
β (Ω), where H2,2

β is defined in (1.35), where 1−α1,1 < β, α1,1 being the first singular exponent
(A.4) associated with vertex 0. Then, there exists q1 ∈ P1(K) such that:

|u− q1|1,K . h
2(1−β)
K ‖|xβ ||D2u|‖20,K . σ2(1−β)n.

In particular, q1 is a harmonic polynomial.
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Proof. The polynomial q1 is given by the linear interpolant of u at, for instance, three nonaligned
vertices of K. The proof follows the lines of Lemma 3.2.2.

Remark 8. Lemma 4.2.3 suggests that one could also consider Harmonic VE spaces with nonuni-
form degrees of accuracy, still guaranteeing optimal approximation estimates. In particular, one
could consider degrees of accuracy equal to a generic p ∈ N on all the layers not abutting 0 and
equal to 1 in L0, as depicted in Figure 4.2. At the interface s of two nondisjoint elements K0

p

p

1

1

p

p

p

p

1
1

p

p

p

p

p

p

1
1

Figure 4.2: Nonuniform distribution of degrees of accuracy. In layer L0 p = 1. In layers Lj , j = 1, . . . , n, p ∈ N.

and K1 in layers L0 and L1 one associates ps = max(1, p) = p (maximum rule) in order to define
nonuniform boundary spaces B(∂K) similarly to (3.4), as depicted in Figure 4.3.

1 p p

Figure 4.3: If one considers nonuniform degrees of accuracy, then the largest polynomial degree at the interface
can be taken (maximum rule).

4.2.3 Local approximation by functions in the Harmonic VE space

Here, we discuss approximation estimates by functions in the Harmonic Virtual Element Space
which will be used for the approximation of the second term on the right-hand side of (4.16).
As in Section 4.2.2, we firstly investigate approximation estimates on polygons not abutting the
singularity, see Lemma 4.2.4; secondly, we discuss approximation estimates of polygons in the finest
layer L0, see Lemma 4.2.5.

Lemma 4.2.4. Under assumptions (G0)-(G1)-(G2)–(G3)-(G5)-(G8), let K ∈ Lj, j = 1, . . . , n

and let β ∈ [0, 1). Let g, the Dirichlet datum of problem (1.29), belong to space B
3
2

β (∂Ω,0) and

let u, the solution to problem (1.29), belong to space B2
β(Ω,0), where the Babuška spaces under

consideration are defined in (1.36), where 1 − α1,1 < β, α1,1 being the first singular exponent
associated with vertex 0. Then, there exists uI ∈ V ∆(K) such that:

|u− uI |1,K . esK+ 1
2

(
hK
pK

)sK+ 1
2

|u|sK+1,∂K

. esK+ 1
2 p−sK−

1
2σ(n−j)(1−β)

{
|u|

H
sK+1,2

β (K)
+ |u|Hs+2,2

β (K)

}
∀ sK ∈ N,

where we recall that σ is the grading parameter of the mesh introduced in (1.39).

Proof. Before proving the result, we observe that the HsK+1(∂K) seminorm exists, since u ∈
B2
β(Ω,0) implies that u is analytic far from the singularity.
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Let us consider uI ∈ V ∆(K) defined as the weak solution to the following local Laplace problem:{
−∆uI = 0 in K,

uI = uGL on ∂K,
(4.29)

where uGL is the Gauß-Lobatto interpolant of degree p of u on each edge s. Then, using the fact
that u− uI is harmonic and using (3.33):

|u− uI |21,K . |u− uI |1,K‖u− uGL − c‖ 1
2 ,∂K

, (4.30)

for every c ∈ R, where the hidden constant depends solely on the parameters ρ0 and c introduced
in assumptions (G1)-(G2)-(G3).

We deduce that we must deal with the boundary error term only. We fix c = 0 in (4.30) (the
case c 6= 0 will become important in the following). Since u is analytic far from the singularity, as
discussed in Section 4.2.1, we inherit the two following results from [43, Theorems 4.2 and 4.5]:

‖u− uGL‖0,s . esK+1

(
hs
p

)sK+1 ∑
s edge of K

|u|sK+1,s, ∀ s edge of K, ∀sK ∈ N,

|u− uGL|1,s . esK
(
hs
p

)sK ∑
s edge of K

|u|sK+1,s, ∀ s edge of K, ∀sK ∈ N.

Using interpolation theory [101, 102], recalling from assumption (G2) that hs ≈ hK and that the
number of edges of each K ∈ Tn is uniformly bounded, yield:

‖u− uI‖21
2 ,∂K

= ‖u− uGL‖21
2 ,∂K

. e2 sK+1

(
hK
p

)2 sK+1 ∑
s edge of K

|u|2sK+1,s, (4.31)

where j denotes the layer to which polygon K belongs and n+ 1 denotes the number of layers in
the decomposition.

We apply a multiplicative trace inequality [83, Theorem 4.8], assumption (G2) and the trivial
bound |a||b| ≤ a2 + b2, a, b ∈ R, getting:∑

s edge of K

|u|2sK+1,s . h−1
K |u|

2
sK+1,K + hK |u|2sK+2,K . (4.32)

Recalling the definition of weighted Sobolev seminorms (1.19), one obtains:

|u|2
H
sK+`,2

β (K)
≥ ‖Φβ+sK+`−2 |D(sK+`)u| ‖20,K & dist(K,0)2(β+sK+`−2)|u|2sK+`,K , ` = 1, 2. (4.33)

Combining (1.39), (4.32) and (4.33), we deduce:

|u|2sK+1,∂K . h
−2(β+sK− 1

2 )

K

{
|u|2

H
sK+1,2

β (K)
+ |u|2

H
sK+2,2

β (K)

}
. (4.34)

Finally, recalling from assumption (G5) that hK ≈ σn−j , we get the claim by inserting (4.34) in
(4.31).

Next, we turn our attention to the approximation in the polygons belonging to the first layer.

Lemma 4.2.5. Under assumptions (G0)-(G1)-(G2)–(G3)-(G5)-(G8), let K ∈ L0. Let g, the

Dirichlet datum of problem (1.29), belong to space B
3
2

β (∂Ω,0) and let and let u, the solution to

problem (1.29), belong to space B2
β(Ω,0), where the Babuška spaces under consideration are defined

in (1.36), where 1−α1,1 < β, α1,1 being the first singular exponent associated with vertex 0. Then,
there exists uI ∈ V ∆(K) such that:

|u− uI |21,K . σ2n(1−β),

where we recall that σ is the geometric grading parameter of assumption of the mesh introduced in
(1.39).
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Proof. Let uI be defined as in (4.29), with uGL being now the linear interpolant of u on each edge

s of K. Let T̃n(K) be the subtriangulation of K obtained by joining 0 with the other vertices of
K. Such a subtriangulation is regular, see assumption (G8).

As in (4.30), we have:

|u− uI |1,K . ‖u− uGL − c‖ 1
2 ,∂K

∀ c ∈ R, (4.35)

where the hidden constant in (4.35) depends solely on the parameters ρ0 and c introduced in

assumptions (G1)-(G2)-(G3). We denote by ũGL the linear interpolant of u over every T ∈ T̃n(K)
at the three vertices of T . One obviously has ũGL = uGL on ∂K. Applying a trace inequality and
using argument similar to those of Lemma 3.2.3, we get:

|u− uI |1,K . ‖u− ũGL − c‖1,K , (4.36)

where, once again, the hidden constant in (4.36) depends solely on the parameters ρ0 and c intro-
duced in assumptions (G1)-(G2)-(G3). By picking c the average of u − ũGL over K, applying a

Poincarè inequality and recalling that card(T̃n) is uniformly bounded, we get:

|u− uI |21,K .
∑

K∈T̃n(K)

|u− ũGL|21,T .

In order to conclude, we apply [96, Lemma 4.16] and (1.39) obtaining:

|u− uI |21,K .
∑

K∈T̃n(K)

h
2(1−β)
T ‖|x|β |D2u|‖20,T . σ2n(2−β)‖|x|β |D2u|‖20,T . σ2n(1−β),

which holds since u ∈ B2
β(Ω,0).

Again, for the proof of Lemma 4.2.5, one could have used nonuniform degrees of accuracy as
discussed in Remark 8.

In order to conclude this section, we highlight that we built in Lemmata 4.2.4 and 4.2.5 a
continuous approximant of u, which belongs to space V ∆

n,g defined in (4.6).

4.2.4 Exponential convergence

Here, we discuss the main result of the work, namely the exponential convergence of the energy
error in terms of the number of degrees of freedom. In order to achieve such a result, we fix as a
degree of accuracy:

p = n+ 1, n+ 1 being the number of layers of Tn. (4.37)

The main result of the chapter follows.

Theorem 4.2.6. Let {Tn}n∈N be a sequence of polygonal decomposition satisfying assumptions
(A∆1)-(A∆2)-(G0)-(G1)-(G2)–(G3)-(G5)-(G8). Let u and un be the solutions to problems

(1.29) and (4.14) respectively. Let g, the Dirichlet datum of problem (1.29), belong to B
3
2

β (∂Ω,0),
where the Babuška spaces under consideration are defined in (1.36), where q−α1,1 < β, α1,1 being
the first singular exponent associated with vertex 0. Then, the following holds true:

|u− un|1,Ω . exp (−b 2
√
N), (4.38)

where b is a constant independent of the discretization parameters and N is the number of degrees
of freedom of V ∆

n defined in (4.6).

Proof. We only give the sketch of the proof. Applying Lemma 4.1.1, bound (6.43), Lemmata 4.2.4
to 4.2.5 to the first term on the right-hand side of (4.16) along with standard hp approximation
strategies [96] and Lemmata 4.2.2 and 4.2.3 to the second term of the right-hand side of (4.16)
along with [72, Theorem 5.5], we have:

|u− un|1,K . exp (−b̃ (n+ 1)), (4.39)
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for some b̃ independent of the disctretization parameters, n+ 1 being the number of layers in Tn,
but depending on the universal constants r3 and r4 introduced in (4.11).

In order to conclude, it suffices to find out the relation between n and N , the number of
degrees of freedom of space V ∆

n . For thi purpose, we recall from [72, (5.6)] that in each layer Lj
there exists a fixed maximum number of elements, see assumption (G5). Moreover, thanks to
assumption (G2), there exists a fixed maximum number of edges per element.

If we set Nedge the maximum number of edges per element and Nelement the maximum number
of elements per layer, we conclude that:

N = dim(Vn) . NedgeNelement

n∑
`=0

(n+ 1) . (n+ 1)2,

where c is a positive constant depending on Nedge and Nelement. In particular,
√
N . n. This,

along with (4.39), implies the assertion.

In order to conclude this chapter, we highlight two issues:

• the assumption (4.11), which plays a fundamental role in the proof of Theorem 4.2.6, is valid
choosing the stabilization presented in (6.25);

• Theorem 4.2.6 is validated by numerical tests in Section 7.3; the performances of hp Harmonic
VEM are also compared with those of hp VEM, see Theorem 3.2.8.



Chapter 5

Residual-based a-posteriori error
analysis of hp VEM

In this chapter, we deal with residual-based a-posteriori error analysis of hp VEM.
We emphasize that what we are going to present in the following is only an initial step in the

theory of hp a-posteriori error analysis of VEM. In particular, there are some issues that we do
not fully address in this thesis and that are currently in progress, namely:

• no numerical tests, validating numerical experiments, are presented;

• local optimal L2 error estimates in terms of p by means of functions in the VE space are not
proven;

• the “reliability” and “efficiency” bounds, typical of residual-based a-posteriori analysis, de-
pend on the choice of the stabilization of the method.

The a-posteriori h version of VEM has been investigated in [38,46,54], when dealing with general
elliptic problems and Steklov eigenvalue problem, but the issue of presenting bounds explicit in
terms of the “polynomial degree” is therein never taken into account. Instead, the literature
regarding a-posteriori hp VEM is more lavish; therefore, in order to avoid to get lost in a tangle of
technical works, we decide here to partially follow the approach of a milestone of hp a-posteriori
error analysis, namely [84].

It is worth to mention at least one of the reasons for which a-posteriori hp VEM is a riveting
topic. On the one hand, VEM allows for a very efficient handing of the geometry of a domain
both in the local refining process (allowing in fact for the employment of hanging nodes without
additional technicalities), see Figure 5.1, and in the derefining process, see Figure 5.2 On the other

Figure 5.1: The refinement process in VEM is extremely flexible, since hanging nodes are treated as “standard”
nodes. No modifications in the VEM linear system or employment of (possibly bad-shaped) subtriangulations are
required. In red, we depict the “to-be-refined” polygon.

hand, hp adaptivity consists in both locally refining a mesh and increasing the dimension of local
spaces. This is an issue of extreme interest since we know, for instance from Section 2.3, that the
p version of VEM (as well as of FEM), provides better approximation estimates than those of the
h version whenever the target solution is regular enough.

57
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Figure 5.2: Sometimes, within the adaptive scheme, it is useful to derefine the mesh, e.g. whenever the error
indicator is small. In the figure, we derefine the patch of polygons around the blue vertex, obtaining meshes with
very weird-shaped polygons.

A possible combination of h and p adaptivity leads therefore to refinement of the mesh where
the solution is possibly “irregular” and to increase the dimension of local spaces if the solution is
“regular”. A heuristic rule for choosing between h and p refinement can be found in [84, Section
4.2].

We emphasize in addition that the VEM technology allows for an easy handling of approxima-
tion spaces with degrees of accuracy varying elementwise.

The outline of the chapter follows. In Section 5.1, we recall some notations from the previous
chapters and we introduce and discuss a set of technical tools needed for the analysis of the
a-posteriori hp VEM. In Section 5.2 we deal with the a-posteriori error analysis; in particular,
we introduce an error estimator and we discuss the “reliability” and the “efficiency” of such an
estimator.

5.1 Notation and technical tools

In the following, our target problem is Poisson problem with Dirichlet homogeneous boundary
conditions (1.27); furthermore, we employ VE spaces with nonuniform degree of accuracy as those
presented in Chapter 3. The only difference here is that we will employ the minimum rule instead
of the maximum rule described in Figure 3.1 when assigning the degree to the edges in the skeleton
of a polygonal mesh; the reason for this change is that we want to follow as much as possible the
approach of [84], but we stress that it is not mandatory.

The sequence of meshes {Tn}n∈N that we employ throughout this chapter satisfies assumptions
(G0)-(G1)-(G2); as emphasized in Remark 2, it is possible to construct a regular subtriangulation

T̃n(K) on each polygon K. By T̃n, we denote the global subtriangulation obtained by collecting
the local ones.

Let Vn (Ṽn) and En (Ẽn) be the sets of vertices and edges of Tn (T̃n) respectively. We denote

by p a vector of degrees of accuracy associated with polygonal mesh Tn, see (3.1). To each T ∈ T̃n
we associate pT equal to pK and we denote by p̃ the vector of degrees of accuracy associated with
subtriangulation T̃n.

Besides, to each edge s̃ of T we associate ps̃ equal to ps whenever s = T ∩K = s̃, i.e. whenever
s̃ is also an edge of K. To the other edges s̃ of T , i.e. whenever s̃ is internal to K, we associate ps̃
equal to pK .

We also associate with each vertex V ∈ Ṽn (V ∈ Vn):

pV = min(pT | V ∈ T , T ∈ T̃n). (5.1)

We refer to Figure 5.3 for a graphical idea regarding the distribution of the degrees over Tn and
T̃n.

We also demand that the vector p of the degrees of accuracy satisfies assumption (P1). This
means that the degrees of accuracy of two neighbouring elements must be comparable.

The outline of the remainder of this section follows. In Section 5.1.1, we discuss hp approxima-
tion properties of local VE spaces. Instead, in Subsection 5.1.2, we recall from [84] the existence of
a lifting operator of a polynomial from any edge of a triangle into its interior with good stability
properties.
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Figure 5.3: Nonuniform degree of accuracy distribution on the polygonal decomposition Tn, on the associated
subtriangulation T̃n and related skeleton En and Ẽn and related set of vertices Vn and Ṽn.

We adopt the following notation concerning spaces of piecewise continuous and discontinuous
polynomials which takes into account both polygonal decomposition Tn and the related subtrian-
gulation T̃n. Let T n be either Tn or T̃n; then, we write:

Sp,0(Ω, T n) =
{
q ∈ C0(Ω) | q|D ∈ PpD (D), ∀D ∈ T n, q|s ∈ Pps(s)

}
,

Sp,−1(Ω, T n) =
{
q ∈ L2(Ω) | q|D ∈ PpD (D), ∀D ∈ T n, q|s ∈ Pps(s)

}
,

(5.2)

where the choice of the polynomial degrees ps on the edges is made following the minimum rule
presented in Figure 5.3.

5.1.1 Approximation estimates by means of function in the VE Space

In this section, we discuss approximation properties of the local VE spaces V (K) defined in (3.5).
In particular, we prove local approximation estimates in the L2 and H1 (semi)norms and also in
the L2 norm on the boundary.

To this purpose, we need to recall a technical tool from [82, 84] which is based on the concept
of triangular and polygonal patches around a vertex.

In particular, given vertex V ∈ Ṽn of subtriangulation T̃n, we set the triangular patch around
vertex V as:

ω(V) =
⋃{

T ∈ T̃n | V is a vertex of T
}
, ω(V) =

⋃
{K ∈ Tn | V is a vertex of K} . (5.3)

Given D either a polygon of Tn or a triangle of T̃n, we define the triangular patch around D as:

ω(D) :=
⋃
{ω(V) | V is a vertex of D} . (5.4)

Besides, given an edge s ∈ En, we also define the triangular patch around s as follows:

ω(s) :=
⋃
{ω(V) | V is an endpoint of s} . (5.5)

In Figures 5.4, 5.5, 5.6 and 5.7 we provide graphical examples of patches around a vertex, a polygon,
a triangle and an edge.

Figure 5.4: Left: polygonal mesh Tn and subtriangulation T̃n, in red a vertex V. Center: in light blue, ω(V),
triangular patch around vertex V, defined in (5.3). Right: in light blue, ω(V), polygonal patch around vertex V,
defined in (5.3).

We now recall the following Clément -type approximation result.
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Figure 5.5: Left: polygonal mesh Tn, in light red a polygon K. Center: regular subtriangulation T̃n, see Remark
2. Right: in light blue, ω(K), triangular patch around K, defined in (5.4).

Figure 5.6: Left: polygonal mesh Tn. Center: regular subtriangulation T̃n, see Remark 2, in light red a triangle
T . Right: in light blue, ω(T ), triangular patch around T , defined in (5.4).

Lemma 5.1.1. Given u ∈ H1
0 (Ω), there exists uM ∈ Sp̃,0(Ω, T̃n), see (5.2), such that, for each T

triangle in T̃n and for each s edge of Ẽn, the following estimates hold true:

‖u− uM‖0,T +
hT
pT
|u− uM |1,T ≤ cM

hT
pT
|u|1,ω(T ), (5.6a)

‖u− uM‖0,s ≤ cM
(
hT
pT

) 1
2

|u|1,ω(s), (5.6b)

where cM is a positive constant independent of u, hT and pT and where ω(T ) and ω(s) are the
triangular patch around triangle T and the triangular patch around edge s defined in (5.4) and
(5.5) respectively.

Proof. This result was firstly shown in [82, Theorem 2.3] and [84, Theorem 2.1]. Here, we only
give a sketch of the proof, which mainly bases on two ingredients. We recall that we are assuming
that assumptions (G0)-(G1)-(G2)-(P1) hold true.

The first one is a local approximation result. Given V a vertex of the subtriangulation T̃n,
ω(V) the triangular patch around V defined in (5.3) and pV the polynomial degree associated
with vertex V defined in (5.1), the following result holds true, see [82, Lemma 2.7]: there exists

a bounded linear operator IV : L1(ωV) → Sp̃V−1,0(ω(V), T̃n|ω(V)), Sp̃V−1,0(ω(V), T̃n|ω(V)) being

defined in (5.2), such that, for all T ∈ T̃n|ω(V) and each edge in T̃n|ω(V):

‖u− IVu‖0,T +
hT
pT
|u− IVu|1,T ≤ c

hT
pT
|u|1,ω(V),

‖u− IVu‖0,s ≤ c
(
hT
pT

) 1
2

|u|1,ω(V),

(5.7)

where c is a positive constant independent of u, hK and pK .
The second ingredient is the following construction, typical of the partition of unity method

[18, 85]. We associate with every vertex V of T̃n the standard hat function given by the (unique)

piecewise continuous affine polynomial over T̃n which is 1 at vertex V and 0 at all the other vertices.
It is possible to check, see [82, Lemma 2.6], that the function uM satisfying (5.6a) and (5.6b)

is given by:

uM =
∑

V vertex of T̃n

ϕV IVu. (5.8)



CHAPTER 5. HP A-POSTERIORI VEM 61

Figure 5.7: Left: polygonal mesh Tn, in red an edge s. Center: regular subtriangulation T̃n, see Remark 2. Right:
in light blue, ω(s), triangular patch around edge s, defined in (5.5).

Lemma 5.1.1 is a key ingredient for the following result which deals with local approximation
properties of functions in the VE space. Such result and its proof differs from their counterparts
in Lemmata 2.2.3, 2.3.3 and 3.2.4, since we are here assuming only u ∈ H1(K).

Lemma 5.1.2. Let u be the solution to (1.27). Let K ∈ Tn and let s one of its edges. Then, there
exists a function uI ∈ Vn, such that its restriction to K satisfies the following estimates:

‖u− uI‖0,K + hK |u− uI |1,K ≤ chK |u|1,ω(K), (5.9a)

‖u− uI‖0,s ≤ c
(
hT
pT

) 1
2

|u|1,ω(s), (5.9b)

where c is a positive constant independent of u, hK and pK and where ω(K) and ω(s) are the
triangular patch around polygon K and the triangular patch around edge s defined in (5.4) and
(5.5) respectively.

Proof. We define uI on polygon K as the solution to the following problem:{
−∆uI = −∆Π∇pKu in K,

uI = uM on ∂K,
(5.10)

where Π∇pK is the energy projector defined in (2.8), while the Melenk quasi-interpolant uM is
introduced in Lemma 5.1.1.

The L2 estimates on edge s (5.9b) is a straightforward consequence of (5.6b).
Proceeding as in Lemma 2.2.3, the H1 error bound in (5.9a) is a consequence of a minimum

energy argument. In fact, we deduce from (5.10) that:{
−∆(uI −Π∇pKu) = 0 in K,

uI −Π∇pKu = uM −Π∇pKu on ∂K,

which implies:

|u−Π∇pKu|1,K ≤ inf
{
|v|1,K | v ∈ H1(K) and v = uM −Π∇pKu on ∂K

}
≤ |uM −Π∇pKu|1,K ≤ |u−Π∇pKuM |1,K + |u−Π∇pKu|1,K .

Therefore:
|u− uI |1,K ≤ 2|u−Π∇pKu|1,K + |u− uM |1,K

and the desired inequality follows from standard error estimates, see e.g. [49], and from Lemma
5.1.1.

Regarding the L2 estimates in (5.9a), we note that:

‖u− uI‖0,K ≤ ‖u− uM‖0,K + ‖uI − uM‖0,K .

The assertion of the theorem is then a consequence of Lemma 5.1.1, a Poincaré inequality, a
triangular inequality and the estimate on the H1 seminorm in (5.9a).
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Remark 9. Comparing the error estimates of Lemmata 5.1.1 and 5.1.2, it is possible to observe
that local estimates stated in (5.9a) by functions in the VE space are suboptimal of one power of
p.

Optimal L2 approximation estimates by means of functions in the VE space are currently under
investigation and are going to appear in future publications.

5.1.2 A lifting operator

In this section, we recall the existence of a lifting operator from an edge of a triangle to its interior.

Theorem 5.1.3. Given T ∈ T̃n a triangle and s any of its edges, let bs be the quadratic bubble
function associated with edge s. Moreover, assume that hT ≈ hs for all edges s of T . Given
qps ∈ Pps(s) and α ∈

(
1
2 , 1
]
, there exist a function E(qps) ∈ H1(T ) such that, for every ε > 0:

E(qps)|s = qpsb
α
s , E(qps)|∂T\s = 0, (5.11)

‖E(qps)‖20,T ≤ cα hT ε‖qpsb
α
2
s ‖20,s, (5.12)

|E(qps)|21,T ≤ cα h−1
T (εp

2(2−α)
T + ε−1)‖qpsb

α
2
s ‖20,s, (5.13)

where cα is a positive constant depending only on α.

Proof. The assertion follows from [84, Lemma 2.6] along with a scaling argument.

Note that, since E(qps) annihilates on ∂T \ s, then it can be extended to 0 on the remaining
part of the polygon containing T as part of its subtriangulation. As a consequence, Theorem 5.1.3
can be “generalized” in a straightforward way, putting on the left-hand side (semi)norms on the
complete polygon containing T in lieu of the same (semi)norms on T .

5.2 A posteriori error analysis

In this section, we build an error estimator and we prove upper and lower bounds with respect to
the H1 error of the method.

The remainder of the the section is structured as follows. In Section 5.2.1, we write the residual
equation basing mainly on the results presented in [54]. In Section 5.2.2, we construct an error
estimator and we show that the H1 seminorm of the error can be bounded in terms of such an
estimator. In Section 5.2.3, we show that the local estimator can be bounded by the H1 seminorm
of the quasi-local error plus a couple of terms involving the oscillation on the right-hand side of
(1.27) and the stabilization of the virtual element method. Finally, in Section 5.2.4, we summarize
the results presented in the foregoing sections.

In order to avoid unnecessary technicalities in dealing with the discrete right-hand side (3.15),
we assume that (3.3) holds true, i.e. we demand that pK ≥ 2 for all K ∈ Tn.

5.2.1 The residual equation

We begin by introducing the residual equation. Let e := u − un be the difference between the
solution to the continuous (1.27) and discrete (3.17) problems respectively. In order to avoid a
heavy notation regarding the oscillation of the right-hand side we denote with an abuse of notation
〈fn, vn〉n by (fn, vn)0,Ω where here fn denotes Π0

pK−2f , Π0
pK−2 being the L2 projector defined in

(2.18). Given v ∈ H1
0 (Ω) and χn ∈ Vn, one has:

a(e, v) = (f, v)0,Ω − a(un, v) = (f, v)0,Ω − a(un, χn)− a(un, v − χn)

= (f, v)0,Ω − (fn, χn)0,Ω + an(un, χn)− a(un, χn)− a(un, v − χn)

= (f − fn, χn)0,Ω + (f, v − χn)0,Ω + an(un, χn)− a(un, χn)− a(un, v − χn).

(5.14)
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We rewrite the last term of the right-hand side of (5.14) by observing that, given w ∈ H1
0 (Ω), the

following holds true:

a(un, w) =
∑
K∈Tn

aK(un, w) =
∑
K∈Tn

{
aK(Π∇pKun, w) + aK((I −Π∇pK )un, w)

}
=
∑
K∈Tn

{
−(∆Π∇pKun, w)0,K + aK((I −Π∇pK )un, w)

}
+
∑
s∈En

(q
∂nΠ∇pKun

y
s
, w
)

0,s
,

(5.15)

where J·Ks denotes the jump across edge s.
We highlight that the key point in (5.15) is the presence of a polynomial projector; without

such a projector we would not be able to compute exactly the jump across the edges of normal
derivatives of functions in the VE space.

Plugging (5.15) in (5.14) with w = v − χn, we deduce:

a(e, v) =
∑
K∈Tn

{
(∆Π∇pKun + fn, v − χn)0,K − aK((I −Π∇pK )un, v − χn) + (f − fn, v − χn)0,K

}
+ (f − fn, χn)0,Ω + an(un, χn)− a(un, χn)−

∑
s∈En

(q
∂nΠ∇pKun

y
, v − χn

)
0,s

=
∑
K∈Tn

{
(∆Π∇pKun + fn, v − χn)0,K + (f − fn, v)0,K − aK((I −Π∇pK )un, v − χn)

+aKn (un, χn)− aK(un, χn)
}
−
∑
s∈En

(q
∂nΠ∇pKun

y
s
, v − χn

)
0,s
.

(5.16)

The first two internal terms and the edge term are analogous to the terms appearing in the
hp FEM counterpart of the residual equation, see [84, Lemma 3.1]. The only difference here,
is that we need a term containing the polynomial projection Π∇pK , since in the following we use
hp polynomial inverse estimates employing weighted bubble functions. In the case of FEM such a
projection applied to the solution coincides with the solution itself (since the solution is a piecewise
polynomial). The other terms are instead typical of the VEM framework and they take into account
the fact that the VEM bilinear form an approximation of the exact one.

5.2.2 Upper bound

In this section, we both discuss the construction of an error estimator and the bound of the energy
error with respect to such an estimator.

To this purpose, we use (5.16) with v = e := u − un and χn = eI = (u − un)I , where the
approximation properties of the virtual interpolant eI of e are described in Lemma 5.1.2. We
obtain:

|e|21,Ω =
∑
K∈Tn

{
(∆Π∇pKun + fn, e− eI)0,K + (f − fn, e)0,K

−aK((I −Π∇pK )un, e− eI) + aKn (un, eI)− aK(un, eI)
}

−
∑
s∈Ki

(q
∂nΠ∇pKun

y
s
, e− eI

)
0,s

=:
∑
K∈Tn

{I + II + III + IV }+
∑
s∈Ki

V.

(5.17)

We estimate the five local terms separately. We start with the first one, i.e. the bound on the
projected internal residual. Applying Lemma 5.1.2, we get:

I := (∆Π∇pKun + fn, e− eI)0,K ≤ ‖∆Π∇pKun + fn‖0,K‖e− eI‖0,K . hK‖∆Π∇pKun + fn‖0,K |e|1,ω(K).
(5.18)

Importantly, we observe that if we had optimal approximation estimates in Lemma 5.1.1, then we
would gain here a factor p−1 (currently a work in progress).
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Secondly, we investigate the term involving the oscillation on the right-hand side. Owing to L2

orthogonality and approximation properties of such projector, see Lemma 2.3.4, we can write:

II := (f − fn, e)0,K = (f − fn, e−Π0
pK−2e)0,K ≤ ‖f − fn‖0,K

hK
pK
|e|1,K ,

where we recall that the L2 projector Π0
pK−2 is defined in (2.18).

Next, we deal with the projected edge residual term:

V := −
(q
∂nΠ∇pKun

y
s
, e− eI

)
0,s
≤
∥∥∥q∂nΠ∇pKun

y
s

∥∥∥
0,s
‖e− eI‖0,s

.

(
hs
ps

) 1
2 ∥∥∥q∂nΠ∇pKun

y
s

∥∥∥
0,s
|e|1,ω(s) ≤

(
hs
ps

) 1
2 ∥∥∥q∂nΠ∇pKun

y
s

∥∥∥
0,s
|e|1,ω(K),

where in the last but one inequality we employed Lemma 5.1.2.
The inconsistency VEM term can be bounded as follows:

III := −aK((I −Π∇pK )un, e− eI) ≤ |(I −Π∇pK )un|1,K |e− eI |1,K
. |(I −Π∇pK )un|1,K |e|1,ω(K) . α∗(pK)−

1
2SK((I −Π∇pK )un, (I −Π∇pK )un)

1
2 |e|1,ω(K),

where we applied again Lemma 5.1.2 (in the last but one inequality) and the stability property of
VEM (3.14) (in the last inequality). We emphasize that we make appear the stabilization term
since in the definition of the error residual we need computable quantities only.

Finally, we study the error related to the approximation of the bilinear form:

IV := aKn (un, eI)− aK(un, eI) = aK(Π∇pKun,Π
∇
pKeI) + SK((I −Π∇pK )un, (I −Π∇pK )eI)− aK(un, eI)

= aK(Π∇pKun − un, eI) + SK((I −Π∇pK )un, (I −Π∇pK )eI)

≤ |un −Π∇pKun|1,K |eI |1,K + SK((I −Π∇pK )un, (I −Π∇pK )eI)

. α∗(pK)−
1
2SK((I −Π∇pK )un, (I −Π∇pK )un)

1
2 |e|1,ω(K)

+ SK((I −Π∇pK )un, (I −Π∇pK )un)
1
2α∗(pK)

1
2 |(I −Π∇pK )eI |1,K

.

(
α∗(pK)

α∗(pK)

) 1
2

SK((I −Π∇pK )un, (I −Π∇pK )un)
1
2 |e|1,ω(K),

where we applied several times Lemma 5.1.2 and the stability property (3.14).
In order to simplify the notation, we henceforth write:

RK := (∆Π∇pKun + fn)|K ∀K ∈ Tn, Rs :=
q
∂nΠ∇pKun

y
s
∀ s edge of K. (5.19)

Plugging the estimates on the five terms in (5.17), we get:

|e|21,Ω .
∑
K∈Tn

{
h2
K‖RK‖20,K +

h2
K

p2
K

‖f − fn‖20,K +
α∗(pK)

α∗(pK)
SK((I −Π∇pK )un, (I −Π∇pK )un)

}
+
∑
s∈Ki

hs
ps
‖Rs‖20,s

=
∑
K∈Tn

{
p2
Kη

2
K +

h2
K

p2
K

‖f − fn‖20,K +
α∗(pK)

α∗(pK)
SK((I −Π∇pK )un, (I −Π∇pK )un)

}
+
∑
s∈En

η2
s =: η,

(5.20)

where we have set the local error estimators as:

ηK =
hK
pK
‖RK‖0,K , ηs =

(
hs
ps

) 1
2

‖Rs‖0,s. (5.21)
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In (5.20), we have presented a possible choice η for the global error estimator. In particular, we
have bounded the H1 seminorm of the error of the method with such a global estimator. We note
once more that the term involving the internal residual is suboptimal in terms of p. In fact, the hp
FEM counterpart, see [84, Lemma 3.1], has not the factor p2

K in front of it. The suboptimality in
terms of p is due to the suboptimality of the L2 estimates by functions in the VE space, presented
in Lemma 5.1.2 and consequently when bounding term I in (5.18), see also Remark 9. A better L2

estimate in terms of p is currently work in progress.

5.2.3 Lower bound

In this section, we bound the error estimator η introduced in (5.20) with the H1 seminorm of
the error of the method plus an oscillation term for the right-hand side and a term related to the
stabilization of the method. In particular, we only need to bound the local error estimators in
(5.21).

The remainder of the section is organized as follows. In Section 5.2.3.1, we bound the bulk term
appearing in the definition of the global error residual (5.20) with the H1 seminorm of the error
plus a term involving the oscillation of the right-hand side and a term related to the nonexactness
of the VEM bilinear form, whereas in Section 5.2.3.2, we prove analogous bounds for the boundary
term appearing in (5.20).

5.2.3.1 Bounding the internal residual

We begin with the term involving RK , namely the local internal residual. To this purpose, we note
that plugging χn = 0 in (5.16), we have:

a(e, v) =
∑
K∈Tn

{
(RK , v)0,K + (f − fn, v)0,K − aK((I −Π∇pK )un, v)

}
−
∑
s∈Ki

(Rs, v)0,s. (5.22)

Let us focus our attention on a single element K. Given bK the piecewise bubble function associated
with element K defined as the piecewise bubble function over the subtriangulation of K, see also
(B.37), we plug v = bαKRK in (5.22) with α > 1

2 , obtaining:

a(e, bαKRK) =
∑
K′∈Tn

{
(RK′ , b

α
KRK)0,K′ + (f − fn, bαKRK)0,K′ − aK

′
((I −Π∇pK′ )un, b

α
KRK)

}
= (RK , b

α
KRK)0,K + (f − fn, bαKRK)0,K − aK((I −Π∇pK )un, b

α
KRK),

(5.23)

since bK is null on ∂K and can be trivially extended to 0 outside.
From (5.23), we get:

‖b
α
2

KRK‖
2
0,K = (RK , b

α
KRK)0,K = aK(e, bαKRK)− (f − fn, bαKRK)0,K + aK((I −Π∇pK )un, b

α
KRK)

. |bαKRK |1,K |e|1,K + ‖(f − fn)b
α
2

K‖0,K‖b
α
2

KRK‖0,K + |(I −Π∇pK )un|1,K |bαKRK |1,K .

As a consequence, applying the stability bounds (3.14) and the hp polynomial inverse estimate on
polygons (B.47), one has:

‖b
α
2

KRK‖0,K .
p2−α
K

hK

{
|e|1,K + α∗(pK)−

1
2SK((I −Π∇pK )un, (I −Π∇pK )un)

1
2

}
+ ‖f − fn‖0,K ,

or equivalently:

hK
pK
‖b

α
2

KRK‖0,K . p1−α
K

{
|e|1,K + α∗(pK)−

1
2SK((I −Π∇pK )un, (I −Π∇pK )un)

1
2

}
+
hK
pK
‖f − fn‖0,K .

We are now ready to prove the bound on the internal residual. Recalling that α > 1
2 , the hp

polynomial inverse estimate on polygons (B.45) implies:

‖RK‖0,K . pαK‖b
α
2

KRK‖0,K .
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Hence:

hK
pK
‖RK‖0,K . pK

{
|e|1,K + α∗(pK)−

1
2SK((I −Π∇pK )un, (I −Π∇pK )un)

1
2

}
+ hKp

α−1
K ‖f − fn‖0,K .

Since α is arbitrarily bigger than 1
2 and appears only in front of the oscillation of the right-hand

side, we minimize the loss in terms of p by requiring α = 1
2 + ε, with ε positive and arbitrarily

small.
This gives us, for every ε > 0 arbitrarily small:

h2
K

p2
K

‖RK‖20,K . p2
K

(
|e|21,K + α∗(pK)−1SK((I −Π∇pK )un, (I −Π∇pK )un)

)
+

h2
K

p1−2ε
K

‖f − fn‖20,K .

(5.24)

5.2.3.2 Bounding the edge residual

Next, we investigate the bound on the edge residual. Without loss of generality s is an internal
edge; the general case straightforwardly follows.

Let Rs be the edge residual on edge s. We henceforth consider a function Rs defined as E(Rs),
where Rs is defined in (5.19) while the “extension” operator E is defined in Theorem 5.1.3. We
recall that the restriction of Rs on s is equal to bαs Rs, where bs is the quadratic edge bubble
function on s and where α > 1

2 .

We note that Rs, which is defined on the two triangles T1 and T2 abutting edge s, can be
extended to 0 outside T 1∪T 2, see (5.5). Let us denote by K1 and K2 the two polygons containing
triangles T1 and T2.

We plug v = Rs and χn = 0 in (5.16), obtaining:

a(e,Rs) =

2∑
i=1

{
(RKi , Rs)0,Ki + (f − fn, Rs)0,s − aKi((I −Π∇pKi

)un, Rs)
}
− (Rs, Rs)0,s. (5.25)

We observe that the following bound on the third term on the right-hand side of (5.25) holds true:

2∑
i=1

aKi((I −Π∇pKi
)un, Rs) ≤

2∑
i=1

|(I −Π∇pKi
)un|1,Ki |Rs|1,Ki

.
2∑
i=1

{
α∗(pKi)

− 1
2SKi((I −Π∇pKi

)un, (I −Π∇pKi
)un)

1
2

}
|Rs|1,Ki .

(5.26)

We deduce from (5.25):

‖b
α
2
s Rs‖20,s = (Rs, Rs)0,s

= a(e,Rs)−
2∑
i=1

{
(RKi , Rs)0,Ki + (f − fn, Rs)0,Ki − aKi((I −Π∇pKi

)un, Rs)
}
.

and thus, by (5.26):

‖b
α
2
s Rs‖20,s

.
2∑
i=1

{(
|e|1,Ki + α∗(pKi)

− 1
2SKi((I −Π∇pKi

)un, (I −Π∇pKi
)un)

1
2

)
|Rs|1,Ki

+ (‖RKi‖0,Ki + ‖f − fn‖0,Ki) ‖Rs‖0,Ki
}
.

We can now apply Theorem 5.1.3 with α = 1 on |Rs|1,Ki and ‖Rs‖0,Ki , obtaining for every
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ε > 0:

‖b
α
2
s Rs‖20,s

.
2∑
i=1

{(
|e|1,Ki + α∗(pKi)

− 1
2SKi((I −Π∇pKi

)un, (I −Π∇pKi
)un)

1
2

)
h
− 1

2
s

(
εp

2(2−α)
Ki

+ ε−1
) 1

2 ‖b
1
2
s Rs‖0,s

+ (‖RKi‖0,Ki + ‖f − fn‖0,Ki)h
1
2
s ε

1
2 ‖b

1
2
s Rs‖0,s

}
.

Therefore, we can write:(
hs
ps

) 1
2

‖b
α
2
s Rs‖0,s

.
2∑
i=1

{(
|e|1,Ki + α∗(pK)−

1
2SKi((I −Π∇pKi

)un, (I −Π∇pKi
)un)

1
2

) (
εp

2(2−α)
Ki

+ ε−1
) 1

2

p
− 1

2
s

+ ε
1
2
hs

p
1
2
s

(‖RKi‖0,Ki + ‖f − fn‖0,Ki)

}
.

Hence, elevating to the square both sides, one deduces:

hs
ps
‖b

α
2
s Rs‖20,s .

2∑
i=1

{(
|e|21,Ki + α∗(pKi)

−1SKi((I −Π∇pKi
)un, (I −Π∇pKi

)un)
) (

εp
2(2−α)
Ki

+ ε−1
)
p−1
s

+ ε
h2
s

ps

(
‖RKi‖20,Ki + ‖f − fn‖20,Ki

)}
.

Applying the bound on the internal residual (5.24) and assumption (P1), we deduce:

hs
ps
‖b

α
2
s Rs‖20,s

.
2∑
i=1

{(
|e|21,Ki + α∗(pKi)

−1SKi((I −Π∇pKi
)un, (I −Π∇pKi

)un)
) (

εp
2(2−α)
Ki

+ ε−1
)
p−1
s

+εps

(
p2
K

(
|e|21,K + α∗(pK)−1SK((I −Π∇pK )un, (I −Π∇pK )un)

)
+

h2
K

p1−2ε
K

‖f − fn‖20,K
)}

,

whence:

hs
ps
‖b

α
2
s Rs‖20,s

.
2∑
i=1

{(
|e|21,Ki + α∗(pKi)

−1SKi((I −Π∇pKi
)un, (I −Π∇pKi

)un)
) [

p−1
s

(
εp

2(2−α)
Ki

+ ε−1
)

+ p3
Kiε
]

εp
2(ε+1)
Ki

(
hKi
pKi

)2

‖f − fn‖20,Ki

}
,

Selecting ε = p−2
s and using once more assumption (P1), one obtains:

hs
ps
‖b

α
2
s Rs‖20,s

.
2∑
i=1

{
pKi

(
|e|21,Ki + α∗(pKi)

−1SKi((I −Π∇pKi
)un, (I −Π∇pKi

)un)
)

+ p

2

p2
K

Ki

(
hKi
pKi

)2

‖f − fn‖20,Ki

}
.

So far, we have assumed that α > 1
2 . In order to get the desired bound on the edge residual, i.e.

the one with α = 0, we apply the 1D hp polynomial inverse estimate (B.6) with weights 0 and
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1
2 + ε, respectively, getting:

hs
ps
‖Rs‖20,s . p1+2ε

s

hs
ps
‖b

1
2
s Rs‖20,s

.
2∑
i=1

p1+2 ε
Ki

{
pKi

(
|e|21,Ki + α∗(pKi)

−1SKi((I −Π∇pKi
)un, (I −Π∇pKi

)un)
)

+p

2

p2
K

Ki

(
hKi
pKi

)2

‖f − fn‖20,Ki

}
.

5.2.4 Summary

In this section, we collect in a single result the lower and upper bounds presented in Sections 5.2.2
and 5.2.3.

Theorem 5.2.1. Assume that assumptions (G0)-(G1)-(G2)-(P1) hold true. Let u and un be
the solutions to (1.27) and (3.17) respectively and let e = u − un. For all K ∈ Tn and s ∈ En
internal edge, let ηK and ηs be the internal and edge residuals defined in (5.21) respectively. Then,
the following upper bound for the energy of e holds true:

|e|21,Ω .
∑
K∈Tn

{
p2
Kη

2
K +

h2
K

p2
K

‖f − fn‖20,K +
α∗(pK)

α∗(pK)
SK((I −Π∇pK )un, (I −Π∇pK )un)

}
+
∑
s∈En

η2
s .

(5.27)

Further, for every K ∈ Tn, s ∈ En and for all ε > 0, the following local lower bounds on the local
internal and edge residuals hold true:

η2
K . p2

K

(
|e|21,K + α∗(pK)−1SK((I −Π∇pKi

)un, (I −Π∇pKi
)un)

)
+

h2
K

p1−2ε
K

‖f − fn‖20,K ,

η2
s .

2∑
i=1

p1+2 ε
Ki

{
pKi

(
|e|21,Ki + α∗(pKi)

−1SKi((I −Π∇pKi
)un, (I −Π∇pKi

)un)
)

+p

2

p2
K

Ki

(
hKi
pKi

)2

‖f − fn‖20,Ki

}
,

(5.28)

where the polygons Ki, i = 1, 2, in the second equation of (5.28) are such that K1 ∩K2 = s. If s
is a boundary edge, then the sum in the bound on the edge residual (5.28) reduces to a single term
with all the quantities defined on element K, where s = K ∩ ∂Ω.

We emphasize that the suboptimality of the L2 approximation estimates by functions in the
VE space presented in Lemma 5.1.2 implies an additional term p2

K in front of the internal residual
ηK in (5.27).We deem that having an “optimal” version of Lemma 5.1.2 would mitigate the bounds
in terms of p in Theorem 5.2.1; as already stated in Remark 9, such an optimal version of Theorem
5.2.1 is currently under investigation and is going to appear in future works.

It is moreover important to stress that, apart from the term involving the stabilization, the
bounds of both the internal and edge residuals mimic their FEM counterparts, see [84, Lemmata
3.4, 3.5].

Finally, we highlight that in the upper and lower bounds one has to take into account the effect

of the stabilization, which plays a role through the ratio α∗(p)
α∗(p)

in (5.27) and through α∗(p)
−1 in

(5.28). The effect in terms of p on these two terms is investigated in Chapter 6.



Chapter 6

The role of the stabilization in p
and hp VEM

In Chapters 2, 3 and 4, we investigated the h and p, hp and Harmonic hp version of VEM respec-
tively.

In all the three cases, we described how the discrete bilinear form is split into local bilinear
forms which consist of the combination of two terms, see (2.13), (3.9) and (4.8): the first one is the
standard local H1 bilinear form applied to a energy projection defined on local virtual space into
polynomial spaces, the second one is a stabilizing bilinear form defined on the product of kernel of
the aforementioned projection.

We have not addressed yet the issue of introducing such local stabilizations, which we recall
have to be properly chosen in order to avoid (or more likely to mitigate) the pollution effect on
the convergence of the method, see Lemmata 2.1.1, 3.1.1 and 4.1.1.

The aim of the present chapter is to present various choices for the local stabilization, both
recalling standard choices that can be found in VEM literature and introducing novel choices for
the p and hp VEM framework.

The outline of the chapter follows. In Section 6.1, we recall the original choice of VEM sta-
bilization, tailored for the h case, and we discuss numerically the associated stability bounds in
terms of p (such a stabilization was also used in the first work dealing with p VEM namely [31]);
moreover, we also mention other stabilizations available in the literature. In Section 6.2, we present
instead some stabilizations for the hp version of VEM, that were introduced in [32]; such stabiliza-
tions are characterized by quite pessimistic bounds in terms of p, nonetheless we give numerical
evidence that the actual behaviour of these bounds is in fact much milder than the theory asserts;
throughout the section, hp polynomial inverse estimates on polygons proven in Appendix B are
spreadly employed. In Section 6.3, some stabilizations for the hp version of Harmonic VEM are
discussed. Explicit bounds in terms of p that are much better than those shown in hp VEM are
proven; further, we also provide a recipe for constructing a provably p independent stabilization;
we follow here [58]. Finally, in Section 6.4, we supply further comments regarding the issue of the
stabilization and we rapidly summarize the results discussed in the chapter.

Before proceeding, we need additional notation. Given NVK the dimension of a local VE space
defined on polygon K we define: {

dofKi

}NVK
i=1

= {dofi}
NVK
i=1 (6.1)

the set of degrees of freedom described in Section 2.1 and:{
ϕKi
}NVK
i=1

= {ϕi}
NVK
i=1 (6.2)

the local canonical VE basis, i.e. the set of functions satisfying:

dofi(ϕj) = δi,j ∀ i, j = 1, . . . , NVK ,

where δi,j it the Kronecker delta.

69
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6.1 The original VEM stabilization

In this section, we recall the original VEM stabilization introduced firstly in [25,30] and we numer-
ically investigate the behaviour in terms of p of the stability constants involved in bound (2.15).

We stress that in the first work concerning p VEM, namely [31], this stabilization was em-
ployed. We anticipate that the pollution effect described in Lemma 2.1.1 has a very mild impact in
numerical tests in Section 7.1 also for finite Sobolev regularity as one would expect, cf. Theorem
2.2.6.

The original VEM stabilization reads:

SK1 (uhp, vhp) =

NVK∑
i=1

dofi(uhp) dofi(vhp) ∀uhp, vhp ∈ Vhp(K), (6.3)

where we recall that Vhp(K) is defined in (2.3), NVK is the dimension of Vhp(K) and dofi is the
i-th degree of freedom introduced in (6.1).

It is not clear how to prove explicit stabilization bounds (2.12) and (2.15) using SK1 . What
instead is clear is that choice SK1 has the proper scaling in terms of hK with respect to the local
H1 seminorm | · |1,K , whenever p is fixed. In fact, if we are given ϕi element of the canonical basis
(6.2), we have:

SK1 (ϕi, ϕi) = 1, |ϕi|21,K ≈ 1.

We highlight that there exist variants of (6.3). We limit ourselves to recall two of them. The first
one was introduced in [33]. While we have defined:

SK1 (ϕi, ϕj) = δi,j ,

where δi,j is the Kronecker delta, we define a variant SK3 of SK1 by requiring:

SK3 (ϕi, ϕj) = δi,j max(1, aK(Π∇p ϕi,Π
∇
p ϕj)), (6.4)

where Π∇p is defined in (2.8).
Another possible stabilization reads:

SK4 (uhp, vhp) =

NbndrK∑
i=1

dofbndri (uhp) dofbndri (vhp), (6.5)

where N bndr
K is the number of boundary dofs of space Vhp(K) and

{
dofbndri

}NbndrK

i=1
denotes the set

of boundary degrees of freedom.
We are now ready to discuss the dependence on p of the stability bounds in the complete local

bilinear form (2.13). More precisely, given K ∈ Tn, we want to investigate the behaviour in terms
of p of the constants α∗(p) and α∗(p) introduced in (2.15).

We note that finding α∗(p) and α∗(p) in (2.15) is equivalent to find the minimum and the
maximum eigenvalue, say λmin and λmax, of the generalized eigenvalue problem:

AK
hpvhp = λAKvhp, (6.6)

where AK
hp, AK ∈ Rdim(Vhp(K))×dim(Vhp(K)) are the local discrete and continuous stiffness matrices

respectively:
(AK

hp)i,j = aKhp(ϕi, ϕj), (AK)i,j = aK(ϕi, ϕj),

{ϕi}
dim(Vhp(K))
i=1 being the local canonical virtual basis defined in (6.2). Since both matrixes (that

are symmetric and positive semi-definite) have a kernel given by the vectors representing constant
functions, without loss of generality we restrict the analysis to the zero-average functions in Vh(K).
Besides, since matrix AK is not computable exactly, we approximate its entries by solving numer-
ically the associated diffusion problem, using a very fine triangular mesh on the polygon and hp
FEM.
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We stress that we are in particular interested in the behaviour in terms of p of:

α∗(p)

α∗(p)
i.e.

λmax
λmin

, (6.7)

since this is the quantity that is involved in the pollution effect of which method (2.1) suffers, see
Lemma 2.1.1.

In Table 6.1 we present tests on three regular sample polygons: a triangle, a square and a
hexagon. In all three cases we assume that the polygons are equilateral.

Table 6.1 Minimum and maximum eigenvalues of the generalized eigenvalue problem (6.6) on:
tr= a triangle; sq= a square; he= a hexagon. Stabilization employed: SK1 .

p tr. λmin tr. λmax sq. λmin sq. λmax he. λmin he. λmax
2 1.0000e+00 1.0825e+00 1.0000e+00 1.1225e+00 4.6394e-01 1.2079e+00
3 6.1649e-01 1.0000e+00 3.7333e-01 1.1978e+00 4.4218e-01 1.2234e+00
4 2.7391e-01 1.0000e+00 3.0515e-01 1.0365e+00 4.5071e-01 1.3473e+00
5 6.1234e-02 1.0000e+00 3.0203e-01 1.2361e+00 4.2189e-01 1.3208e+00
6 4.4998e-02 1.0000e+00 2.0408e-01 1.0580e+00 4.2771e-01 1.2256e+00
7 2.3220e-02 1.0000e+00 2.0026e-01 1.1509e+00 4.0537e-01 1.2696e+00
8 7.9998e-03 1.0000e+00 1.3968e-01 1.0433e+00 4.0755e-01 1.2439e+00
9 5.2406e-03 1.0000e+00 1.3176e-01 1.1310e+00 4.0183e-01 1.2364e+00
10 2.6406e-03 1.0000e+00 8.9375e-02 1.0390e+00 3.8648e-01 1.2514e+00

First of all, we note that that λ = 1 is always an eigenvalue since, due to the consistency
condition (2.14), for all vectors vhp associated to polynomial functions the two operators above
give the same result. Therefore λmax is always bigger than or equal to 1 and λmin always smaller
than or equal to 1. We moreover observe that the maximum eigenvalue is almost constant in all
the three cases. On the other hand, the minimum eigenvalue behaves differently, and depends on
the polygon. In the case of the hexagon, it is still almost constant. For the square, we notice a
very slow decay. Finally, for the triangle we have instead a considerable decay in terms of p.

The nonmonotonicity of the eigenvalues in Table 6.1 is due to the fact that the matrices AK
hp

are associated with bilinear forms which vary in p, see (2.13), since their definition also depend on
the choice of the stabilization.

6.2 Stabilizations for hp VEM

In this section, we present two explicit choices for the stabilizing bilinear form SK introduced in
(3.10) and we discuss the associated stability bounds (3.11) in terms of the local degree of accuracy.
The first choice for the stabilization is the following. For all un and vn in space V (K) defined in
(3.5) and given pK the local degree of accuracy on K, we set:

SK2 (un, vn) =
pK
hK

(un, vn)0,∂K +
p2
K

h2
K

(Π0
pK−2un,Π

0
pK−2vn)0,K . (6.8)

We note that this local stabilization term is explicitly computable by means of the local degrees
of freedom, since on the boundary virtual functions are known polynomials and the L2 projectors
defined in (2.18) are computable using only the internal degrees of freedom defined in (2.4).

In order to prove the desired stability bounds, we need a technical result.

Lemma 6.2.1. Under assumptions (G1)-(G2)-(G3), let K ∈ Tn be any convex polygon and let
Π∇pK be defined in (2.8). Then, for any vn ∈ V (K) defined in (3.5), the following holds true:

‖vn −Π∇pKvn‖0,K ≤ c
hK
pK
|vn −Π∇pKvn|1,K ∀ vn ∈ V (K), (6.9)

where c is a positive constant independent of hK , pK and vn.
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Proof. We consider the auxiliary problem:
−∆η = vn −Π∇pKvn in K

∂nη = 0 on ∂K∫
K
η = 0

. (6.10)

We observe that the compatibility condition:∫
K

vn −Π∇pKvn = 0

is valid owing to (3.2) and definition (2.8).
Thanks to [96, Section 4.2], we have the following regularity bound for Neumann problems on

convex polygonal domain:
‖η‖2,K . ‖vn −Π∇pKvn‖0,K . (6.11)

As a consequence, applying (6.10) and Lemma 2.2.2, we obtain:

‖vn −Π∇pKvn‖
2
0,K = (vn −Π∇pKvn,−∆η)0,K = (∇(vn −Π∇pKvn),∇η)0,K

≤ |vn −Π∇pKvn|1,K |η −Π∇pKη|1,K . |vn −Π∇pKvn|1,K
hK
pK
‖η‖2,K .

(6.12)

In order to conclude it suffices to plug (6.11) on the right-hand side of (6.12).

It is possible to generalize Lemma 6.2.1 to nonconvex K. Given π < ωK < 2π the largest angle
of K, the Aubin-Nitsche analysis in addition to interpolation theory, see [101,102], can be refined
giving:

‖vn −Π∇pKvn‖0,K .

(
hK
pK

) π
ωK
−ε

|vn −Π∇pKvn|1,K , ∀ vn ∈ V (K), ∀ε > 0 small, (6.13)

More precisely, it suffices in the proof of Lemma 6.2.1 to use regularity bounds for Neumann
problems analogous to (6.11) on nonconvex polygons and modify accordingly the computation in
(6.12).

We now prove the following result.

Theorem 6.2.2. Under assumptions (G1)-(G2)-(G3), assume that pK , the degree of accuracy of
the method on the element K, coincides with the polynomial degrees ps, for all edges s of polygon
K. Then, using definition (6.8), the bounds in (3.11) hold with:

c∗(pK) & p−5
K , c∗(pK) .

1 if K is convex

p
2
(

1− π
ωK

+ε
)

K otherwise
∀ε > 0, (6.14)

where ωK denotes the largest angle of K.

Proof. We assume without loss of generality that the size of polygon K is 1. The general result
follows from a scaling argument.

We start by proving the estimate on c∗(pK). For the purpose, we need a technical result,
namely the following hp polynomial inverse estimate on polygons, see Theorem B.2.6, which can
be applied thanks to Remark 2:

‖qpK−2‖0,K . (pK − 1)2‖qpK−2‖−1,K ≤ p2
K‖qpK−2‖−1,K , ∀qpK−2 ∈ PpK−2(K), (6.15)

where we denote by ‖ · ‖−1,K the negative norm defined in (1.15) and where the hidden constant
in (4.35) depends solely on the parameters ρ0 and c introduced in assumptions (G1)-(G2)-(G3).
We apply now (3.34) to get:

|vn|21,K .
{

(‖∆vn‖0,K + |vn|1,K)‖vn‖ 1
2 ,∂K

+ ‖∆vn‖0,K‖Π0
p−2vn‖0,K

}
, (6.16)
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where the hidden constant depends once more on the parameters ρ0 and c introduced in assump-
tions (G1)-(G2)-(G3).

For what concerns the term ‖∆vn‖0,K , we note that, owing to (6.15), we have:

‖∆vn‖0,K . p2
K‖∆vn‖−1,K = p2

K sup
Φ∈H1

0 (K)\{0}

(∆vn,Φ)0,K

|Φ|1,K

= p2
K sup

Φ∈H1
0 (K)\{0}

(∇Φ,∇vn)0,K

|Φ|1,K
≤ p2

K |vn|1,K .
(6.17)

For what concerns instead the term ‖vn‖ 1
2 ,∂K

, we apply a one dimensional hp inverse estimate

in addition to interpolation theory [101,102], thus obtaining:

‖vn‖ 1
2 ,∂K

. p‖vn‖0,∂K (6.18)

Plugging (6.17) and (6.18) in (6.16), we deduce:

|vn|21,K . |vn|1,K
{
p2
K‖Π0

pK−2vn‖0,K + p3
K‖vn‖0,∂K

}
,

whence:
|vn|21,K . p2

K

(
p2
K‖Π0

pK−2vn‖20,K
)

+ p5
K

(
pK‖vn‖20,∂K

)
≤ p5

KS
K
2 (vn, vn).

Note that the bound on c∗(p) is valid for function in V (K) and not only in ker(Π∇pK ).

Next, we estimate c∗(pK). Let vn ∈ ker(Π∇pK ), then:

SK(vn, vn) = pK‖vn‖20,∂K + p2
K‖Π0

pK−2vn‖20,K
. pK‖vn‖20,∂K + p2

K‖vn −Π0
pK−2vn‖20,K + p2

K‖vn −Π∇pKvn‖
2
0,K ,

having used that Π∇pKvn = 0.
We estimate the three terms separately. We begin with the first one. Applying the multi-

plicative trace inequality, see e.g. [83, Lemma 4.3], the Aubin-Nitsche Neumann-based duality
arguments (6.9) for convex K and (6.13) for nonconvex K:

pK‖vn‖20,∂K . pK
(
‖vn‖0,K |vn|1,K + ‖vn‖20,K

)
= pK

(
‖vn −Π∇pKvn‖0,K |vn|1,K + ‖vn −Π∇pKvn‖

2
0,K

)
.

{
pK
(
p−1
K |vn|21,K + p−2

K |vn|21,K
)
≤ |vn|21,K , if K is convex

pK

(
p
− π
ωK

K |vn|21,K + p
−2 π

ωK

K |vn|21,K
)
≤ p

1− π
ωK

+ε

K |vn|21,K , otherwise
,

(6.19)

for all ε > 0 small, where we recall ωK is the largest angle in K.

We now deal with the second term; thanks to Lemma 2.2.1, one writes:

p2
K‖vn −Π0

pK−2vn‖20,K . p2
Kp
−2
K ‖vn‖

2
1,K = ‖vn −Π∇pKvn‖

2
1,K . |vn|21,K , (6.20)

where in the last inequality we used that vn −Π∇,Kp vn has zero average over K.
Finally, we treat the third term; using Aubin-Nitsche argument (6.9) and its modified version

for nonconvex polygon (6.13):

p2
K‖vn −Π∇pKvn‖

2
0,K .

p
2
Kp
−2
K |vn −Π∇pKvn|

2
1,K = |vn|21,K if K is convex

p2
Kp
−2 π

ωK

K |vn −Π∇pKvn|
2
1,K = p

2
(

1− π
ωK

+ε
)

K |vn|21,K otherwise
,

(6.21)
for all ε > 0 small.

The hidden constants in (6.19), (6.20) and (6.21) depend solely on the parameters ρ0 and c
introduced in assumptions (G1)-(G2)-(G3).

Collecting the three bounds, we obtain the claim.
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Remark 10. In order to keep the notation simpler, we proved Theorem 6.2.2 assuming that the
polynomial degrees ps on each edge s of K coincide with the degree of accuracy pK of the local
space V (K) defined in (3.5); the same result remains valid if pK ≈ ps, for all s ∈ EK . This is in
fact the case of interest, see the assumption on the distribution of the local degrees of accuracy
(3.45).

As a consequence of Theorem 6.2.2, the quantity α(pK) defined in (3.19) can be bounded in
terms of pK as follows:

α(pK) =
α∗(pK)

minK′∈Tn α∗(pK′)
=

max(1, c∗(pK))

minK′∈Tn(min(1, c∗(pK′)))

.

{
maxK∈Tn p

5
K if all K are convex

p
2(1− πω+ε)
K maxK∈Tn p

5
K otherwise

,

(6.22)

for all ε > 0 small.
In particular the important assumption made in (3.12) is valid with an explicit representation

of the two constants r1 and r2.
Let us recall the following result, concerning quadrature formulas.

Lemma 6.2.3. Let Î = [−1, 1] and let {ρpÎ+1
j }pÎj=0 and {ξpÎ+1

j }pÎj=0 be the Gauß-Lobatto nodes and

weights on Î respectively. Then:

c

pÎ∑
j=0

q2
pÎ

(ξ
pÎ+1
j )ρ

pÎ+1
j ≤ ‖qpÎ‖

2
0,Î
≤

pÎ∑
j=0

q2
pÎ

(ξ
pÎ+1
j )ρ

pÎ+1
j ∀ qpÎ ∈ PpÎ (Î), (6.23)

where c is a positive universal constant.

Proof. See [43, formula (2.14)].

Remark 11. Owing to Lemma 6.2.3, we could replace the boundary term of SK2 , defined in (6.8),
with a spectrally equivalent algebraic expression employing Gauß-Lobatto nodes.

In particular, we could replace in (6.8) the L2 integral on the boundary with a piecewise

Gauß-Lobatto combination, mapping each edge on the reference interval Î and using (6.23); the
advantage of such a choice is that we can automatically use the nodal degrees of freedom on the
skeleton, assuming that they have a Gauß-Lobatto distribution on each edge.

The boundary term of the new stabilization is now very close to the original stabilization SK1
defined in (6.3) and its implementation is much easier than the implementation of (6.8), where one
should reconstruct polynomials on each edge; in fact, it suffices to take instead of the Euclidean
inner product of all the degrees of freedom only the boundary one with some Gauß-Lobatto weights.

6.2.1 Numerical tests for the stability bounds of SK2

In Theorem 6.2.2, we proved the stability bounds (3.11) for the stabilization SK2 defined in (6.8).
Such bounds, which also reflect on α∗(pK) and α∗(pK) introduced in (3.14), are rigorously proven
but have a quite strong dependence on pK . In the following, we check numerically whether the
dependence on p of the above-mentioned constants is sharp.

In order to do that, we note that finding α∗(pK) and α∗(pK) in (3.14) is equivalent to find the
minimum and maximum eigenvalues λmin and λmax of the generalized eigenvalue problem:

AK
n vn = λAKvn, (6.24)

where AK
n , AK ∈ Rdim(V (K))×dim(V (K)) are the local discrete and continuous stiffness matrices

respectively:
(AK

n )i,j = aKn (ϕi, ϕj); (AK)i,j = aK(ϕi, ϕj),

{ϕi}dim(V (K))
i=1 being the local canonical virtual basis being defined in (6.2).

We note that we restrict our analysis on functions having zero average over K, since both
AK
n and AK have constant functions in their kernel; this strategy allows to avoid the problems
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related to solving the generalized eigenvalue problem for singular matrices. Moreover, the entries of
matrix AK are not computable exactly, since virtual functions are not known explicitly; therefore,
we approximate them by solving numerically the associated diffusion problem, by means of a fine
and high-order finite element approximation.

In Table 6.2, we present the results on three different types of polygon: a square, a nonconvex
decagon, like any of the polygons in the outer layer of Figure 1.4 (right), a nonconvex hexagon,
like any of the polygons in the outer layer of Figure 1.4 (center).

Table 6.2 Minimum and maximum eigenvalues of the generalized eigenvalue problem (6.6) on:
sq.= a square; dec.= a nonconvex decagon; hex.= a nonconvex hexagon. Stabilization em-
ployed: SK2 .

p sq. λmin sq. λmax dec. λmin dec. λmax hex. λmin hex. λmax
2 7.8559e-01 1.0000e+00 7.9262e-02 5.5516e+00 1.6168e-01 1.1183e+00
3 4.6667e-01 1.0000e+00 1.0306e-01 8.6605e+00 1.3342e-01 1.4751e+00
4 3.3195e-01 1.0000e+00 4.5039e-02 1.0852e+01 1.0321e-01 1.6253e+00
5 2.7547e-01 1.0000e+00 3.4944e-02 1.0513e+01 7.4247e-02 1.8672e+00
6 2.1557e-01 1.0000e+00 2.3463e-02 1.1835e+01 5.5556e-02 1.6707e+00
7 1.8994e-01 1.0000e+00 2.0730e-02 9.7514e+00 3.5664e-02 1.9013e+00
8 1.4136e-01 1.0000e+00 1.6122e-02 1.0447e+01 2.7559e-02 1.8801e+00
9 1.2446e-01 1.0000e+00 1.8555e-02 7.9781e+00 2.1313e-02 1.8337e+00
10 9.2933e-02 1.0000e+00 1.3736e-02 3.9577e+01 1.7991e-02 5.6544e+00

As theoretically expected, the maximum generalized eigenvalue always scales like 1. On the
contrary, the minimum eigenvalue behaves in all the three cases like p−1. This means that in fact
the bounds of Theorem 6.2.2 are pessimistic, whereas the actual behaviour of the stability bounds
may be much milder.

Finally, we stress that the nonmonotonicity of the eigenvalues can be justified as done for the
eigenvalues of Table 6.1.

6.3 Stabilizations for hp Harmonic VEM

In this section, we present a stabilization that was firstly introduced in the framework of Harmonic
VEM of Chapter 4, see [58]. We anticipate that the stability bounds here proven are better than
those for the hp VEM presented in Section 6.2.

The outline of this section is the following. In Section 6.3.1, we present a stabilization based on
L2-norm on the skeleton of polygonal mesh Tn, whereas in Section 6.3.2 we exhibit an optimal (i.e.
spectrally equivalent to local H1 seminorm | · |1,K on each element K ∈ Tn) stabilization based on

H
1
2 norm on the skeleton.
We recall that in the context of hp Harmonic VEM we assumed for the sake of simplicity

uniform degree of accuracy p.

6.3.1 A stabilization with the L2-norm on the skeleton

In this section we introduce a computable local stabilizing bilinear form SK∆ satisfying (4.10) with
explicit bounds in terms of the degree of accuracy p of the corresponding stabilization constants
c∗(p) and c∗(p).

Our first candidate is:

SK∆ (un, vn) =
p

hK
(un, vn)0,∂K =

p

hK

∑
s edges of K

(un, vn)0,s ∀un, vn ∈ V (K). (6.25)

Since functions in V (K), defined in (4.2), are piecewise polynomials on the boundary of the element,
then it is clear that the local stabilization introduced in (6.25) is explicitly computable.

For computational purposes, we substitute the edge integrals on the right-hand side of (6.25)
with Gauß-Lobatto quadrature formulas using, as done in Lemma 6.2.3.
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Thus, we emphasize our choice of SK∆ by writing explicitly its definition. To each s edge of
K we associate the set of Gauß-Lobatto nodes and weights {ηps,sj }psj=0 and {ξps,sj }psj=0 respectively.
Our second candidate for being local stabilizing bilinear form associated with method (4.14) reads:

S̃K∆ (un, vn) =
p

hK

∑
s edge of K

 ps∑
j=0

ηps,sj un(ξps,sj )vn(ξps,sj )

 . (6.26)

Next, we discuss the issue of showing explicit stability bounds (4.10) in terms of the local degree
of accuracy. We begin with an auxiliary lemma.

Let us denote by:

v :=
1

|K|

∫
K

v (6.27)

the domain average of some v ∈ H1(K), K ∈ Tn. Then, the Poincaré inequality implies:

‖v − v‖0,K . hK |v|1,K ∀v ∈ H1(K). (6.28)

When, moreover, v ∈ ker(Π∇,∆p ) the following improved estimate is valid.

Lemma 6.3.1. Under assumptions (G1)-(G2)-(G3), let K ∈ Tn and let Π∇,∆p be defined in (4.9).

For any vn ∈ ker(Π∇,∆p ), the following holds true:

‖vn − vn‖0,K .

hK
(

log(p)
p

)λK
π |vn|1,K if K is convex

hK

(
log(p)
p

) λK
ωK
−ε
|vn|1,K otherwise

, ∀ ε > 0, (6.29)

where λK and ωK denote the smallest exterior and largest interior angles of K, respectively.

Proof. We prove the assertion only for K convex, i.e. 0 < ωK < π, since the nonconvex case can
be treated analogously. Moreover, we assume without loss of generality that hK = 1. The general
form of the assertion (6.29) follows then by the scaling argument.

The proof is based on an Aubin-Nitsche-type argument, slightly different from the one presented
in Lemma 6.2.1. For a fixed vn ∈ ker(Π∇,∆p ) consider an auxiliary problem of finding η such that:

−∆η = vn − vn in K

∂nη = 0 on ∂K∫
K
η = 0

, (6.30)

where v is defined in (6.27).
Observe that by construction the right-hand side in (6.30) has vanishing mean and thus by

the Lax-Milgram lemma the solution η ∈ H1(K) is well-defined. The additional regularity of η
depends on the size of interior angles of K. In particular, if K is convex there holds η ∈ H2(K);
more precisely:

‖η‖2,K . ‖vn − vn‖0,K , (6.31)

see e.g. [96, Section 4.2].
In the following, we also make usage of the splitting η = η1 + η2, where:{

−∆η1 = vn − vn in K

η1 = 0 on ∂K
,

{
−∆η2 = 0 in K

η2 = η on ∂K
. (6.32)

Again, standard a priori regularity theory entails:

‖η1‖2,K . ‖vn − vn‖0,K . (6.33)

Therefore, combining (6.31), (6.33) and using triangular inequality, yields:

‖η2‖0,K ≤ ‖η‖0,K + ‖η1‖0,K . ‖vn − vn‖0,K . (6.34)
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Moreover, for each harmonic function w ∈ H1(K):

(∇η1,∇w)0,K = (η1, ∂nw)0,∂K − (η1,∆w)0,K = 0. (6.35)

Recalling that vn ∈ ker(Π∇,∆p ) and applying sequentially (6.30), integration by parts, (6.35),

orthogonality of Π∇,∆p , Cauchy-Schwarz inequality and [19, Theorem 2], we deduce:

‖vn − vn‖20,K = (−∆η, vn − vn)0,K = (∇η,∇(vn − vn))0,K =
(
∇η2,∇(vn −Π∇,∆p vn)

)
0,K

=
(
∇(η2 −Π∇,∆p η2),∇vn

)
0,K
≤ |η2 −Π∇,∆p η2|1,K |vn|1,K .

(
log(p)

p

)λK
π

‖η2‖2,K |vn|1,K ,
(6.36)

where λK denotes the smallest exterior angle of K.
Plugging (6.34) in (6.36), we get the assertion (6.29).

We emphasize that Lemma 6.3.1 is a modification of Lemma 6.2.1. The difference is that
without the presence of vn, the compatibility condition in (6.30) would not hold; in fact, we recall
that it is not possible to fix constants with the average over the interior of the polygon in the
definition of Π∇,∆p defined in (4.9) since no internal moments are available in local Harmonic VE
spaces (4.2).

Now we are ready to prove stability estimates for the L2-norm stabilization.

Theorem 6.3.2. Under assumptions (G1)-(G2)-(G3), the bilinear forms SK∆ defined in (6.25)
and (6.26) fulfill the two-sided estimate (4.10) with constants satisfying:

c∗(p) & p−1, c∗(p) .


p
(

log(p)
p

)2
λK
π

if K is convex

p
(

log(p)
p

)2
(
λK
ωK
−ε
)

otherwise

∀ ε > 0 small, (6.37)

where λK and ωK denote the smallest exterior and the largest interior angles of K, respectively.

Proof. In view of Lemma 6.2.3, it suffices to consider the bilinear form SK∆ defined in (6.25).
Moreover, we assume hK=1 since the assertion will follow by the scaling argument. Moreover, we
also assume K convex, since the nonconvex case can be dealt with similarly.

We start by proving the lower bound for c∗(p). Given vn ∈ ker(Π∇,∆p ), we write:

|vn|21,K =

∫
K

∇vn · ∇vn =

∫
∂K

(∂nvn) vn, (6.38)

where we used an integration by parts and the fact that vn is harmonic in K.
We apply now (3.34) and the fact that vn is harmonic, in order to show that:∫

∂K

(∂nvn) vn ≤ ‖∂nvn‖− 1
2 ,∂K

‖vn‖ 1
2 ,∂K

. |vn|1,K‖vn‖ 1
2 ,∂K

, (6.39)

where the hidden constant in (6.39) depends on the parameters ρ0 and c introduced in assumptions
(G1)-(G2)-(G3).

Plugging (6.38) in (6.39) and using the inverse inequality for polynomials on an interval [96,
Theorem 3.91] and interpolation theory [101,102] we obtain:

|vn|21,K . ‖vn‖21
2 ,∂K

. p2‖vn‖20,∂K = p · SK∆ (vn, vn),

which is the asserted bound on c∗(p).
Next, we investigate the behaviour of c∗(p). Let vn ∈ ker(Π∇,∆p ) and vn be defined as in (6.27),

then:
SK∆ (vn, vn) = p‖vn‖20,∂K . p(‖vn − vn‖20,∂K + |∂K| · |vn|2). (6.40)
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Observe that by (4.9) vn has zero boundary mean and therefore by the Cauchy-Schwarz inequality:

|∂K| · |vn|2 =
1

|∂K|
·
∣∣∣∣∫
∂K

(vn − vn)

∣∣∣∣2 ≤ ‖vn − vn‖20,∂K (6.41)

Hence, by (6.40), (6.41), the multiplicative trace inequality, see [83, Lemma 4.3], and (6.29):

SK∆ (vn, vn) . p‖vn − vn‖20,∂K . p
(
‖vn − vn‖0,K |vn|1,K + ‖vn − vn‖20,K

)
. p

(
log(p)

p

)2
λK
π

|vn|21,K ,
(6.42)

where λK denotes the smallest exterior angle of K and where the hidden constant in (6.42) depends
on the parameters ρ0 and c introduced in assumptions (G1)-(G2)-(G3).

Lemma 6.3.2 and (4.13) imply that α∆(p) introduced in (4.15) admits the upper bound:

α∆(p) :=
α∗(p)

α∗(p)
.


p2
(

log(p)
p

)2
λK
π

if K is convex

p2
(

log(p)
p

)2
(
λK
ωK
−ε
)

otherwise

∀ε > 0, (6.43)

where we recall that λK and ωK denote the smallest exterior and the largest interior angles of K,
respectively.

We conclude this section by noting that the stabilization introduced in (6.25) is basically, up
to a p scaling, stabilization (6.5).

6.3.2 A stabilization with the H
1
2 -norm on the skeleton

In view of Theorem 4.2.6, which guarantees exponential convergence of the Harmonic VEM in
terms of the number of degrees of freedom, the mild blow-up behaviour of the stability constants
c∗(p) and c∗(p) described in Lemma 6.3.2 in terms of p has no effect on the asymptotic convergence
rate of the method that remains exponential.

However, it is worth mentioning that there exists an optimal stabilization bilinear form SK∆ with
uniformly bounded stability constants c∗(p) and c∗(p). In particular, we introduce the stabilization:

SK∆,1(un, vn) = (un, vn) 1
2 ,∂K

∀un, vn ∈ ker(Π∇,∆p ), (6.44)

where inner product (·, ·) 1
2 ,∂K

is defined through Aronszajn-Slobodeckij seminorm (1.11).

Theorem 6.3.3. Under assumptions (G1)-(G2)-(G3), let SK∆ be defined as in (6.44). Then, for
all vn ∈ ker(Π∇,∆p ), Π∇,∆p being defined in (4.9), the following holds true:

SK∆ (vn, vn) ≈ |vn|21,K .

Proof. It is a straightforward consequence of the proof of Lemma 6.3.1 and a scaling argument.

It can be expected that the evaluation of (6.44) is more involved than the evaluation of the
other variants of stabilization presented in Section 6.3.1, namely those in (6.25) and (6.26). In the
following we briefly discuss evaluation of the local stabilization (6.44).

We firstly recall the definition of the Aronszajn-Slobodeckij H
1
2 inner product:

(un, vn) 1
2 ,∂K

= (un, vn)0,∂K +

∫
∂K

∫
∂K

(un(ξ)− un(η))(vn(ξ)− vn(η))

|ξ − η|2
dξ dη

= (un, vn)0,∂K +

NK∑
si=1

NK∑
sj=1

Iij , Iij =

∫
si

∫
sj

(un(ξ)− un(η))(vn(ξ)− vn(η))

|ξ − η|2
dξ dη,

(6.45)
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where we recall that NK denotes the number of edges of K and {si}NKi=1 denotes its set of edges.
Observe that, owing to the fact that the stabilization is defined on ker(Π∇,∆p ), it is possible to drop
in (6.45) the contribution of the L2 inner product.

We discuss now the evaluation of the double integral Iij in (6.45). We distinguish three different
variants of the mutual locations of two edges si and sj .

1. si and sj are identical (si ≡ sj). In this case the integrand in (6.45) has a removable
singularity and is, in fact, a polynomial of degree 2p − 2. Such an integral is computed
exactly by means of a Gauß-Lobatto quadrature formula with p+ 1 points.

2. si and sj are distant (si ∩ sj = ∅). In this case the integrand in (6.45) is an analytic
function and can be efficiently approximated e.g. by a Gauß-Lobatto quadrature rule, see
e.g. [59, Theorem 5.4].

3. si and sj share a vertex ~v and make an interior angle 0 < ϕ < 2π. Then si and sj admit
local parametrizations:

si = {ξ = ~v + ~as | 0 < s < 1}, sj = {η = ~v +~bt | 0 < t < 1}, (6.46)

for some ~a and ~b ∈ R2. Since the functions un, vn ∈ V ∆(K) are polynomials of degree p
along si and sj and are continuous in ~v there holds:

un(ξ)− un(η) = s f(s)− t g(t), vn(ξ)− vn(η) = s q(s)− t r(t), (6.47)

where f, g, q and r are polynomials of degree p−1 and one has, using a change of coordinate:

Iij = |~a| · |~b|
∫ 1

0

∫ 1

0

F (s, t) dsdt, where F (s, t) =

(
s f(s)− t g(t)

)(
s q(s)− t r(t)

)
|~as−~bt|2

. (6.48)

The integrand F (s, t) is not smooth in (0, 1)2 (its derivatives blow up near the origin) and is
not even defined in the origin, but it becomes regular after a coordinate transformation [64].
Having split the integral over the square (0, 1)2 into a sum of integrals over the two triagles
obtained by bisecting such square with the segment of endpoints (0, 0) and (1, 1), simple
algebra yields:

Iij = |~a| · |~b|
∫ 1

0

∫ t

0

(
F (s, t) + F (t, s)

)
dsdt

= |~a| · |~b|
∫ 1

0

∫ 1

0

t ·
(
F (tz, t) + F (t, tz)

)
dzdt,

(6.49)

after the transformation s = tz in the inner integral. The integrand admits the representation:

F (tz, t) =

(
z f(tz)− g(t)

)(
z q(tz)− r(t)

)
|~az −~b|2

, (6.50)

which is a rational function with uniformly positive denominator:

|~az −~b|2 ≥

{
|~b|2 sin2 ϕ, for cosϕ > 0

|~b|2, for cosϕ ≤ 0

}
> 0. (6.51)

Hence, the integrand (6.49) is an analytic function and can be efficiently approximated by
Gauß quadrature.

6.4 Comments and conclusions

In this chapter, we discussed various stabilizations available in the literature along with their
properties. In Chapter 7, we show numerical tests employing stabilizations SK1 defined in (6.3) for
the h and p VEM (see Chapter 2), SK2 defined in (6.8) for hp VEM (defined in Chapter 3) and SK∆
defined in (6.25) for hp Harmonic VEM (see Chapter 4).

Moreover, in Chapter 8, we compare the numerical performances of stabilizations SKi , i =
1, 2, 3, 4, defined respectively in (6.3), (6.8), (6.4) and (6.5); we anticipate that, although the
stabilizations look different, the associated approximation results are comparable.



Chapter 7

Numerical results: a priori
analysis

In this chapter, we present a number of numerical tests validating the approximation results of h
and p VEM on quasi-uniform meshes (see Chapter 2), hp VEM on geometrically refined meshes
(see Chapter 3) and Harmonic hp VEM on geometrically refined meshes (see Chapter 4), namely
Theorems 2.2.6, 2.3.6, 3.2.8 and 4.2.6; such numerical tests are performed respectively in Sections
7.1, 7.2 and 7.3.

An interesting issue regards how to compute the error of the method, since a fully explicit
representation of a function in a VE space is not available on the complete domain but only on
the skeleton of the mesh.

A possible way to overcome this problem is the following. Let Π∇ denote generically one of
the energy projectors from local VE spaces into spaces of (possibly harmonic) polynomials defined
either in (2.8) or (4.9). We recall that such projectors are computable via the local degrees of
accuracy on each VE space.

Then, instead of computing the exact relative L2 and H1 errors of the method:

‖u− uVEM‖0,Ω
‖u‖0,K

,
|u− uVEM|1,Ω
|u|1,K

, (7.1)

one computes:

‖u−Π∇uVEM‖0,K
‖u‖0,K

=

√∑
K∈Tn ‖u−Π∇uVEM‖20,K

‖u‖0,K
,

|u−Π∇uVEM|1,Tn
|u|1,K

=

√∑
K∈Tn |u−Π∇uVEM|20,K ,

|u|1,K

(7.2)

where uVEM generically denotes the VEM solution in any of the methods (2.1), (3.17) and (4.14).
Henceforth, with an abuse of notation, we denote the relative error avoiding to explicitly write

the denominator.
The reason for which we consider (7.2) in lieu of (7.1) is therefore twofold. Clearly, doing so, we

take into account the “virtuality” of the functions in VE spaces and we provide fully computable
errors; moreover, focusing e.g. on the H1 broken error in (7.2), we note that:

|u−Π∇uVEM|1,Tn ≤ |u− uVEM|1,Ω + |uVEM −Π∇uVEM|1,Tn

and thus, owing to hp approximation properties of energy projector, see Sections 2.2.1, 2.3.2 and
4.2.2, one recovers, employing errors (7.2), the same rate of convergence of the original errors (7.1)
of the method. Nonetheless, one should not forget that VEM provides also an explicit continuous
discrete solution on the mesh skeleton; in Sections 7.2 and 7.3, we consider in fact also the L2 error
on the skeleton of the grid.

80
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It is worth to underline that, in the two first sections, the local internal dofs (2.4) are defined
taking as a dual polynomial basis the one of monomials defined in (8.4); as will be clear from Chap-
ter 8, this choice is not particularly shrewd but has the merit of providing an easily implementable
method. In Chapter 8, we address the issue of selecting more clever and “reliable” polynomial
bases dual to the internal dofs (2.4).

We emphasize that, depending on the method under consideration, we use different stabiliza-
tions that will be explicated in the following.

Finally, we underline that the implementation details of hp VEM can be found in [30]; we
present a rapid overview on such details in Section 8.2.

The implementation of Harmonic VEM strictly follows the lines of its VEM counterpart; the
only nontrivial issue here is the choice of the basis of Hp(K), the space of Harmonic polynomials
over polygon K, with respect to which we expand the energy projector (4.9).

Such basis can be clearly chosen in many different ways; we present here one possibility which
can be found e.g. in [13, Theorem 5.24].

The first element is simply given by m1 = 1. At each additional degree, we add two elements
of the following sort. For every ` = 1, . . . , p:

m2 ` =
∑̀

k=1, k odd

(−1)
k−1

2

(
`

k

) (
x− xK
hK

)`−k (
y − yK
hK

)k
,

m2 `+1 =
∑̀

k=0, k even

(−1)
k
2

(
`

k

) (
x− xK
hK

)`−k (
y − yK
hK

)k
,

(7.3)

where we recall that (xK , yK) and hK denote the barycenter and the diameter of element K
respectively.

We observe that the two harmonic polynomials in (7.3) are nothing but the real and the
imaginary (hence harmonic) parts of the complex polynomial (x + i y)`. Importantly, one has
dim(Hp(K)) = 2p+ 1.

7.1 Numerical tests for h and p VEM on quasi-uniform
meshes

In this section, we present a number of numerical experiments regarding the h and p version of
VEM on quasi-uniform meshes discussed in Chapter 2.

We employ as a local stabilization SK1 defined in (6.3), i.e. we consider here the original VEM
stabilization which was introduced in the pioneering work [25]. We recall that in Section 6.1,

we numerically investigated the possible influence in terms of p of the pollution factor α∗(p)
α∗(p)

, see

Lemma 2.1.1, in the convergence of the method, see Theorems 2.2.6 and 2.3.6.
We split this section into two parts. In Section 7.1.1, we validate the algebraic convergence in

terms of h and p of the method, assuming that the exact solution has finite Sobolev regularity;
here the pollution effect due to the stabilization has actually a mild impact on the convergence of
the error. Instead, in Section 7.1.2 we validate the exponential convergence in terms of p, assuming
that the exact solution is analytic on enlarged domain (2.40).

7.1.1 h and p algebraic convergence for finite Sobolev regularity solu-
tions

In this section, we verify numerical the algebraic convergence of the h and p version of VEM
assuming that the exact solution has finite Sobolev regularity. In particular, we set:

u(r, θ) = r2.5 sin(2.5 θ) on Ω = [0, 1]2, (7.4)

where (ρ, θ) are the polar coordinates with respect to the origin 0. Since the function u is harmonic,
the loading term f = 0 and the Dirichlet boundary conditions are set in accordance with u|∂Ω. We
note that u ∈ H3.5−ε(Ω), for ε > 0 arbitrarily small.
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We firstly investigate convergence in terms of h. For the purpose, we consider sequences of
hexagonal and Voronoi-Lloyd meshes as those in Figure 1.3 (down-left) and (down-right) and we
fix as (uniform) degree of accuracy p = 3 and p = 5 in Figures 7.1 and 7.2.
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Figure 7.1: u(r, θ) = r2.5 sin(2.5 θ). Convergence of the h version of VEM on quasi-uniform meshes. Left: regular
hexagonal mesh. Right: Voronoi-Lloyd mesh. Degree of accuracy p = 3.
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Figure 7.2: u(r, θ) = r2.5 sin(2.5 θ). Convergence of the h version of VEM on quasi-uniform meshes. Left: regular
hexagonal mesh. Right: Voronoi-Lloyd mesh. Degree of accuracy p = 5.

We observe that the slope of the errors are in accordance with Theorem 2.2.6 and with estimate
(2.39).

Next, we investigate convergence in terms of p. Owing to the arguments of Section 2.4 and
recalling that the test case u defined in (7.4) has the same structure of (2.56), one recovers a double
rate of convergence p−5+ε for ε > 0 arbitrarily small.

In Figures 7.3 and 7.4, we depict the H1 broken error defined in (7.2) for the p VEM based on
the four meshes in Figure 1.3. We observe that the slope of the H1 error, which should be almost
of type p−5+ε for ε > 0 small, is slightly suboptimal, probably due to the pollution factor of the
stabilization.

7.1.2 p exponential convergence for analytic solutions

In this section, we verify exponential convergence of the p version of VEM on quasi-uniform meshes
assuming that the exact solution is analytic on enlarged domain (2.40). In particular, we choose
as an exact solution:

u(x, y) = sin(π x) sin(π, y) on Ω = [0, 1]2. (7.5)

Such u is clearly analytic on R2 and therefore is analytic on any enlarged domain of Ω.
In Figures 7.5 and 7.6, we show exponential convergence in terms of the two norms defined in

(7.2). We observe that the method loses convergence when p is (moderately) high. We do not
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Figure 7.3: u = r2.5 sin(2.5 θ). Convergence of the p version of VEM on quasi-uniform meshes. Left: unstructured
triangle mesh. Right: square mesh.
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Figure 7.4: u = r2.5 sin(2.5 θ). Convergence of the p version of VEM on quasi-uniform meshes. Left: regular
hexagonal mesh. Right: Voronoi-Lloyd mesh.

tackle this issue here but we postpone (and suggest remedies for) it to Chapter 8.

7.2 Numerical tests for hp VEM on geometrically graded
meshes

In this section, we present a number of numerical experiments regarding the hp version of VEM
on geometrically refined meshes discussed in Chapter 3.

We employ here as a local stabilization SK2 defined in (6.8) on which we are to prove explicit
stability bounds in terms of p, see Theorem 6.2.2, which guarantee exponential convergence of the
method, employing sequences of meshes refined geometrically towards the singular vertices.

We consider as a test case the following function:

u(r, θ) = r
2
3 sin

(
2

3

(
θ +

π

2

))
on Ω, (7.6)

where (r, θ) are the polar coordinates centered at the origin 0 and where Ω, the domain of u, is
defined as the L-shaped domain:

Ω = [−1, 1]2 \ [−1, 0]2. (7.7)

We observe that:

• u, defined in (7.6), belongs to H
5
3−ε(Ω) for ε > 0 arbitrarily small; in fact, u belongs also to

H
5
3−ε(Ωext) for ε > 0 arbitrarily small, Ωext being defined in (3.43);

• u, defined in (7.6), is a “natural-singular” function associated with Poisson problem (1.26),
cf. Theorem A.0.1.
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Figure 7.5: u(x, y) = sin(π x) sin(π, y). Convergence of the p version of VEM on quasi-uniform meshes. Left:
unstructured triangle mesh. Right: square mesh.
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Figure 7.6: u(x, y) = sin(π x) sin(π, y). Convergence of the p version of VEM on quasi-uniform meshes. Left:
regular hexagonal mesh. Right: Voronoi-Lloyd mesh.

We consider the sequences of the three meshes that are refined geometrically towards 0 as those
depicted in Figure 1.4.

We investigate the convergence assuming that p the vector of local degrees of accuracy, is
defined either as in (3.45), i.e. we consider graded distributions of local degree of accuracy with
low p near 0 and higher p when moving to the “regular” part of the domain, or we consider uniform
degrees of accuracy, by picking:

p = (n+ 1, n+ 1, . . . , n+ 1), (7.8)

when employing meshes with n+ 1 layers.
Such a choice clearly still guarantees the validity of Theorem 3.2.8, since we are enriching the

approximation space while keeping asymptotically the same dimension as the space obtained by
choosing p distributed as in (3.45).

We consider the behaviour of the error with three different σ grading parameters, namely σ = 1
2 ,√

2− 1 and (
√

2− 1)2, cf. (1.39).
We denote by mesh a), mesh b) and mesh c), the sequence of meshes in Figure 1.4 (left),

(center) and (right) respectively.
In Figure 7.7, we compare the broken H1 error in (7.2) employing sequences of meshes as in

Figure 1.4 and choosing p distributed as in (7.8) (left) and (3.45) (right) respectively; the grading
parameter σ is equal to 1

2 .

We do exactly the same thing in Figures 7.8 and 7.9, picking σ =
√

2 − 1 and σ = (
√

2 − 1)2

respectively.
In all cases, the expected exponential convergence is achieved.

We want now to show a comparison between the performances of hp (quadrilateral and tri-
angular) FEM and hp VEM. We stress that an analogous of Theorem 3.2.8 holds for hp FEM,
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Figure 7.7: u(r, θ) = r
2
3 sin( 2

3
(θ + π

2
)). Convergence of the hp version of VEM on geometrically graded meshes.

Error |u − Π∇p un|1,n,Ω for the meshes in Figure 1.4, σ = 1
2

. Left: the degree of accuracy is uniform and equal to
the number of layers. Right: the degree of accuracy is varying over the mesh layers, µ = 1 in (3.45).
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Figure 7.8: u(r, θ) = r
2
3 sin( 2

3
(θ + π

2
)). Convergence of the hp version of VEM on geometrically graded meshes.

Error |u−Π∇p un|1,n,Ω for the meshes in Figure 1.4, σ =
√

2− 1. Left: the degree of accuracy is uniform and equal
to the number of layers. Right: the degree of accuracy is varying over the mesh layers, µ = 1 in (3.45).

see e.g. [96]. We consider again the benchmark with known solution (7.6) and we consider the
quadrilateral mesh in Figure 7.10. In the following we will denote such mesh by mesh d) whereas
we recall that we denote by mesh a), b) and c) the meshes depicted in Figure 1.4 (left), (center)
and (right) respectively. In particular, we pick in both cases pK as in (3.45) for all K∈ Tn, with
µ = 1. We discuss the case of sequences of meshes with grading parameter σ equal to 1

2 ,
√

2 − 1

and (
√

2− 1)2.
Since we cannot compute the “true” energy error with the virtual element method (it is not

computable since functions in the virtual space are not known explicitly), in order to compare
the two methods, we investigate the L2 error on En, the skeleton of mesh Tn (it is computable in
all cases a), . . . , d), since also the virtual functions are piecewise continuous polynomials on such
skeleton), i.e.:

‖u− un‖0,En .

and we postpone the comparison between H1 errors later. The results are shown in Figure 7.11.
It is possible to see that there is not a preferential choice; for instance, hp VEM performs better

than hp FEM when σ = 1
2 , they perform almost the same when σ =

√
2− 1, performs much worse

when σ = (
√

2− 1)2.
In this sense, we can say that the two methods are comparable; nonetheless, the virtual element

methods leads to a huge flexibility in the choice of the domain meshing, thus implying the possibility
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Figure 7.9: u(r, θ) = r
2
3 sin( 2

3
(θ + π

2
)). Convergence of the hp version of VEM on geometrically graded meshes.

Error |u − Π∇p un|1,n,Ω for the meshes in Figure 1.4, σ = (
√

2 − 1)2. Left: the degree of accuracy is uniform and
equal to the number of layers. Right: the degree of accuracy is varying over the mesh layers, µ = 1 in (3.45).

Figure 7.10: Quad-tri mesh used for the hp FEM.

of constructing spaces with a smalller number of degrees of freedom.
We believe that, in order to really see a marked advantage of hp-VEM over hp-FEM, more com-

plex situations need to be addressed. This may involve, for instance, complex geometries (where
polyhedral meshes can do a better job), hp-adaptivity (where again there is more refinement free-
dom) or more involved problems (Discrete Fracture Network, crack propagation, Fluid Structure
Interaction, . . . ). At the present stage, on the Laplace problem on academic examples, what we
can display is the flexibility in refining near corners. Note that hp-adaptivity is currently under
investigation.

Next, in Figure 7.12, we compare the H1 error of VEM defined in (7.2) with the standard
H1 error of hp FEM employing the same meshes and discretization parameters discussed for the
comparison of L2 errors on the skeleton.

The results are comparable to those related to the L2 error on the skeleton and more precisely
the two method display similar behaviours.

7.3 Numerical tests for Harmonic hp VEM on geometrically
graded meshes

In this section, we present a number of numerical experiments regarding Harmonic hp VEM on
geometrically refined meshes discussed in Chapter 4.

We employ as a local stabilization SK∆ defined in (6.25) on which we are able to prove stability
bounds explicit in terms of p, see Theorem 6.3.2, which guarantees exponential convergence of the
method employing sequences of meshes that are geometrically refined towards the singular vertices.

The exact solution that we consider is u defined in (7.6) on the domain Ω introduced in (7.7).



CHAPTER 7. NUMERICAL TESTS: A PRIORI ANALYSIS 87

2 4 6 8 10 12 14 16
10

−5

10
−4

10
−3

10
−2

10
−1

(# degrees of freedom)1/3

‖
u
−
u
n
‖
0
,E

n

 

 

mesh a)
mesh b)
mesh c)
mesh d)

2 4 6 8 10 12 14 16
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

(# degrees of freedom)1/3

‖u
−
u
n
‖ 0

,E
n

 

 

mesh a)
mesh b)
mesh c)
mesh d)

2 4 6 8 10 12 14 16
10

−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

(# degrees of freedom)1/3

‖u
−
u
n
‖ 0

,E
n

 

 

mesh a)
mesh b)
mesh c)
mesh d)

Figure 7.11: hp FEM vs hp VEM on geometrically refined meshes. L2 error on the skeleton En of mesh Tn:
‖u− un‖0,En for different sequence of meshes and different parameters σ. Left: σ = 1

2
, center: σ =

√
2− 1, right:

σ = (
√

2− 1)2, linearly varying over the mesh layers degrees of accuracy (µ = 1 in (3.45)).
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Figure 7.12: hp FEM vs hp VEM. Broken H1 error for hp VEM defined in (7.2) and standard H1 error for hp
FEM, employing different sequence of meshes and different parameters σ. Left: σ = 1

2
, middle: σ =

√
2− 1, right:

σ = (
√

2− 1)2, linearly varying over the mesh layers degrees of accuracy µ = 1 defined in (3.45).

We consider sequences of meshes that are refined geometrically towards 0 as those depicted in
Figure 1.4.

We firstly investigate in Figure 7.13 the performances of Harmonic hp VEM choosing a distri-
bution of degrees of accuracy p as in (4.37). With this choice, we know that Theorem 4.2.6 holds
true.

Secondly, we investigate in Figure 7.14 the performances of the Harmonic hp VEM by taking a
nonuniform distribution of degrees of accuracy. In particular, we consider a (graded) distribution
given by:

pK = j + 1, where K ∈ Lj , j = 0, . . . , n. (7.9)

At the interface of two polygons in different layers one associates a polynomial degree ps via the
maximum rule as in Figure 4.3, thus modifying straightforwardly the definition of space B(∂K)
defined in (4.1) as in (3.4).

In both figures, we consider sequences of meshes with different geometric refinement parameters
σ; we recall that the properties fulfilled by σ are discussed in assumption (G5). We fix in particular
σ = 1

2 , σ =
√

2− 1 and σ = (
√

2− 1)2.
Importantly, exponential convergence is still observed also under choice (7.9) of the local de-

grees of accuracy. Our conjecture is that Theorem 4.2.6 still holds under (7.9). Nonetheless, we
avoid to investigate this issue on the one hand in order to avoid additional technicalities, on the
other because the dimension of space V ∆

n under choices (4.37) and (7.9) behaves like n2 and 1
2n

2

respectively. This implies that the exponential decay is still valid with the same exponential rate
in both cases.

We also perform a numerical comparison between Harmonic hp VEM and hp VEM described
in Chapter 3.

In both cases, we consider a distribution of local degrees of accuracy as in (4.37).
From Figure 7.15, it is possible to observe the faster decay of the broken H1 error (7.2) when

employing Harmonic hp VEM, when compared to the same error employing hp VEM, which is
what we expect from Theorems 3.2.8 and 4.2.6.
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Figure 7.13: u(r, θ) = r
2
3 sin( 2

3
(θ+ π

2
)). Convergence of the hp version of Harmonic VEM employing geometrically

graded meshes. Error |u−Π∇p un|1,Tn on the three meshes in Figure 1.4. We denote with a), b) and c) the meshes in

Figure 1.4 (left), (center) and (right) respectively. The geometric refinement parameters are different. Left: σ = 1
2

,

center: σ =
√

2− 1, right: σ = (
√

2− 1)2. On each element, the local degree of accuracy is equal to the number of
layers.
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Figure 7.14: u(r, θ) = r
2
3 sin( 2

3
(θ+ π

2
)). Convergence of the hp version of Harmonic VEM employing geometrically

graded meshes. Error |u−Π∇p un|1,Tn on the three meshes in Figure 1.4. We denote with a), b) and c) the meshes
in Figure 1.4 (left), (center) and (right) respectively. The geometric refinement parameters are different. Left:
σ = 1

2
, center: σ =

√
2 − 1, right: σ = (

√
2 − 1)2. The vector of local degrees of accuracy is given by pK = j + 1.

j = 0, . . . , n, n+ 1 being the number of layers in Tn.
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Figure 7.15: hp Harmonic VEM vs hp VEM employing geometrically graded meshes. Uniform degree of accuracy

p = n + 1, n + 1 being the number of layers. u(r, θ) = r
2
3 sin( 2

3
(θ + π

2
)). Error |u − Π∇p un|1,Tn . The geometric

refinement parameters is σ = 1
2

. Left: mesh in Figure 1.4 (left). Right: mesh in Figure 1.4 (center).



Chapter 8

Ill-conditioning in the p version of
VEM: bases and stabilizations

In Chapter 7, we observed that the computable errors of VEM defined in (7.2) start to grow when
employing (moderately) high degrees of accuracy p, see Figures 7.5 and 7.6. This growth is due
to the ill-conditioning of the VEM stiffness matrix; it is well-known in fact that both direct and
iterative methods for solving linear systems typically suffer high condition numbers of the system
matrix.

Another situation where the method is haunted by high condition number was investigated
in [45]; there, the problem is not the employment of high degree of accuracy but rather the
employment of sequences of meshes that do not fulfill enough regularity assumptions (small edges,
loss of star-shapedness, . . . ).

A first attempt to mitigate such ill-conditioning was presented in [31, Appendix A.2]. At any
rate, we present in this chapter a more recent approach to tackle this issue, which can be found
in [79].

Among the possible reasons of this ill-conditioning we highlight two of them. The first one is
related to the fact that in the VEM framework one does not employ the exact bilinear form but an
approximated one; the choice of the discrete bilinear form, and, in particular, of the stabilization,
may have an impact on the 3D version of VEM as observed in [33]. The second one is the choice
of the basis. This is also the case for FEM, where the choice of the basis has an important role on
the ill-conditioning of the system, see [2, 63,96] and the references therein.

The aim of the present chapter is to discuss various choices for both the discrete bilinear forms
and the VE bases and check numerically that particular choices can cure the ill-conditioning which
arises in high-order (or in presence of bad-shaped polygons) VEM.

In particular, we show that, while the choice of the stabilization has not a deep impact on the
ill-conditioning (at least for the 2D case, which is our focus here), a proper choice of the basis can
actually improve the condition number of the stiffness matrix. However, it is worth to mention that
in various situations, i.e. low-to-moderate order VEM and VEM applied to shape-regular polygonal
decompositions, it is preferable to employ the “standard” choice of the basis (e.g. the one described
in [25]) rather than those we are going to present in this chapter, since the implementation aspects
of the former choice turn out to be much simpler.

The outline of the chapter follows. In Section 8.1, we fix some notations and we present various
choices both for the stabilization of the method and for the canonical basis bubble functions,
i.e. those associated with (2.4). In Section 8.2, we give a hint on the implementation details
employing the new bases introduced in the foregoing section. Finally, in Section 8.3, we present a
number of numerical experiments comparing the behaviour of the method when changing various
stabilizations and VE bases.

We stress that an analogous numerical analysis for the 3D version of VEM was performed
in [61], but such analysis lies beyond the scope of the present thesis.

89
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8.1 Stabilizations and bases

Throughout the chapter, we focus on the h and the p version of VEM on quasi-uniform meshes
introduced in Chapter 2; nonetheless, trivial modifications allow for an extension to hp VEM on
geometrically refined meshes discussed in Chapter 3.

We split this section into two parts. In Section 8.1.1, we recall some possible VEM stabilizations
from Chapter 6; on the other hand, in Section 8.1.2,we introduce three possible polynomial bases
instrumental in the definition of the internal dofs defined in (2.4). Finally, in Section 8.1.3, we
highlight the influence of the choices of the stabilizations and of the local basis elements on the
performances of the method.

We fix some notations. All the VE spaces, virtual VE functions, discrete bilinear forms, discrete
right-hand sides . . . , are going to be denoted with subscript p instead of hp; everything is defined
as in Chapter 2. We believe that this choice simplifies the notation.

Furthermore, we observe that the local VE spaces Vp(K) defined as in (2.3), can be split as
follows:

Vp(K) = {vp ∈ Vp(K) | vp ∈ Pp(K)} ⊕
{
vp ∈ V (K) | Π∇p vp = 0

}
= Pp(K)⊕ ker(Π∇p ) =: Vp,1(K)⊕ Vp,2(K),

(8.1)

where we recall that the projector Π∇p is defined in (2.8).
We point out that, given NK the number of vertices of K, one has:

dim(Vp,1(K)) = dim(Pp(K)) =
(p+ 1)(p+ 2)

2
,

dim(Vp,2(K)) = dim(Vp(K))− dim(Vp,1(K))

= NK · p+
(p− 1)p

2
− (p+ 1)(p+ 2)

2
= (NK − 2)p− 1.

(8.2)

This entails that the actual “pure virtual” part of space Vp(K), i.e. ker(Π∇p ), is asymptotically
smaller than its polynomial counterpart, if the number of vertices of K remains uniformly bounded.
More precisely, dim(Vp,2(K)) ≈ p whereas dim(Vp,1(K)) ≈ p2.

8.1.1 Stabilizations

In this section, we briefly recall various stabilizations from Chapter 6 on which, in Section 8.3, we
perform some numerical experiments concerning the impact of the ill-conditioning of the solver
associated with the VEM system.

The (local) stabilizations that we take into account are:

• SK1 defined in (6.3), which we recall is the original VEM stabilization, see [25];

• SK2 defined in (6.8), which is the original p VEM stabilization, firstly introduced in [32];

• SK3 defined in (6.4), which was introduced firstly for the 3D version of VEM in [33];

• SK4 defined in (6.5), which is a modification of the original VEM stabilization SK1 .

8.1.2 Polynomial bases dual to internal dofs (2.4)

In this section, we discuss three possible choices of the local VE basis. More precisely, we consider

internal moments (2.4) taken with respect to three different polynomial bases {qiα}
dim(Pp−2(K))
α=1 ,

i = 1, 2, 3, of Pp−2(K), thus modifying the definition of the VE bubble functions.
The hope is that a proper choice of the polynomial basis dual to internal moments (2.4), and

therefore of internal VEM basis elements, entails a better conditioning of the stiffness matrix.
Henceforth, we will employ, with an abuse of notation, the natural bijection between couples

of natural numbers and positive natural numbers given by:

(0, 0)↔ 1, (1, 0)↔ 2, (0, 1)↔ 3, (2, 0)↔ 4, (1, 1)↔ 5, (0, 2)↔ 6, . . . (8.3)
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We also occasionally write, with another abuse of notation:

{qiα}
p−2
|α|=0 instead of {qiα}

dim(Pp−2(K))
α=1 for i = 1, 2, 3.

The first choice of the polynomial basis is the “standard” one, i.e. the one which is used in the
majority of VEM literature, since, at the implementation level, is the most convenient and is given
by the monomial basis which is defined as follows:

q1
α(x) =

(
x− xK
hK

)α

=

(
x− xK
hK

)α1
(
y − yK
hK

)α2

∀α = (α1, α2) ∈ N2, |α| = 0, . . . , p− 2,

(8.4)
where we recall that xK and hK are the barycenter and the diameter of K respectively.

Although choice (8.4) is very suitable from the computational point of view, it turns out that
has bad effects on the condition number of the stiffness matrix for (moderately) high local degrees
of accuracy p, see Section 7.1.2, and in presence of bad-shaped polygons, see [45] and the references
therein.

For this reason, we suggest two possible modifications which rely on orthogonalization processes
of {q1

α}
p−2
|α|=0 with respect to the L2 norm on polygon K.

The first modification, which allows to construct an L2(K) orthonormal basis {q2
α}

p−2
|α|=0, is

based on the stable Gram-Schmidt orthonormalization process presented in [23]. We point out
that basis {q2

α}
p−2
|α|=0 was firstly introduced in the context of p-VEM multigrid algorithm for the

construction of the multrigrid scheme, see Chapter 9.
The third choice of the polynomial basis is inspired by an orthonormalization procedure used

in [45]. In order to present the third basis {q3
α}

p−2
|α|=0, we set matrix:

Hα,β = (q1
α, q

1
β)0,K ∀α, β ∈ N2, |α|, |β| = 0, . . . , p− 2.

Given n` = dim(P`(K)), we fix q3
α = q1

α if α = 1 and we decompose matrix H into blocks as:

H =

( 1 np−2−1

1 H1,1 H1,2

np−2−1 H2,1 H2,2

)
,

we diagonalize matrix H2,2 and we get:

VT ·H2,2 ·V = D =⇒ (V ·D− 1
2 )T ·H2,2 · (V ·D−

1
2 ) = Id. (8.5)

This entails that matrix V · D− 1
2 contains the coefficients which orthonormalize {q1

α}
p−2
|α|=1, the

monomial basis of Pp−2(K)/R. Therefore, one has:

q3
α(x) =

{
q1
α if |α| = 0∑p−2
|β|=1(V ·D− 1

2 )Tα,β q
1
β(x) if |α| = 1, . . . , p− 2

. (8.6)

It is worth to stress that here the orthonormalization process is performed with a different target
with respect to what was done in [45]; in fact, there, the method is built employing the canon-
ical bases computed taking moments with respect to scaled monomials {q1

α}
p−2
|α|=0; however, the

projectors onto polynomial spaces, i.e. Π0
p−2 and Π∇p defined in (2.18) and (2.8), respectively, are

computed expanding with respect to polynomial basis {q3
α}

p−2
|α|=0 defined in (8.6). Here, we define

in addition internal moments with respect to basis {q3
α}

p−2
|α|=0.

The implementation issues regarding this new basis are discussed in Section 8.2.2.
The implementation of VEM with basis {q1

α}
p−2
|α|=0 is well-known, see [30]. For what concerns

the implementation when employing the two novel bases {q2
α}

p−2
|α|=0 and {q3

α}
p−2
|α|=0, we refer to

Section 8.2.
In summary, we presented three choices for the polynomial basis dual to internal moments

(2.4). One is of easy implementation, but it may be the cause of a high condition number of
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the stiffness matrix when using high-order methods or in presence of “bad-shaped” polygons. The
other two bases are obtained by two distinct orthonormalization processes; their performances with
respect to the condition number are investigated in Section 8.3. What we can anticipate is that
they outclass the performances of their counterpart using the standard basis {q1

α}
p−2
|α|=0 in the two

situations above mentioned.

A heuristic reason for this fact is the following. If, for each element K, the local Virtual Element
Space V (K) were a space consisting of polynomials only, then picking internal moments (2.4)
with respect to an L2(K) orthonormal polynomial basis would automatically entail that the local
canonical basis is made of polynomials and contain a subset of L2(K) orthonormal polynomials
spanning Pp−2(K); it is well-known in the theory of Spectral Elements, see e.g. [57, 90], that
employing L2 orthonormal canonical basis damp the condition number of the stiffness matrix
when increasing the polynomial degree.

Nonetheless, local Virtual Element Spaces does not contain polynomials only, but also other
functions needed for prescribing H1 conformity. As stated in (8.2), the dimension of the subspace
of nonpolynomial functions is, in terms of the degree of accuracy, asymptotically smaller than
the dimension of the subspace of polynomial functions. Therefore, in a very rough sense, em-
ploying L2 orthonormal polynomials in the definition of internal moments entails a sort of partial
“orthonormalization” of the local canonical basis.

Before concluding this section, we associate to bases {qiα}
p−2
|α|=0 the sets of dofs {dofij}

NVK
j=1 and

the canonical bases {ϕij}
NVK
j=1 , for all i = 1, 2, 3, where we recall that the canonical basis is defined

in (6.2) and NVK is the dimension of space Vp(K). This notation will be instrumental in the
forthcoming section.

8.1.3 Stabilizations and bases: the effects on the method

Having presented in the two foregoing sections various choices of stabilizations and canonical bases,
we want here to highlight the effects of such choices on the method and on the ill-conditioning of
the stiffness matrix.

Stabilization. The choice of the stabilization has two effects. The first one is related to the
convergence of the method since nonproperly tailored choices of the stabilization automatically

entail higher pollution factor α∗(p)
α∗(p)

, see (2.52) and especially (2.37). Secondly, since the stabilization

appears in the discrete bilinear form of the method, see (2.13), there is also an effect on the condition
number of the stiffness matrix.

Canonical basis. The choice of the canonical basis has also two effects. Firstly, it has an impact
on the condition number of the global stiffness matrix, simply because by changing the basis
automatically the entries of the stiffness matrix modify. Secondly, by picking different canonical
bases, one also changes the definition of the stabilization; as an example, if we fix stabilization SK1
defined in (6.3) and we apply it to functions in the Virtual Element space, then we get in general
different values, since the definition of the internal degrees of freedom vary depending on the choice

of the basis; in particular, one also modify the behaviour of the pollution factor α∗(p)
α∗(p)

.

8.2 Hitchhikers guide for VEM based on the new bases
{q2
α}

p−2
|α|=0 and {q3

α}
p−2
|α|=0

In this section, we deal with the computational aspects employing the two (nonmonomial) bases
discussed in Section 8.1.2.

We split this section into two parts. In Section 8.2.1, we discuss the implementation details by
employing basis {q2

α}
p−2
|α|=0, whereas, in Section 8.2.2, we do the same thing for basis {q3

α}
p−2
|α|=0.

We fix preliminarily some notations. In [30], the implementation details employing basis
{q1

α}
p−2
|α|=0 defined in (8.4) were discussed. In particular, it was proven that the local stiffness
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matrix can be built with the aid of some auxiliary matrices which we recall here:

Gα,β =

{
P0(q1

β) if α = 1

(∇q1
α,∇q1

β)0,K if α ≥ 2
, G̃α,β = (∇q1

α,∇q1
β)0,K ,

Dj,α = dof1j (q
1
α), Bα,j =

{
P0ϕ

1
j if α = 1

(∇q1
α,∇ϕ1

j )0,K if α ≥ 2
,

∀α, β ∈ N2 with |α|, |β| = 0, . . . , p, i = 0, . . . , NVK ,

(8.7)

where we recall that P0 is defined in (2.9) and (2.10), that NVK is the dimension of local space
Vp(K) defined in (2.3) and that we are employing with an abuse of notation bijection (8.3).

The local stiffness matrix reads:

KK
p = (Π∇∗ )T · G̃ · (Π∇∗ ) + (Id−Π∇)T · SK · (Id−Π∇), (8.8)

where SK denotes the matrix associated with any of the bilinear forms SK introduced in Section
8.1.1, where Π∇∗ denotes the matrix associated with operator Π∇p introduced in (2.8) acting from

the local VE space V (K) to Pp(K) with respect to basis {q1
α}

p−2
|α|=0 and where Π∇ denotes the

matrix associated with the operator Π∇p introduced in (2.8) acting from the local VE space V (K)

to Pp(K) with respect to canonical basis {ϕ1
j}
NVK
j=1 defined in (6.2).

In [30], it was shown that:

Π∇∗ = G−1 ·B, Π∇ = D ·G−1 ·B. (8.9)

The aim of the two forthcoming sections is to give a hint on how to construct the counterparts of
the matrices in (8.7) and therefore also in (8.9), by employing the polynomial and canonical bases

{qiα}
p−2
|α|=0 and

{
ϕij
}NVK
i=1

for i = 2, 3 respectively.

8.2.1 A hitchhiker’s guide to VEM based on basis {q2
α}

p−2
|α|=0

The aim of the present section is to write the local stiffness matrix employing the new canonical

basis
{
ϕ2
j

}NVK
j=1

associated with polynomial basis {q2
α}

p−2
|α|=0 and expanding all the projectors with

respect to the polynomial spaces on polynomial basis {q2
α}

p
|α|=0 of Pp(K) introduced in Section

8.1.2, which is obtained by an L2 ortonormalization of the monomial basis {q1
α}

p−2
|α|=0 defined in

(8.4) using the stable Gram-Schmidt process presented in [23]. In particular, we can write, always
using with a little abuse of notation the bijection (8.3):

q2
α(x) =

α∑
β=1

GSα,β q
1
α(x) ∀α ∈ N2, |α| = 0, . . . , p, (8.10)

where GS is the lower triangular matrix containing the orthonormalization coefficients.
Importantly, the polynomials involved in the construction of the VEM stiffness matrix associ-

ated with basis {q2
α}

p−2
|α|=0 are expanded in terms of basis {q1

α}
p−2
|α|=0.

For the sake of simplicity, we denote the counterpart of the VEM matrices in (8.7) and (8.9)

associated with bases {q2
α}

p
|α|=0 and {ϕ2

j}
NVK
j=1 with a bar at the top of each one of them. We

explain how to compute in the new setting such new matrices.

We start with matrix G̃, which is defined as:

G̃α,β = (∇q2
α,∇q2

β)0,K ∀α, β ∈ N2, |α|, |β| = 0, . . . , p.

One simply has to compute:

G̃ = GS · G̃ ·GST .
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Now, we consider matrix G defined as:

Gα,β =

{
P0(q2

β) if α = 1

(∇q2
α,∇q2

β)0,K if α ≥ 2
∀α, β ∈ N2, |α|, |β| = 0, . . . , p.

We obviously have to take care only of the first line of the matrix since the remainder is inherited

from G̃, where we recall that P0 is defined in (2.9) when p = 1 and in (2.10) when p ≥ 2.
We distinguish two cases.

(p = 1) P0(q2
β) = 1

NK

∑NK
`=1 q

2
β(ν`), where we recall that {ν`}NK`=1 denotes the set of vertices of K. We

shall then write:

P0(q2
β) =

1

NK

NK∑
`=1

(
β∑
γ=1

GSβ,γq
1
γ(ν`)

)
=

β∑
γ=1

GSβ,γ

(
1

NK

NK∑
`=1

q1
γ(ν`)

)

=

β∑
γ=1

GSβ,γG1,γ = GS(β, 1 : β) ·G(1, 1 : β)T .

(p ≥ 2) In this case, we have:

P0(q2
β) =

1

|K|

∫
K

q2
β = GS−1

1,1

1

|K|

∫
K

q2
βGS1,1 = GS−1

1,1

1

|K|

∫
K

q2
1q

2
β =

{
1

GS1,1|K| if β = 1

0 else
,

since basis {q2
α}

np
α=1 is L2(K) orthonormal by construction.

Next, we turn our attention to the matrix D which is defined as:

Dj,α = dof2j (q
2
α) ∀α ∈ N2, |α| = 0, . . . , p, j = 1, . . . , NVK

and we distinguish two situations.

• Let us consider firstly the boundary dofs:

Dj,α = dof2j (q
2
α) = q2

α(ξj) =

α∑
β=1

GSα,βq
1
β(ξj) =

α∑
β=1

GSα,βDj,β = GS(α, 1 : α) ·D(j, 1 : α)T .

where ξj is a proper node on the boundary.

• Next, we deal with the internal dofs. One simply has, if q2
γ is the polynomial associated with

dof2j :

dof2j (q
2
α) =

1

|K|

∫
K

q2
α q

2
γ =

1

|K|
δα,j ∀ j = 1, . . . , np−2,

owing again to the L2 orthonormality of basis {q2
α}

p
|α|=0.

Finally, we discuss the construction of matrix B which is defined as:

Bα,j =

{
P0(ϕ2

j ) if α = 1

(∇q2
α,∇ϕ2

j )0,K if α ≥ 2
∀α ∈ N2, |α| = 0, . . . , p, ∀ j = 1, . . . , NVK ,

where we recall that P0 is defined in (2.9) when p = 1 and in (2.10) when p ≥ 2.
We firstly deal with the first line and we consider separately the two cases p = 1 and p ≥ 2.

(p = 1) P0(ϕ2
j ) = 1

NK

∑NK
`=1 ϕ

2
j (ν`) = 1

NK

∑NK
`=1 ϕ

1
j (ν`), where we recall that {ν`}NK`=1 is the set of

vertices of polygon K. Thus B1,j = B1,j , since ϕ2
j = ϕ1

j on ∂K for all j = 1, . . . , NVK .
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(p ≥ 2) In this case, we can write:

P0(ϕ2
j ) =

1

|K|

∫
K

ϕ2
j = GS−1

1,1

1

|K|

∫
K

ϕ2
j GS1,1 = GS−1

1,1

1

|K|

∫
K

ϕ2
j q

2
1

=

{
GS−1

1,1 if ϕj is the first internal element,

0 else,

since q2
1 = GS1,1q

1
1 = GS1,1. Thus B1,j = GS−1

1,1B1,j for all j = 1, . . . , NVK .

Next, we treat all the other lines. We must compute (∇q2
α,∇ϕ2

j )0,K . Again, we consider two
different situations.

• If ϕ2
j is a boundary basis function, i.e. j = 1, . . . , pNK , where we recall that NK is the

number of edges (and vertices) of K, then:

(∇q2
α,∇ϕ2

j )0,K =

∫
∂K

(∂nq
2
α)ϕ2

j =

α∑
β=1

GSα,β

∫
∂K

(∂nq
1
β)ϕ2

j

=

α∑
β=1

GSα,β

∫
∂K

(∂nq
1
β)ϕ1

j =

α∑
β=1

GSα,βBβ,j = GS(α, 1 : α) ·B(1 : α, j),

where we used that ϕ1
j = ϕ2

j on ∂K for all j = 1, . . . , NVK .

• Assume now ϕ2
j is an internal basis function. This case is a bit more involved. We write:

(∇q2
α,∇ϕ2

j )0,K = −
∫
K

(∆q2
α)ϕ2

j . (8.11)

We are able to expand ∆q2
α into a combination of elements of the basis {q2

β}
np−2

β=0 since the
Laplace operator eliminates the high (p− 1 and p) polynomial degree contributions. We get:

∆q2
α =

p−2∑
|β|=0

Fα,β q
2
β. (8.12)

We only need to compute the entries of matrix F. To this purpose, we test (8.12) with q2
γ

and we obtain, owing to L2 orthogonality of basis {q2
α}

p−2
|α|=0:

Fα,γ = (∆q2
α, q

2
γ)0,K = −(∇q2

α,∇q2
γ)0,K +

(
∂nq

2
α, q

2
γ

)
0,∂K

.

The first term is nothing but −G̃α,γ . We wonder how to compute the second term. We note
that matrix L defined as:

Lα,β =

∫
∂K

(∂nq
1
α) q1

β ∀α, β ∈ N2, |α|, |β| = 0, . . . , p, (8.13)

can be computed exactly. For the sake of completeness, we explicitly write how. Given E(K)
the set of edges of K:

Lα,β =
∑

s∈E(K)

∫
s

(∂nq
1
α) q1

β =
∑

s∈E(K)

{
p∑
k=0

ωek
(
∂nq

1
α, q

1
β

)
0,∂K

(νsk)

}
,

where ωek and νek, k = 0, . . . , p, are the k-th weight and node of the Gauß-Lobatto quadrature
over edge s. It is easy to check that if we set:

Lα,β =

∫
∂K

(∂nq
2
α) q2

β,
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then:
L = GS · L ·GST .

As a consequence:

F = L− G̃.

Now, we plug (8.12) in (8.11) obtaining:

Bα,j =(∇q2
α,∇ϕ2

j )0,K = −
p−2∑
|β|=0

Fα,β(q2
β, ϕ

2
j )0,K

= −
p−2∑
|β|=0

Fα,βCβ,j = −F(α, 1 : np−2) ·C(1 : np−2, j),

where C is a matrix defined as follows:

Cα,j = (q2
α, ϕ

2
j )0,K ∀α ∈ N2, |α| = 0, . . . , p− 2, ∀j = 1, . . . NVK .

One concludes by noting that for all α ∈ N2 with |α| = 0, . . . , p− 2:

Cα,j = (q2
α, ϕ

2
j )0,K =

{
0 if ϕ2

j is a boundary basis element

|K| 1
|K|
∫
K
q2
α ϕ

2
j = δα,j |K| otherwise

.

8.2.2 A hitchhiker’s guide to VEM based on basis {q3
α}

p−2
|α|=0

The aim of the present section is to write the local stiffness matrix employing the new canonical

basis
{
ϕ3
j

}NVK
j=1

associated with polynomial basis {q3
α}

p−2
|α|=0 and expanding all the projectors with

respect to the polynomial spaces on polynomial basis {q3
α}

p
|α|=0, which is obtained by a partial

orthogonalization of {q1
α}

p
|α|=0.More precisely, we write, always using with a little abuse of notation

the bijection (8.3):{
q3
α = q1

α ∀α ∈ N2, |α| = 0, p− 1, p

q3
α(x) =

∑α
β=1 GSα,β q

1
α(x) ∀α ∈ N2, |α| = 1, . . . , p− 2

,

where GS is the matrix containing the orthonormalization coefficients described in (8.6). In
particular, we have here GS ∈ Rnp−2−1×np−2−1. We note that we are using, with an abuse
of notation, the same name of the (lower triangular) matrix containing the orthonormalization
coefficients described in (8.10).

For the sake of simplicity, we denote again the counterpart of the VEM matrices in (8.7) and

(8.8) associated with bases {q3
α}

p
|α|=0 and {ϕ3

j}
NVK
j=1 with a bar at the top of each one of them. We

explain how to compute in the new setting such new matrices.
We firstly observe that if p = 1, 2, then the two bases {q1

α}
p
|α|=0 and {q3

α}
p
|α|=0 coincide. For

this reason, we assume without loss of generality that p ≥ 3.

Matrix G̃ can be computed as in Section 8.2.1. Therefore, for the computation of G, we only
need to treat the first row. We have:

G1,β = P0(q3
β) =

1

|K|

∫
K

q3
β ∀β ∈ N2 such that |β| = 0, . . . , p.

Therefore:

G1,β =

{
G1,β if |β| = 0, p− 1, p

1
|K|
∑p−2
|α|=1 GSβ−1,α

∫
K
q1
α otherwise

=

{
G1,β if |β| = 0, p− 1, p

GS(β − 1, 2 : np−2) ·G(1, 2 : np−2)T otherwise
.
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Matrix D is defined instead by:
Di,α = dof3i (q

3
α).

We start by assuming that dof3i is a vertex/edge dof. We have given ξi a vertex or a Gauß-Lobatto
node:

Di,α = q3
α(ξi) =

{
qα(ξi) if |α| = 0, p− 1, p

GS(α− 1, 2 : np−2) ·D(i, 2 : np−2)′ otherwise
.

Next, we assume that dof3i is an internal dof. We distinguish two subcases. Firstly, let q3
α be such

that |α| = 1, . . . , p− 2. Then, given q3
β, |β| = 0, . . . , p− 2, the polynomial associated with degree

of freedom dof3i :

dof3i (q
3
β) =

1

|K|

∫
K

q3
βq

3
α

=

{
|K|−1δα,β if |β| = 0

1
|K|
∑p−2
|γ|=1 GSβ−1,γ

∫
K
q1
γ = GS(β − 1, 2 : np−2) ·D(1, 2 : np−2)T if |β| = 1, . . . , p− 2

.

If now q3
α is such that |α| = 0, p, p− 1, then:

dof3i (q
3
α) = dof3i (q

1
α) =

1

|K|

∫
K

q3
βq

1
α

=

{
1
|K|
∫
K
q1
β q

1
α if |β| = 0∑p−2

|γ|=1 GSβ−1,γ
1
|K|
∫
K
q1
γq

1
α otherwise

=

{
Di,α if |β| = 0

GS(β − 1, 2 : np−2) ·D(end− np−2 + 2 : end, α) otherwise
.

The construction of matrix B is the most complicated. We set:

Bα,i = (∇q3
α,∇ϕ3

i )0,K = (∂nq
3
α, ϕ

3
i )0,∂K − (∆q3

α, ϕ
3
i )0,K . (8.14)

We firstly assume ϕ3
i vertex/edge basis element. We distinguish two subcases. If q3

α is such that
|α| = 1, . . . , p− 2, we deduce:

Bα,i = (∂nq
3
α, ϕ

3
i )0,∂K =

p−2∑
|β|=1

GSα−1,β(∂nq
1
β, ϕ

3
i )0,∂K = GS(α− 1, 1 : np−2) ·B(1 : np−2, i).

If q3
α is such that |α| = 0, p− 1, p, we simply have:

Bα,i = (∂nq
3
α, ϕ

3
i )0,∂K = (∂nq

1
α, ϕ

1
i )0,∂K = Bα,i.

Next, we assume ϕ3
i internal basis element. We distinguish again two subcases. We begin by

assuming that q3
α is such that |α| = 1, . . . , p− 2:

Bα,i = (−∆q3
α, ϕ

3
i )0,K .

We want to expand −∆q3
α in terms of the basis {q3

α}
p−2
|α|=0, which we recall is not completely

orthonormal due to the presence of q3
1 :

−∆q3
α =

p−2∑
|β|=0

µα,βq
3
β.
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Using L2 orthogonality, if |β| = 1, . . . , p− 2:

µα,β = (−∆q3
α, q

3
β)0,K = (∇q3

α,∇q3
β)0,K − (∂nq

3
α, q

3
β)0,∂K = I − II. (8.15)

The first term on the right-hand side of (8.15) is nothing but G̃α,β , while the second term is Lα,β ,
where matrix L is computed as in Section 8.2.1.

Finally, we investigate what happens if q3
α is such that |α| = 0, p − 1, p. If |α| = 0, then one

simply has Bα,i = 0. Otherwise:

−∆q1
α = −∆q1

(α1,α2) = −α1(α1 − 1)q1
(α1−2,α2) − α2(α2 − 1)q1

(α1,α2−2) =: c1q
1
α̃1

+ c2q
1
α̃2
, (8.16)

with |α̃1|, |α̃2| = 0, . . . , p− 2. This implies that we have to compute, for j = 1, 2:

(q1
α̃j
, ϕ3

i )0,K .

We expand q1
α̃j

with respect to basis {q3
α}

p−2
|α|=0:

(q1
α̃, ϕ

3
i )0,K = (q3

1 , ϕ
3
i )0,K +

p−2∑
|β|=1

GS−1
α̃j−1,β(q3

β, ϕ
3
i )0,K = |K|GS−1

α̃j−1,i. (8.17)

In order to conclude, one uses (8.14), (8.16) and (8.17).

8.3 Numerical results

In this section, we present some numerical experiments in which we compare the performances of
the stabilizations and polynomial bases introduced in Sections 8.1.1 and 8.1.2 respectively.

More precisely, we investigate the behaviour and the related effects of the condition number in
two critical situations.

In Section 8.3.1, we investigate the behaviour of the condition number of the p version of VEM
and the effects on the linear solver used for the solution to the associated linear system. We are
also interested in the behaviour of the condition number when varying the stabilization and the
polynomial basis dual to internal moments (2.4) in presence ofa sequence of “badly shaped” poly-
gons (collapsing bulks, collapsing edges...) this is probed in Sections 8.3.2 and 8.3.3. The condition
number is computed as the ratio between the maximum and minimum (nonzero) eigenvalue of the
stiffness matrix.

Finally, in Section 8.3.4, we state some conclusions.

8.3.1 Numerical results: the p version of VEM

Let us consider the three meshes depicted in Figure 1.3 (up-right), (down-left) and (down-right),
i.e. a square mesh, a regular hexagonal mesh and a Voronoi-Lloyd mesh.

We investigate in this section the behaviour of the condition number of the stiffness matrix
associated with method (2.1) by keeping fixed the meshes under consideration and by increasing
p. To this purpose, we modify both the choice of the stabilization and the choice of the polynomial
basis dual to internal moments (2.4).

In Figure 8.1, we depict the behaviour of the condition number by fixing the stabilization to
be SK1 defined in (6.3) and we consider the three polynomial bases introduced in Section 8.1.2.
For all the three sequences of meshes, basis {q2

α}
p−2
|α|=0 shows the best performances, whereas the

standard monomial basis {q1
α}

p−2
|α|=0 shows the worst results.

From Figure 8.1, it is also clear that using basis {q1
α}

p−2
|α|=0 entails an exponential growth of the

condition number in terms of p.
Furthermore, employing {qiα}

p−2
|α|=0 with i = 2, 3, suggests instead an algebraic growth of the

condition number in terms of p. A polynomial fitting yields:

cond(Kp) ≈ a pb with a =

{
130.4 if i = 2

131.7 if i = 3
, b =

{
3.344 if i = 2

3.371 if i = 3
. (8.18)
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Figure 8.1: Condition number of the VEM stiffness matrix in terms of p. The stabilization is fixed and equal to
SK1 defined in (6.3). We compare the behaviour in terms of the three polynomial bases presented in Section 8.1.2.
Left: square mesh. Center: Voronoi-Lloyd mesh. Right: regular-hexagonal mesh.

This behaviour is extremely interesting since it is well-known, see e.g. [90], that the growth in terms
of p of the condition number in triangular Spectral Elements with nodal bases is of the following
sort:

cond(Kp) ≈ a pb with b = 4, for some a > 0. (8.19)

We also point out that when employing hexagonal and Voronoi mesh and a rather high degree of
accuracy, namely p = 12, the condition number when employing basis {q3

α}
p−2
|α|=0 seems to have a

stray behaviour.
We want now to understand how much the ill-conditioning pollutes the convergence of the

broken H1 error defined in (7.2).
To this purpose, we consider a test case with analytic solution (7.5), for which we know that the

method converges exponentially, see (2.52), as numerically shown in Figures 7.3 and 7.4. In Figure
8.2, we compare the broken H1 error defined in (7.2) using the three meshes above mentioned
(always using SK1 defined in (6.3) as a stabilization) and comparing the three bases {qiα}

p−2
|α|=0,

i = 1, 2, 3. We observe that, due to the ill-conditioning of the stiffness matrix computed with basis
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Figure 8.2: Error |u − Π∇p un|1,Tn with exact solution given in (7.5). The stabilization is fixed and equal to SK1
defined in (6.3). We compare the behaviour in terms of the three polynomial bases presented in Section 8.1.2. Left:
square mesh. Center: Voronoi-Lloyd mesh. Right: regular-hexagonal mesh.

{q1
α}

p−2
|α|=0 for high values of p, the linear solver of the system (namely the one associated with

the \ command of MATLAB) does not work properly. For this reason, we highly recommend to
use basis {q2

α}
p−2
|α|=0 in lieu of basis {q1

α}
p−2
|α|=0 when approximating with high-order VEM. It is also

worth to underline that employing basis {q3
α}

p−2
|α|=0 is not a wise choice on hexagonal and Voronoi

meshes since for rather high degree of accuracy, namely p = 12, the errors have a blow up. This is
probably due to the numerical instability appearing when diagonalizing the monomial mass matrix
in (8.5).

In order to understand better “how much the (linear) solver fails” when solving the system
arising from (2.1), we consider as an exact solution:

u(x, y) = 1− x− y, (8.20)

which, owing to polynomial consistency assumption (2.14), is approximated exactly by the VEM
up to machine precision.
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In exact-arithmetic one expects the broken H1 error defined in (7.2) to vanish, while in floating-
point arithmetic the error is not zero but grows along with the condition number of the stiffness
matrix.

In Figure 8.3, we compare the broken H1 error defined in (7.2) using the three meshes above
discussed, using SK1 (6.3) as a stabilization and the three bases {qiα}

p−2
|α|=0, i = 1, 2, 3. The be-
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Figure 8.3: Error |u− Π∇p un|1,Tn with exact solution given in (8.20). The stabilization is fixed and equal to SK1
defined in (6.3). We compare the behaviour in terms of the three polynomial bases presented in Section 8.1.2. Left:
square mesh. Center: Voronoi-Lloyd mesh. Right: regular-hexagonal mesh.

haviour of basis {q2
α}

p−2
|α|=0 is again superior to the other two bases. More precisely, employing basis

{q1
α}

p−2
|α|=0 has a large effect on the error for high degrees of accuracy p.

In order to conclude this section, we present in Figure 8.4 a numerical test where we fix the
polynomial basis dual to the internal moments (2.4) to be {q2

α}
p−2
|α|=0 and we consider the four

different stabilizations presented in Section 8.1.1. The four stabilizations have almost the same
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Figure 8.4: Condition numbers of the VEM stiffness matrix in terms of p on a square mesh, a Voronoi-Lloyd mesh
and a regular-hexagonal mesh. The polynomial basis dual to internal moments (2.4) is {q2

α}
p−2
|α|=0

. We compare the

behaviour in terms of the four stabilizations presented in Section 8.1.1. Left: square mesh. Center: Voronoi-Lloyd
mesh. Right: regular-hexagonal mesh.

impact on the condition number (stabilization SK2 seems to perform slightly worse than the other
stabilizations).

8.3.2 Numerical results: collapsing polygons

It is also interesting to understand the impact of the choice of the stabilization and of the polynomial
basis dual to internal moments (2.4) in presence of a sequence of “badly shaped” polygons (i.e.
with collapsing bulk) on the condition number of the local stiffness matrix. In this way, we also
test the robustness of the method when assumption (G1) is not valid.

To this purpose, we here present a quite limited and preliminary study. More precisely, we
consider {Ki}i∈N, sequence of “collapsing” hexagons, as those depicted in Figure 8.5. In particular,
the coordinates of Ki, the i-th element, are:

Ai = (1, 0), Bi = (2, 2−i+1), Ci = (1, 2−i+2), Di = (0, 2−i+1), Ei = (−1, 2−i+1), Fi = (0, 0).
(8.21)

Needless to say, sequence {Ki}i∈N does not satisfy the star-shapedeness assumption (G1).
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Figure 8.5: First three elements of sequence {Ki}i∈N.

In Figure 8.6, we depict the behaviour of the condition number of the local stiffness matrix
in terms of i, parameter used in the definition of the coordinates (8.21) of the pentagons Ki. In
particular, we compare such behaviour employing the three bases {qiα}

p−2
|α|=0, i = 1, 2, 3, discussed

in Section 8.1.2 and choosing p = 3 and p = 6 respectively. The stabilization is fixed to be SK1
defined in (6.3). From Figure 8.6, we deduce that the standard choice for the polynomial basis
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Figure 8.6: Condition numbers of the local VEM stiffness matrix on the sequence of hexagons depicted in Figure 8.5
in dependence of i, parameter used in the definition of the coordinates (8.21) of the pentagons Ki. The stabilization
is fixed and equal to SK1 defined in (6.3). We compare the behaviour in terms of the three polynomial bases presented
in Section 8.1.2. Left p=3. Right: p=6.

(8.4) leads to a dramatic growth of the condition number. It turns out that the safest choice, in
terms of ill-conditioning, is the one associated with basis {q2

α}
p−2
|α|=0, which we recall is obtained

by an orthonormalization of the standard monomial basis {q1
α}

p−2
|α|=0 via a stable Gram-Schmidt

process. Basis {q3
α}

p−2
|α|=0 , although behaves much better than the monomial basis, is not as good

as {q2
α}

p−2
|α|=0.

Next, in Figure 8.7, we compare the condition number of the stiffness matrix by fixing p = 6
and the polynomial basis {q2

α}
p−2
|α|=0, which, from the previous tests, seems to be the best for the

conditioning of VEM, and by modifying the choice of the stabilizations; more precisely, we consider
again the four stabilization discussed in Section 8.1.1. We deduce from Figure 8.7 that the choice
of the stabilization does not have evident effects on the condition number, at least in the set of
experiments here shown.

As a byproduct, in Figure 8.8 we consider a comparison between the four stabilizations by
employing the standard monomial basis {q1

α}
p−2
|α|=0 as dual basis for internal moments (2.4) with

degree of accuracy p = 6 and we note again the practical independence of the condition number
with respect to the choice of the stabilization.

8.3.3 Numerical results: hanging nodes

As a final set of numerical results, we study the behaviour of the condition number of the stiffness
matrix employing various bases and stabilizations in presence of hanging nodes collapsing on a
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Figure 8.7: Condition numbers of the local VEM stiffness matrix on the sequence of hexagons depicted in Figure 8.5
in dependence of i, parameter used in the definition of the coordinates (8.21) of sequence {Ki}i∈N. The polynomial

basis, dual to the internal moments (2.4) is fixed to be {q2
α}

p−2
|α|=0

. We compare the behaviour in terms of the four

stabilizations presented in Section 8.1.1. The degree of accuracy is p=6.
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Figure 8.8: Condition numbers of the local VEM stiffness matrix on the sequence of hexagons depicted in Figure 8.5
in dependence of i, parameter used in the definition of the coordinates (8.21) of sequence {Ki}i∈N. The polynomial

basis, dual to the internal moments (2.4) is fixed to be {q1
α}

p−2
|α|=0

. We compare the behaviour in terms of the four

stabilizations presented in Section 8.1.1. The degree of accuracy is p=6.

vertex, checking thus the robustness of the method when assumption (G2) is not fulfilled.
Again, we present here only a quite limited and preliminary study. In particular, we present a

sequence of “squared pentagons”, that is a sequence of squares with a hanging node on a prescribed
edge. More precisely, see Figure 8.9, we consider a sequence {Ki}i∈N such that each Ki, i ∈ N,
has the following set of coordinates:

Ai = (1, 0), Bi = (1, 1), Ci = (2−i, 1), Di = (0, 1), Ei = (0, 0), i ∈ N. (8.22)

In Figure 8.10, we depict the behaviour of the condition number of the local stiffness matrix
in terms of i, parameter used in the definition of the coordinates (8.22) of the pentagons Ki. In
particular, we compare such behaviour employing the three bases {qiα}

p−2
|α|=0, i = 1, 2, 3, discussed

in Section 8.1.2 and choosing p = 3 and p = 6, respectively. The stabilization is fixed to be SK1
defined in (6.3). The condition number is almost independent of parameter i for all choices of the
canonical basis. This is not surprising since the bulk of the elements in the sequence remains the
same for all i. However, when employing basis {q1

α}
p−2
|α|=0, the condition number is higher.

Mimicking what was done in Section 8.3.2, we compare in Figures 8.11 and 8.12 the condition
number of the stiffness matrix by fixing p = 6 and the polynomial bases {q2

α}
p−2
|α|=0 and {q1

α}
p−2
|α|=0,

respectively, and by considering the four stabilization discussed in Section 8.1.1.
We deduce from Figures 8.11 and 8.12 again that the behaviour of the method employing

different stabilizations is basically the same.
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Figure 8.9: First three elements of sequence {Ki}i∈N with hanging node collapsing on a vertex.
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Figure 8.10: Condition numbers of the local VEM stiffness matrix on the sequence of pentagons (squares with a
hanging node) depicted in Figure 8.9 in dependence of i, parameter used in the definition of the coordinates (8.21)
of the pentagons Ki. The stabilization is fixed and equal to SK1 (6.3). We compare the behaviour in terms of the
three polynomial bases presented in Section 8.1.2. Left p=3. Right: p=6.

8.3.4 Conclusions

We now state some conclusions concerning what we have discussed so far.
We addressed and suggested possible cures to the problem of the ill-conditioning of the virtual

element method, arising from high values of the polynomial degree p and in presence of highly
anisotropic elements. In particular, we focused our attention on the effects of the stabilization of
the method and the choice of internal degrees of freedom. It turned out that, whereas various
stabilizations presented in literature have almost the same effect on the condition number of the
stiffness matrix, the choice of the internal degrees of freedom has a deep impact.

We suggested two practical modifications of such internal degrees of freedom which greatly
improve the behaviour of high-order VEM and VEM in presence of bad-shaped polygons.

It is worth to mention that we focused our attention to a simple 2D Poisson problem only. If
one turns for instance to 3D problems, then the choice of the stabilization plays a major role, as
shown in [33,61].



CHAPTER 8. ILL-CONDITIONING 104

0 100 200 300 400 500 600
10

3

10
4

10
5

1

i

co
nd

iti
on

 n
um

be
r 

st
iff

ne
ss

 m
at

rix

 

 

S
E
1

S
E
2

SE
3

SE
4

Figure 8.11: Condition numbers of the local VEM stiffness matrix on the sequence of pentagons (squares with a
hanging node) depicted in Figure 8.9 in dependence of i, parameter used in the definition of the coordinates (8.21) of

sequence {Ki}i∈N. The polynomial basis, dual to the internal moments (2.4) is fixed to be {q2
α}

p−2
|α|=0

. We compare

the behaviour in terms of the four stabilizations presented in Section 8.1.1. The degree of accuracy is p=6.
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Figure 8.12: Condition numbers of the local VEM stiffness matrix on the sequence of pentagons (squares with a
hanging node) depicted in Figure 8.9 in dependence of i, parameter used in the definition of the coordinates (8.21) of

sequence {Ki}i∈N. The polynomial basis, dual to the internal moments (2.4) is fixed to be {q1
α}

p−2
|α|=0

. We compare

the behaviour in terms of the four stabilizations presented in Section 8.1.1. The degree of accuracy is p=6.



Chapter 9

A multigrid algorithm for p VEM

So far, the issue of developing efficient solution techniques for the linear systems of equations
stemming from both the h, p and hp-versions of the VEM has not been addressed yet. The main
difficulty in the development of optimal (multilevel) solution techniques relies on the construction
of consistent coarse solvers which are non-trivial on grids formed by general polyhedra. Recently,
using the techniques of [11, 12] a multigrid algorithm for the hp-version Discontinuous Galerkin
methods on agglomerated polygonal/polyhedral meshes has been analyzed in [9].

The aim of this chapter, which traces the work [10], is to develop efficient iterative solvers for
the solution to the linear systems of equations stemming from the p version of the Virtual Element
discretization of a two-dimensional Poisson problem with (for simplicity) homogeneous Dirichlet
boundary conditions. We propose to employ a W-cycle p VEM algorithm, i.e. coarse levels are
obtained by decreasing progressively the polynomial approximation degree up to the coarsest level
which corresponds to the lowest (linear) VE space. The key point is the construction of suitable
prolongation operators between the hierarchy of VE spaces. With the standard VE space such
prolongation operators cannot be constructed employing only the degrees of freedom. For such a
reason we introduce a suitable auxiliary VE space, which is identical to the standard VE space
from the algebraic point of view and which allows to construct computable interspace operators
but results into non-inherited sublevel solvers.

This in turn complicates the analysis of the multigrid algorithms, since we need to account
for non-inherited sublevel solvers. Employing a Richardson smoother and following the classical
framework, see e.g. [49], we prove that the W- cycle algorithm converges uniformly provided the
number of smoothing steps is chosen sufficiently large. We also demonstrate that the resulting
multigrid algorithm provides a uniform preconditioner for the Preconditioned Conjugate Gradient
method (PCG), i.e., the number of PCG iterations needed to reduce the (relative) residual up to a
(user-defined) tolerance is uniformly bounded independently of the number of degrees of freedom.
Further, employing the Gauss-Seidel smoother in place of the Richardson one can improve the
performance of our iterative scheme.

The extension of the present setting to h multigrid methods, i.e. where the coarse levels are
formed by geometric agglomeration of the underlying grid is currently under investigation.

Importantly, the use of iterative solvers for the solution to linear systems associated with
2D Galerkin methods in general are not needed, since the size of such systems is often small;
nevertheless, we deem that the construction of the 2D multigrid algorithm here presented paves
the way for an extension to the 3D case, where instead iterative solvers are typically needed.

The remaining part of the paper is organized as follows. In Section 9.1, we recall some no-
tations from the foregoing chapters and we introduce an auxiliary VE space instrumental for the
construction of the algorithm. In Section 9.2, we present the W -cycle p VEM multigrid algorithm;
its convergence analysis is the topic of Section 9.3. Finally, in Section 9.4, numerical results are
shown.

105
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9.1 Notations and an auxiliary VE space

We want to apply the multigrid algorithm to a VEM approximating Poisson problem with homo-
geneous Dirichlet boundary conditions (1.27).

More precisely, the VEM that we consider is the one defined in (2.1). As done in Chapter
8, we use subscript p instead of subscript hp, stressing in this way the fact that here we are
only interested in the p version of VEM. Throughout this chapter, in particular, we do not make
particular assumptions on the mesh, since it is fixed.

Importantly, in the definition of the internal dofs (2.4), we use as a dual polynomial basis, the
one defined by {q2

α}
p−2
|α|=0 in Section 8.1.2; we recall that such a basis is L2 orthonormal over polygon

K. This choice is not a matter of taste, but will play a fundamental role in the construction of the
multigrid algorithm.

Furthermore, we employ as a stabilization the bilinear form SK1 defined in (6.3). We denote
henceforth such stabilization by SK . We are able to provide explicit bounds in terms of p of the
stability constants c∗(p) and c∗(p) defined in (2.12) when using basis {q2

α}
p−2
|α|=0 and stabilization

SK . More precisely, the following result, holds true.

Theorem 9.1.1. Let K ∈ Tn and let SK(·, ·) be the stabilizing bilinear form defined in (6.3).
Then, the following bound on the stability constants c∗(p) and c∗(p) introduced in (2.12) holds
true:

c∗(p)|vp|21,K . SK(vp, vp) . c∗(p)|vp|21,K ∀ vp ∈ ker(Π∇p ),

where c∗(p) ≥ p−6 and c∗(p) ≤ p3.

Proof. The assertion follows by combining the two forthcoming technical Lemmata 9.1.2 and 9.1.3.

An immediate consequence of Theorem 9.1.1 and (2.16) is that it holds:

α∗(p) & p−6, α∗(p) . p3, (9.1)

where α∗(p) and α∗(p) are defined in (2.15).

Lemma 9.1.2. Let S̃K(·, ·) be the local auxiliary stabilization defined as in (6.8). Then, it holds:

c∗(p)|vp|21,K . S̃K(vp, vp) . c∗(p)|vp|21,K ∀ vp ∈ ker(Π∇p ), (9.2)

where c∗(p) & p−5, c∗(p) . p2, and where Π∇p is the energy projector defined in (2.8).

Proof. It is a straightforward consequence of Theorem 6.2.2.

We observe that bounds on c∗(p) and c∗(p) sharper than those in Lemma 9.1.2 are available
from Theorem 6.2.2 and from the numerical study of Section 6.2.1, nonetheless we prefer here to
avoid the technical dependence on the largest angle of polygon K.

We are now ready for proving a second technical result.

Lemma 9.1.3. Let K ∈ Tn and let SK and S̃K be defined as in (6.3) and (6.8) respectively. Then,
the following spectral relations between the two stabilizations holds true:

p−1SK(vp, vp) ≤ S̃K(vp, vp) . p2SK(vp, vp) ∀ vp ∈ Vp(K).

Before showing the proof of Lemma 9.1.3, we recall from Lemma 6.2.3 that given {ρp+1
j }pj=0

and {ξj}pj=0 the p+ 1 Gauß-Lobatto nodes and weights on Î = [−1, 1] respectively, one has:

p∑
j=0

q2
p(ξp+1

j )ρp+1
j . ‖qp‖20,Î ≤

p∑
j=0

q2
p(ξp+1

j )ρp+1
j ∀ qp ∈ Pp(Î). (9.3)

Moreover, one also has the following behaviour of the Gauß-Lobatto weights:

p−2 . ρp+1
j . p−1 ∀ j = 0, . . . , p+ 1, (9.4)

where the hidden constants are positive and independent of p, see [43, Corollary 2.8].
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Proof. By using (9.3) and (9.4), we obtain:

1

hK
p−1

p(# of edge of K)∑
j=1

dof2b,j(vp) .
p

hK
‖vp‖20,∂K .

1

hK

p(# of edge of K)∑
j=1

dof2b,j(vp), (9.5)

where dofb,j denotes the j-th boundary (either vertex or edge) degree of freedom. This concludes
the discussion concerning the boundary term.

Next, we study the bulk term in (6.8) and consider the expansion of Π0
p−2vp into the L2(K)

orthonormal basis {q2
α}

p−2
|α|=0 introduced in Section 8.1.2:

Π0
p−2vp =

∑
|α|≤p−2

cαq
2
α. (9.6)

Testing (9.6) with q2
β, |β| ≤ p− 2, we obtain:

|K|dofβ(vp) =

∫
K

vpq
2
β =

∫
K

Π0
p−2vpq

2
β = cβ,

where dofβ(·) denotes the internal degrees of freedom associated with polynomial mβ. As a con-
sequence:

Π0
p−2vp =

∑
|α|≤p−2

|K|dofα(vp)q
2
α. (9.7)

The Parseval identity implies:

p2

h2
K

(Π0
p−2vp,Π

0
p−2vp)0,K =

p2

h2
K

∑
|α|≤p−2

|K|2dof2i,α(vp), (9.8)

where dofi,|α|(·) denotes the internal degree of freedom associated with polynomial q2
α. The asser-

tion follows from (9.5) and (9.8).

Finally, we focus on the construction of the linear system of equations stemming from (2.1).
By expanding the trial function up as a combination of the elements in the global canonical basis,
which is obtained by a combination of local canonical bases defined in (6.2):

up =

dim(Vp)∑
i=1

dofi(up)ϕi =:

dim(Vp)∑
i=1

(up)iϕi,

where up ∈ Rdim(Vp) is the set of dofs of up, and selecting vp as ϕj , j = 1, . . . ,dim(Vp), we obtain:

Ap · up = fp, (9.9)

where:
(Ap)i,j = ap(ϕj , ϕi), (fp)i = 〈fp, ϕi〉p, i, j = 1, . . . ,dim(Vp). (9.10)

Next, we introduce an auxiliary VE space which will be crucial for the construction of the multigrid
algorithm in Section 9.2. In the spirit of [4], we consider a modification of Vp(K) into a diverse
space on which we are able to compute a higher order L2 projector. In particular, we set:

Ṽp(K) = {vp ∈ H1(K) | vp|∂K ∈ Bp(∂K), ∆vp ∈ Pp−1(K),∫
K

(Π0
p−2vp − vp)q2

α = 0, ∀α ∈ N2 with |α| = p− 1

}
,

(9.11)

where we recall that {q2
α}

p−1
|α|=0 is a basis of Pp−1(K) obtained by an L2(K) orthonormalization of

the monomial basis {q1
α}

p−1
|α|=0 defined in (8.4).
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Henceforth, we denote with the expression enhancing constraints the following set of constraints
employed in the definition of modified space Ṽp(K):∫

K

(Π0
p−2vp − vp) qα = 0, ∀α ∈ N2 with |α| = p− 1, ∀ vp ∈ Ṽp(K). (9.12)

The definition of the enhanced local space Ṽp(K) is different from the one presented in [4]. More-

over, we observe that Pp(K) * Ṽp(K), but Pp−2(K) ⊆ Ṽp(K). To be more precise, owing to the

L2(K) orthonormality of the {q1
α}

p−1
|α|=0 basis, it holds in fact:

Pp−2(K)⊕ (Pp(K)/Pp−2(K))
⊥Pp−1(K) ⊆ Ṽp(K),

where (Pp(K)/Pp−2(K))
⊥Pp−1(K) denotes the space of polynomials of degree p, not in the space of

polynomials of degree p− 2, orthogonal to {q2
α}

p−2
|α|=0.

We endow the local space Ṽp(K) with the same degrees of freedom of the space Vp introduced

in (2.3). Using the auxiliary local virtual space Ṽp(K) introduced in (9.11), it is clear that we are
able to compute the following operator:

Π0
p−1 : Ṽp(K)→ Pp−1(K) s. t. (qp−1, vp −Π0

p−1vp)0,K ∀ qp−1 ∈ Pp−1(K), ∀ vp ∈ Ṽp(K).

We stress that there is no chance to be able to compute explicitly Π0
p−1 as a map defined on Vp(K),

since the internal degrees of freedom are up to order p − 2, whereas this is possible in the new
space Ṽp(K) since the enhancing constraints in (9.12) allows to compute internal moments up to
order p− 1.

The global auxiliary VE space is obtained again by gluing continuously the local spaces as done
in (2.7):

Ṽp =
{
vp ∈ H1

0 (Ω) ∩ C0(Ω) | vp|K ∈ Ṽp(K), ∀K ∈ Tn
}
. (9.13)

The choice of the discrete bilinear form ap and of the right-hand side fp in (2.1) are exactly the
same as those in Section 2.1 associated with space Vp.

Importantly, we emphasize that the choice of the stabilization when employing the new spaces
Vp(K) reads as in (6.3), although functions in local enhanced spaces Ṽp(K) defined in (9.11) are
different with respect to their counterparts in standard VE spaces defined in (2.3). In particular,
the following spectral bounds for the stability are valid.

Theorem 9.1.4. Given K ∈ Th and SK the stabilization defined in (6.3), the following holds true:

c∗(p)|vp|21,K . SK(vp, vp) . c∗(p)|vp|21,K ∀vp ∈ ker(Π∇p ) ⊂ Vp(K),

where c∗(p) and c∗(p) satisfy the same bounds of Theorem 9.1.1 and where Π∇p is the energy
projector defined in (2.8) applied to functions in Vp(K).

Proof. It suffices to show that the counterparts of Lemmata 9.1.2 and 9.1.3 are valid for functions
in ker(Π∇p ) ⊂ Vp(K).

For what concerns Lemma 9.1.2, following [32, Theorem 2], it is immediate to prove analogous
bounds to those in (9.2) employing the auxiliary stabilization:

S̃Kp,aux(up, vp) =
p

hK
(up, vp)0,∂K +

p2

h2
K

(Π0
p−1up,Π

0
p−1vp)0,∂K .

However, we note that the definition of the enhancing constraints (9.12) entails that:

Π0
p−1vp = Π0

p−2vp ∀vp ∈ Vp(K),

whence the counterpart of Lemma 9.1.2 for functions in ker(Π∇p ) ⊂ Vp(K). In view of this, the

counterpart of Lemma 9.1.3 for functions in ker(Π∇p ) ⊂ Vp(K) immediately follows.
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As a consequence of Theorem 9.1.4, we have:

α∗(p)|vp|21,K ≤ aKp (vp, vp) ≤ α∗(p)|vp|21,K ∀vp ∈ Vp(K), ∀K ∈ Th, (9.14)

where α∗(p) and α∗(p) satisfy the same bounds as in (9.1).

It is crucial to remark that the linear systems stemming from the use of Vp and Ṽp are the same.
In fact, it is clear from (2.13) that the construction of the local discrete bilinear forms depends
uniquely on the choice of the set of the degrees of freedom (which we recall are the same for the
two spaces) and the energy projector Π∇p defined in (2.8), which is computed without the need of
(9.12).

Also the construction of the discrete right-hand side (2.19) does not depend on the choice of the
space since the L2 projector Πp−2 defined in (2.18) is built using the internal degrees of freedom
only, while the enhancing constraints (9.12) are neglected.

Remark 12. The aforementioned equivalence between the two linear systems associated with spaces
Vp and Ṽp is of great importance in order to design and analyse the multigrid algorithm in Section

9.2. However, Vp and Ṽp have significant differences.

The first issue we want to highlight is that the method associated with space Ṽp defined in
(9.13) is not, at least in principle, a “good” method from the point of view of the approximation
property. It is possible to show p approximation results on the first and the third term on the
right hand side of (2.22) following what was done e.g. in Section 2.2. The problematic term is the
second one, i.e. the best error term with respect to functions in the virtual space. The approach
used in Section 2.2.2, which is nothing but the p version of [87, Proposition 4.2], does not hold
anymore in the enhanced version of VEM. To the best of our knowledge, the p approximation of
the “best virtual” error term in enhanced space is still an open problem. On the other hand, the
error analysis in terms of p employing as an approximation space Vp is available from Chapter 2.

The second issue we underline, is that the space Ṽp defined in (9.13) is more suited for the
construction of the multigrid algorithm than the space Vp defined in (2.7), as will be clear from
Section 9.2.

Let us summarize the strategy we will follow. We consider a discretization of problem (1.27)
by means of the virtual element method (2.1) employing as an approximation space Vp defined in
(2.7). The associated linear system (9.9) coincides algebraically with the one arising by employing

the VE space Ṽp defined in (9.13). For this reason, we can solve system (9.9) by means of a

multigrid algorithm based on the sequences of spaces Ṽp defined in (9.13).
Having the vector of degrees of freedom up, one can reconstruct functions in two different spaces:

either in the space Vp defined in (2.7), or in the space Ṽp defined in (9.13). The discrete solution
in the former space is the one to be taken into account, since it has the proper p approximation
properties, see Figure 9.1.

VEM based

on Vp defined

in (2.7)

Ap · up = fp

VEM based

on Ṽp defined

in (9.13)

Ap · up = fp

coincides

NO multigrid

(no interspace

operators)

YES multigrid

(yes interspace

operators)

ũp (multigrid

solution ap-

proximating

up) recon-

tructed in . . .

bad ap-

proximation

estimates

good ap-

proximation

estimates

Ṽp

Vp

Figure 9.1: Strategy that we follow for the construction of the multigrid algorithm.
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9.2 Multigrid methods with non inherited sublevel solvers

In this section, we present a p-VEM multigrid algorithm and the key ingredients for its formulation.
In the construction of our multigrid algorithm, we will make use of two key ingredients. The

first one are suitable (computable) interspace operators, i.e. prolongation/restriction operators
between two VE spaces. These operators will be constructed by employing the properties of the
following space-dependent inner product:

(wp, vp)p =

dim(Vp)∑
i=1

dofi(wp)dofi(vp) ∀wp, vp ∈ Vp. (9.15)

The second ingredient is a suitable smoothing scheme Bp, which aims at reducing the high fre-
quency components of the error.

We aim at introducing a multigrid iterative method for the solution to the linear system in
(9.9), which we recall is given by:

Ap · up = fp, (9.16)

where the coefficient matrix Ap and the right-hand side fp are the matrix representations with

respect to the their expansion in the canonical basis of space Ṽp (but also Vp, as discussed in the
foregoing section), defined in (9.13), of the operators Ap and fp defined by:

(Apwp, vp)p = ap(wp, vp), (fp, vp)p = 〈fp, vp〉p, ∀wp, vp ∈ Vp, (9.17)

cf. (2.13) and (2.19) respectively.
In order to introduce our p-multigrid method, we assume p ≥ 2 and we consider a sequence of

VE spaces given by Ṽp, Ṽp−1, . . . , Ṽ1, where the `-th level is given by Ṽp−`, ` = 0, . . . , p−1. Let now

consider the linear system of equations on level `: A` ·z` = g`. We denote by MG(`,g`, z
(0)
` ,m2) one

iteration obtained by applying the `-th level iteration of our MG scheme to the above linear system,

with initial guess z
(0)
` and using m2 post-smoothing steps, respectively. For ` = 1, (coarsest level)

the solution is computed up to machine precision with a direct method, that is MG(1,g1, z
(0)
1 ,m2) =

A−1
1 g1, while for ` > 1 we adopt the recursive procedure described in Algorithm 1.

Algorithm 1 `-th level of the p-multigrid algorithm

Coarse grid correction:

r`−1 = I`−1
` · (g` −A` · z(0)

` ); (restriction of the residual)
e`−1 = MG(`− 1, r`−1,0`−1,m2); (approximation of the residual equation . . . )
e`−1 = MG(`− 1, r`−1, e`−1,m2); (. . .Ap−1 · zp−1 = rp−1)

z
(1)
` = z

(0)
` + I``−1 · e`−1; (error correction step)

Post-smoothing:
for i = 2 : m2 + 1 do

z
(i)
` = z

(i−1)
` + B−1

` · (g` −A` · z(i−1)
` );

end for

MG(`,g`, z
(0)
` ,m2) = z

(m2+1)
` .

In presenting Algorithm 1, we used some objects that are not defined so far. In particular, I``−1

and I`−1
` denote the matrix representation of the interspace operators defined in Section 9.2.2,

while Bp denotes the matrix representation of the smoothing operator defined in Section 9.2.3.

For a given user defined tolerance tol and a given initial guess u
(0)
p , the full p-multigrid algo-

rithm employed to solve (9.16) is summarized in Algorithm 2; its analysis is presented in Section
9.3.

Remark 13. As a byproduct, we underline that it is possible to employ multigrid algorithms where
two “adjacent” levels, associated to spaces Ṽp1

and Ṽp2
, respectively, satisfy |p1 − p2| ≥ 2. In

such cases, to build the interspace operators, it suffices to modify the definition (9.11) by using
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Algorithm 2 p-multigrid algorithm: ũp = MG(p, fp, ũ
(0)
p ,m2).

r
(0)
p = fp −Ap · ũ(0)

p ;

while ‖r(i)
p ‖ ≤ tol‖fp‖ do

ũ
(i+1)
p = MG(p, fp, ũ

(i)
p ,m2);

r
(i+1)
p = fp −Ap · ũ(i+1)

p ;
i −→ i+ 1;

end while

a “larger” enhancing technique and imposing that the laplacian of functions in the virtual space
is a polynomial of higher degree, and then reduce the space with additional constraints on the
L2-projectors.

9.2.1 Space-dependent inner products

The aim of this section is to prove the following result on the space-dependent inner product (9.15),
which will be useful for the forthcoming analysis.

Theorem 9.2.1. Let (·, ·)p be defined as in (9.15). Then, the following holds true:

β∗(p)|vp|21,Ω . (vp, vp)p . β∗(p)|vp|21,Ω ∀ vp ∈ Ṽp, (9.18)

where β∗(p) & p−8 and β∗(p) . 1.

In order to prove Theorem 9.2.1, it suffices to combine the forthcoming technical results. The
first one makes use of the following auxiliary space-dependent inner product defined as:

(up, vp)p,aux =
∑
K∈Th

(up, vp)p,aux;K ∀up, vp ∈ Ṽp, (9.19)

where the local contributions read:

(up, vp)p,aux;K = h−1
K (up, vp)0,∂K + h−2

K (Π0
p−1up,Π

0
p−1vp)0,K up, vp ∈ Ṽp(K), ∀K ∈ Tn. (9.20)

Lemma 9.2.2. Let (·, ·)p,aux be defined in (9.19). Then, it holds:

β̃∗(p)|vp|21,Ω . (vp, vp)p,aux . β̃∗(p)|vp|21,Ω ∀ vp ∈ Vp, (9.21)

where β̃∗(p) & p−6 and β̃∗(p) . 1.

Proof. The proof is slightly different from the one for the stability bounds (9.2); in fact, here we
work on the complete virtual space and not only on ker(Π∇p ), being Π∇p defined in (2.8). In the
following, we neglect the dependence on the size of the elements since we are assuming that the
mesh is fixed; the general case follows from a scaling argument.

The upper bound follows from a trace inequality, arguments analogous to those in Lemma 3.2.3
and the stability of orthogonal projection:

(vp, vp)p,aux;K = ‖vp‖20,∂K + ‖Π0
p−1vp‖20,K . ‖vp‖1,K ∀ vp ∈ Ṽp,

and summing up on all the mesh elements and applying the Poincarè inequality.
For the lower bound we observe that the hp polynomial inverse estimate (B.36) and the fact

that ∆vp ∈ Pp−1(K) with p ≥ 1 yield:

‖∆vp‖0,K . p2‖∆vp‖−1,K = p2 sup
Φ∈H1

0 (K)\{0}

(∆vp,Φ)0,K

|Φ|1,K

= p2 sup
Φ∈H1

0 (K)\{0}

(∇vp,∇Φ)0,K

|Φ|1,K
. p2|vp|1,K ,

(9.22)
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where the hidden constant depends solely on the shape-regularity of element K.
At this point, (3.33), (9.22) and a one dimensional hp inverse inequality [96, Theorem 3.91]

along with interpolation theory [101,102], yield:

|vp|1,K . p3(‖vp‖0,∂K + ‖Π0
p−1vp‖0,K),

where the hidden constant depends solely on the parameters ρ0 and c introduced in assumptions
(G1)-(G2)-(G3). From this, we duduce:

|vp|21,K . p6(vp, vp)p,aux;K .

The assertion follows summing on all the elements.

Lemma 9.2.3. Let (·, ·)p,aux and (·, ·)p be defined as in (9.19) and (9.15), respectively. Then it
holds:

p−2(vp, vp)p,aux . (vp, vp)p . (vp, vp)p,aux ∀ vp ∈ Ṽp. (9.23)

Proof. The proof is a straightforward modification of the one of Lemma 9.1.3.

Remark 14. The choice (9.15) for the space-dependent inner product is crucial for the construction
of the interspace operators, see Section 9.2.2. Moreover, we point out that it coincides with the
usual choice for the space-dependent inner product in the hp DG-FEM framework, see [9, 11].

The FEM counterpart of Theorem 9.2.1 is much less technical, since it suffices to choose an L2

orthonormal basis of polynomials as the canonical basis; via the Parseval identity, the (scaled) L2

norm is spectrally equivalent to the space-dependent inner product (9.15); thus, the employment
of polynomial inverse inequality implies a straightforward relation with the H1 seminorm.

In the VEM framework, it is not possible to proceed similarly for two reasons. The first one is
that, to the best of our knowledge, hp inverse inequalities for functions in virtual spaces are not
available; the second reason is that an explicit L2 orthonormal basis of functions in the virtual
space is not computable, since such functions are not known in closed form.

9.2.2 Interspace operators

In this section, we introduce and construct suitable prolongation and restriction operators acting
between the VE spaces Ṽ`−1 and Ṽ`, ` = p, p − 1, . . . , 2. First of all, we stress that the sequence

of local spaces Ṽp(K), and thus the associated sequence of global spaces Ṽp, are not nested. As a
consequence, we cannot define the prolongation interspace operator simply as the natural injection,
as done for instance in [9, 11,48,49]. In our context, the prolongation operator:

Ipp−1 : Ṽp−1 → Ṽp (9.24)

associates to a function vp−1 in Ṽp−1 a function Ipp−1vp−1 in Ṽp, having the same values as vp−1

for all the dofs that are in common with space Ṽp−1, while the remaining values of the dofs (i.e.
the internal higher order ones) are computed using the enhancing constraints defined in (9.11).

More precisely, we define for p ≥ 2 Ipp−1 : Ṽp−1 → Ṽp as:

Ipp−1vp−1 = vp−1, on ∂K,∫
K

Ipp−1vp−1 q
2
α =

∫
K

vp−1 q
2
α = dofα(vp−1), if |α| ≤ p− 3,∫

K

Ipp−1vp−1 q
2
α =

∫
K

Π0
p−3vp−1 q

2
α = 0, if |α| = p− 2,

(9.25)

since basis {q2
α}

p−2
|α|=0 is L2(K)-orthonormal by construction. We recall that the third equation in

(9.25) follows from the enhancing constraints (9.12).
The restriction operator Ip−1

p is defined as the adjoint of Ipp−1 with respect to the space-
dependent inner product defined in (9.15), i.e.:

(Ip−1
p vp, wp−1)p−1 = (vp, I

p
p−1wp−1)p ∀ vp ∈ Ṽp, ∀wp−1 ∈ Ṽp−1. (9.26)

Importantly, we remark that, thanks to definition (9.15) of the space-dependent inner product, the
matrix associated with Ip−1

p is the transpose of the matrix associated with the operator Ipp−1.
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9.2.3 Smoothing scheme and spectral bounds

In this section, we introduce and discuss the smoothing scheme entering in the multigrid algorithm.
To this aim, we introduce the following space-dependent norms:

|||vp|||s,p =
√

(Aspvp, vp)p ∀ vp ∈ Vp, s ∈ R+. (9.27)

We highlight that it holds:
|||vp|||21,p = ap(vp, vp).

Since the matrix Ap is symmetric positive definite, there exists an orthonormal (with respect to
the inner product (·, ·)p) basis of eigenvectors of Ap, and the associated eigenvalues are real and

strictly positive. Let {ψi, λi}
dim(Vp)
i=1 be the related set of eigenpairs. We show now a bound of the

spectrum of Ap in terms of p.

Lemma 9.2.4. The following upper bound Λp for the spectrum of Ap holds true:

Λp .
α∗(p)

β∗(p)
, (9.28)

where α∗(p) and β∗(p) are introduced in (9.14) and (9.18), respectively.

Proof. Let λi be an eigenvalue of Ap and let ψi be the associated normalized eigenvector. Then:

Ap ·ψi = λiψi =⇒ (Apψi, ψi)p = λi(ψi, ψi)p.

Owing to (2.15) and (9.18):

λi =
(Apψi, ψi)p

(ψi, ψi)p
=
ap(ψi, ψi)

(ψi, ψi)p
. α∗(p)

|ψi|21,Ω
(ψi, ψi)p

.
α∗(p)

β∗(p)
.

As a smoothing scheme, we choose a Richardson scheme, which is given by:

Bp = Λ̃p · Idp, (9.29)

where Λ̃p ≤ Λp. A numerical study concerning the (sharp) dependence of Λp on p of the spectral
bound Λp is presented in Section 9.4.

9.2.4 Error propagator operator

As in the classical analysis of the multigrid algorithms [49], in this section we introduce and
analyze the error propagator operator. To this aim, we firstly consider a “projection” operator
P p−1
p : Ṽp → Ṽp−1, defined for p ≥ 2 as the adjoint of Ipp−1 with respect to inner product ap(·, ·),

i.e.:
ap−1(vp−1, P

p−1
p wp) = ap(I

p
p−1vp−1, wp) ∀ vp−1 ∈ Ṽp−1, wp ∈ Ṽp. (9.30)

The following auxiliary result holds.

Lemma 9.2.5. Let qp−1 ∈ Ṽp−1 be such that

Ap−1qp−1 = rp−1, with rp−1 = Ip−1
p (gp −Apz(0)

p ), (9.31)

where Ip−1
p is defined in (9.26), while z

(0)
p is the initial guess of the algorithm and Ap and Ap−1

are defined in (9.17). Then, it holds:

qp−1 = P p−1
p (zp − z(0)

p ), (9.32)

where P p−1
p is defined in (9.30) and where we recall that zp is the solution to Apzp = gp.
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Proof. As the proof is very similar to its analogous version in [49, Lemma 6.4.2], here we briefly

sketch it. For all vp−1 ∈ Ṽp−1:

ap−1(qp−1, vp−1) = (Ap−1qp−1, vp−1)p−1 = (rp−1, vp−1)p−1 = (Ip−1
p (gp −Apz(0)

p ), vp−1)p−1

= (Ap(zp − z(0)
p ), Ipp−1vp−1)p = ap(zp − z(0)

p , Ipp−1vp−1) = ap−1(P p−1
p (zp − z(0)

p ), vp−1).

We now introduce the error propagator operator:{
E1,m2vp = 0,

Ep,m2vp =
[
Gm2
p

(
Idp − Ipp−1(Idp−1 − E2

p−1,m2
)P p−1
p

)]
vp ∀p ≥ 2,

(9.33)

where the relaxation operator Gp is defined as:

Gp = Idp −B−1
p Ap, Bp being introduced in (9.29). (9.34)

The following result holds.

Theorem 9.2.6. Let zp and z
(m2+1)
p be the exact and the multigrid solutions associated with system

(9.16), respectively. Then, given z
(0)
p initial guess of the algorithm, it holds:

zp − z(m2+1)
p = Ep,m2

(zp − z(0)
p ), (9.35)

where Ep,m2
is defined in (9.33).

Proof. We follow the guidelines of [49, Lemma 6.6.2] and proceed by induction on p. The initial
step of the induction is straightforward since the system is solved exactly at the coarsest level.
Therefore, we assume (9.35) true up to p− 1 and we prove the claim for p.

Let ep−1 and ep−1 be introduced in Algorithm 1 and let qp−1 be introduced in (9.31). Owing
to the induction hypothesis applied to the residual equation, we have:

qp−1 − ep−1 = Ep−1,m2(qp−1 − ep−1) = E2
p−1,m2

(qp−1 − 0) = E2
p−1,m2

(qp−1),

whence:
ep−1 = qp−1 − E2

p−1,m2
(qp−1) = (Idp−1 − E2

p−1,m2
)qp−1. (9.36)

Thus:

zp − z(m2+1)
p = zp − z(m2)

p −B−1
p (gp −Apz(m2)

p ) = (Idp −B−1
p Ap)(zp − z(m2)

p )

= (Idp −B−1
p Ap)

m2(zp − z(1)
p ) = Gm2

p (zp − z(1)
p ) = Gm2

p (zp − z(0)
p − I

p
p−1ep−1).

(9.37)

Inserting (9.32) and (9.36) in (9.37), we get:

zp − z(m2+1)
p = Gm2

p

(
zp − z(0)

p − I
p
p−1(Idp−1 − E2

p−1,m2
)P p−1
p (zp − z(0)

p )
)

= Gm2
p

(
Idp − Ipp−1(Idp−1 − E2

p−1,m2
)P p−1
p

)
(zp − z(0)

p ).

9.3 Convergence analysis of the multigrid method

We prove in Section 9.3.5 the convergence of the multigrid algorithm presented in Section 9.2.
For the purpose, we preliminarily introduce some technical tools. In Section 9.3.1, we discuss
the so-called smoothing property associated with the Richardson scheme (9.29). In Section 9.3.2,
we show bounds related to the prolongation operator Ipp−1 defined in (9.24) and its adjoint with

respect to the space-dependent inner product Ip−1
p defined in (9.15). Bounds concerning the error

correction steps are the topic of Section 9.3.3. Finally, in Sections 9.3.4 and 9.3.5, we treat the
convergence of the two-level and multilevel algorithm respectively.
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9.3.1 Smoothing property

Lemma 9.3.1. (smoothing property) For any vp ∈ Ṽp, it holds that:∣∣∣∣∣∣Gm2
p vp

∣∣∣∣∣∣
1,p
≤ |||vp|||1,p,∣∣∣∣∣∣Gm2

p vp
∣∣∣∣∣∣
s,p

.

(
α∗(p)

β∗(p)

) s−t
2

(1 +m2)
t−s

2 |||vp|||t,p,
(9.38)

for some 0 ≤ t ≤ s ≤ 2, m2 ∈ N \ {0}, where α∗(p) and β∗(p) are defined in (9.14) and in (9.18)
respectively.

Proof. The proof is analogous to that in [11, Lemma 4.3]. For the sake of clarity, we report the

details. To start with, we rewrite vp in terms of the orthonormal basis of eigenvectors {ψi}
dim(Ṽp)
i=1

of Ap as follows:

vp =

dim(Vp)∑
i=1

viψi, ∀ vp ∈ Ṽp.

As a consequence,

Gm2
p vp =

(
Idp −

1

Λp
Ap

)m2

vp =

dim(Vp)∑
i=1

(
1− λi

Λp

)m2

viψi,

where Λp is the upper bound for the spectrum of Ap presented in Lemma 9.2.4. Then, owing to
the orthonormality of ψi with respect to the inner product (·, ·)p, we have:

∣∣∣∣∣∣Gm2
p vp

∣∣∣∣∣∣2
s,p

=

dim(Vp)∑
i=1

(
1− λi

Λp

)2m2

v2
i λ

s
i = Λs−tp

dim(Vp)∑
i=1

(
1− λi

Λp

)2m2 λs−ti

Λs−tp
λtiv

2
i

≤ Λs−tp max
x∈[0,1]

(xs−t(1− x)2m2)|||vp|||2t,p .
(
α∗(p)

β∗(p)

)s−t
(1 +m2)t−s|||vp|||2t,p,

where in the last inequality we used [11, Lemma 4.2] and (9.28).

9.3.2 Prolongation and projection operators

In this section, we prove bounds in the |||·|||1,p norm of the prolongation and the projection operators
defined in (9.24) and (9.30), respectively. We stress that this set of results deeply relies on the
enhancing strategy presented in the definition of the virtual space (9.11).

We start with a bound on the prolongation operator.

Theorem 9.3.2. (bound on the prolongation operator) There exists cSTAB, positive constant inde-
pendent of the discretization and multigrid parameters, such that:

∣∣∣∣∣∣Ipp−1vp−1

∣∣∣∣∣∣
1,p
≤ cSTAB

√
α∗(p)β∗(p)

α∗(p)β∗(p)
|||vp−1|||1,p−1 ∀ vp−1 ∈ Ṽp−1, (9.39)

where α∗(p), α∗(p) are introduced in (9.14) whereas β∗(p) and β∗(p) are introduced in (9.18).

Proof. Recalling bounds (2.15), (9.21) and the definition of the auxiliary space-dependent inner
product (9.19), we have:∣∣∣∣∣∣Ipp−1vp−1

∣∣∣∣∣∣2
1,p

=
∑
K∈Th

∣∣∣∣∣∣Ipp−1vp−1

∣∣∣∣∣∣2
1,p;K

=
∑
K∈Th

aKp (Ipp−1vp−1, I
p
p−1vp−1)

. α∗(p)a(Ipp−1vp−1, I
p
p−1vp−1) .

α∗(p)

β∗(p)
(Ipp−1vp−1, I

p
p−1vp−1)p.

(9.40)
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We recall that:

(Ipp−1vp−1, I
p
p−1vp−1)p =

dim(Ṽp)∑
j=1

dof2j (I
p
p−1vp−1).

Since {Bp(∂K)}+∞p=1 defined in (2.2) is a sequence of nested space for all K ∈ Tn, we directly have:

dof2b,j(I
p
p−1vp−1) = dof2b,j(vp−1),

where dofb,j(·) denotes the j-th boundary dof.
Now, we deal with the internal degrees of freedom. We cannot use the above nestedness

argument since we recall that the sequence {Vp}
dim(Vp)
p=1 is made of non-nested spaces. In order to

overcome this hindrance, recalling the definition of the prolongation operator (9.25), we write:

dofi,j(I
p
p−1vp−1) =

1

|K|

∫
K

Ipp−1vp−1qα =

{
1
|K|
∫
K
vp−1qα if |α| ≤ p− 3,

0 if |α| = p− 2,

where dofi,j(·) denotes the j-th internal dof. As a consequence, it holds:

(Ipp−1vp−1, I
p
p−1vp−1)p = (vp−1, vp−1)p−1 = |||vp−1|||20,p−1. (9.41)

Next, we relate |||·|||0,p−1 with |||·|||1,p−1. We note that:

|||vp−1|||20,p−1 . β∗(p)|vp−1|21,K .
β∗(p)

α∗(p)
|||vp−1|||21,p−1, (9.42)

where we used in the last but one and in the last inequalities (9.18) and (2.15), respectively.
Combining (9.40), (9.41) and (9.42), we get the claim.

We show an analogous bound for the “projection” operator P p−1
p introduced in (9.30).

Theorem 9.3.3. (bound on the “projection” operator) There exists cSTAB, positive constant inde-
pendent of the discretization and multigrid parameters, such that:

∣∣∣∣∣∣P p−1
p vp

∣∣∣∣∣∣
1,p−1

≤ cSTAB

√
α∗(p)β∗(p)

α∗(p)β∗(p)
|||vp|||1,p ∀ vp ∈ Ṽp, (9.43)

where α∗(p), α
∗(p) are introduced in (9.14) whereas β∗(p) and β∗(p) are introduced in (9.18). The

constant cSTAB is the same constant appearing in the statement of Theorem 9.3.2.

Proof. It suffices to note that:

∣∣∣∣∣∣P p−1
p vp

∣∣∣∣∣∣
1,p−1

= max
wp−1∈Vp−1\{0}

ap−1(P p−1
p vp, wp−1)

|||wp−1|||1,p−1

= max
wp−1∈Vp−1\{0}

ap(vp, I
p
p−1wp−1)

|||wp−1|||1,p−1

and then apply Theorem 9.3.2 along with a Cauchy-Schwarz inequality.

9.3.3 Error correction step

In this section, we prove a bound for the error correction step discussed in the multigrid algorithm,
see Algorithm 2.

Theorem 9.3.4. (bound on the error correction step) There exists a positive constant c indepen-
dent of the discretization parameters such that:

∣∣∣∣∣∣(Idp − Ipp−1P
p−1
p )vp

∣∣∣∣∣∣
0,p
≤ c α

∗(p)

α∗(p)
3
2

β∗(p)
3
2

β∗(p)
|||vp|||1,p ∀ vp ∈ Ṽp, (9.44)

where α∗(p), α∗(p) are introduced in (9.14) whereas β∗(p) and β∗(p) are introduced in (9.18).
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Proof. Applying (2.15) and (9.18), we have:∣∣∣∣∣∣(Idp − Ipp−1P
p−1
p )vp

∣∣∣∣∣∣2
0,p

. β∗(p)
∣∣(Idp − Ipp−1P

p−1
p )vp

∣∣2
1,Ω

. β∗(p)α∗(p)
−1

∑
K∈Th

{
aKp ((Idp − Ipp−1P

p−1
p )vp, (Idp − Ipp−1P

p−1
p )vp)

}
.

Therefore, we deduce:∣∣∣∣∣∣(Idp − Ipp−1P
p−1
p )vp

∣∣∣∣∣∣2
0,p

. β∗(p)α∗(p)
−1

∑
K∈Th

{
aKp (vp, vp) + aKp (Ipp−1P

p−1
p vp, I

p
p−1P

p−1
p vp)− 2aKp (vp, I

p
p−1P

p−1
p vp)

}
= β∗(p)α∗(p)

−1
∑
K∈Th

{
aKp (vp, vp) + aKp (Ipp−1P

p−1
p vp, I

p
p−1P

p−1
p vp)− 2aKp−1(P p−1

p vp, P
p−1
p vp)

}
. β∗(p)α∗(p)

−1
∑
K∈Th

{
aKp (vp, vp) +

α∗(p)β∗(p)

α∗(p)β∗(p)
aKp (P p−1

p vp, P
p−1
p vp)

}
,

where in the last inequality we applied Theorem 9.3.2 and we dropped the third term since it is
negative. Finally, applying Theorem 9.3.3, we obtain:

∣∣∣∣∣∣(Idp − Ipp−1P
p−1
p )vp

∣∣∣∣∣∣2
0,p

.
α∗(p)2

α∗(p)3

β∗(p)3

β∗(p)2
|||vp|||21,p,

whence the claim.

9.3.4 Convergence of the two-level algorithm

In this section, we prove the convergence of the two-level algorithm.

Theorem 9.3.5. There exists a positive constant c2lvl independent of the discretization and mul-
tilevel parameters, such that:∣∣∣∣∣∣E2lvl

p,m2
vp
∣∣∣∣∣∣

1,p
≤ c2lvlΣp,m2

|||vp|||1,p ∀ vp ∈ Ṽp, (9.45)

where

Σp,m2
=

(
α∗(p)β∗(p)

α∗(p)β∗(p)

) 3
2

· 1√
1 +m2

and E2lvl
p,m2

is the two-level error propagator operator:

E2lvl
p,m2

vp =
[
Gm2
p

(
Idp − Ipp−1P

p−1
p

)]
vp.

The constants α∗(p) and α∗(p) are introduced in (9.14), whereas the constants β∗(p) and β∗(p) are
introduced in (9.18).

Proof. Using the smoothing property (9.38) and Theorem 9.3.4, we get:

∣∣∣∣∣∣E2lvl
p,m2

vp
∣∣∣∣∣∣

1,p
=
∣∣∣∣∣∣Gm2

p (Idp − Ipp−1P
p−1
p )vp

∣∣∣∣∣∣
1,p

.
1√

1 +m2
·

√
α∗(p)

β∗(p)

∣∣∣∣∣∣(Idp − Ipp−1P
p−1
p )vp

∣∣∣∣∣∣
0,p

.
1√

1 +m2
·

√
α∗(p)

β∗(p)
· α
∗(p)

α∗(p)
3
2

· β
∗(p)

3
2

β∗(p)
|||vp|||1,p =

(
α∗(p)β∗(p)

α∗(p)β∗(p)

) 3
2

· 1√
1 +m2

|||vp|||1,p.

As a consequence of Theorem 9.3.5, we deduce that taking m2, the number of postsmoothing
iterations, large enough, the two-level algorithm converges, since the two-level error propagator
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operator E2lvl
p,m2

is a contraction. We point out that a sufficient condition for the convergence of the
two-level algorithm is that the number of postsmoothing iterations m2 must satisfy:

√
1 +m2 > c−1

2lvl

(
α∗(p)β∗(p)

α∗(p)β∗(p)

) 3
2

, (9.46)

see Remark 15 for more details. We stress that (9.46) is a sufficient condition only, in practice the
number of postsmoothing steps needed for the convergence of the algorithm is much smaller; see
the numerical results in Section 9.4.

9.3.5 Convergence of the multilevel algorithm

In this section, we prove the main result of the paper, namely the convergence of our p-VEM
multigrid algorithm.

Theorem 9.3.6. Let Σp,m2
and c2lvl be defined as in Theorem 9.3.5. Let cSTAB be defined as in

Theorem 9.3.3. Let α∗(p) and α∗(p) be defined in (9.14) and β∗(p) and β∗(p) be defined in (9.21).
Then, there exists ĉ > c2lvl such that, if the number of postsmoothing iterations satisfies:

√
1 +m2 >

c2STABĉ
2

ĉ− c2lvl

(
α∗(p)β∗(p)

α∗(p)β∗(p)

) 5
2

, (9.47)

then, it holds:
‖Ep,m2

vp‖1,p ≤ ĉΣp,m2
‖vp‖1,p ∀vp ∈ Ṽp,

with ĉΣp,m2 < 1. As a consequence, this implies that the multilevel algorithm converges uniformly
with respect to the discretization parameters and the number of levels provided that m2 satisfies
(9.47), since in that case Ep,m2

is a contraction.

Proof. We proceed by induction in p. For p = 1, the assertion is trivially true owing to (9.33).
Assume next that the following induction hypothesis is valid:∣∣∣∣∣∣E2

p−1,m2
vp−1

∣∣∣∣∣∣
1,p−1

≤ ĉΣp−1,m2
|||vp−1|||1,p−1 ∀vp−1 ∈ Ṽp−1. (9.48)

We want to prove the assertion for induction step p.
From Theorem 9.3.5, we have that:

Σp,m2
=

(
α∗(p)β∗(p)

α∗(p)β∗(p)

) 3
2

· 1√
1 +m2

.

Recalling (9.33), we decompose the error propagator operator as:

Ep,m2vp = Gm2
p (Idp−Ipp−1P

p−1
p )vp+G

m2
p Ipp−1E

2
p−1,m2

P p−1
p vp = E2lvl

p,m2
vp+G

m2
p Ipp−1E

2
p−1,m2

P p−1
p vp.

Thus:
|||Ep,m2

vp|||1,p ≤
∣∣∣∣∣∣E2lvl

p,m2
vp
∣∣∣∣∣∣

1,p
+
∣∣∣∣∣∣Gm2

p Ipp−1E
2
p−1,m2

P p−1
p vp

∣∣∣∣∣∣
1,p

= I + II.

We bound the two terms separately. The first one is estimated directly applying the two-level error
result, namely Theorem 9.3.5:

I ≤ c2lvlΣp,m2
|||vp|||1,p.

On the other hand, the second term can be bounded applying the smoothing property Lemma
9.3.1, the bounds regarding the interspace operator Theorem 9.3.2, the induction hypothesis (9.48)
and Theorem 9.3.3. We can write:

II ≤
∣∣∣∣∣∣Ipp−1E

2
p−1,m2

P p−1
p vp

∣∣∣∣∣∣
1,p
≤ cSTAB

√
α∗(p)β∗(p)

α∗(p)β∗(p)

∣∣∣∣∣∣E2
p−1,m2

P p−1
p vp

∣∣∣∣∣∣
1,p−1

≤ cSTAB

√
α∗(p)β∗(p)

α∗(p)β∗(p)
ĉ2Σ2

p−1,m2

∣∣∣∣∣∣P p−1
p vp

∣∣∣∣∣∣
1,p−1

≤ c2STABĉ
2α
∗(p)β∗(p)

α∗(p)β∗(p)
Σp−1,m2

|||vp|||1,p.
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We note that, owing to (9.1) and (9.18), the following holds true:

Σ2
p−1,m2

=

(
α∗(p− 1)β∗(p− 1)

α∗(p− 1)β∗(p− 1)

)3

· 1

1 +m2
≈
(
α∗(p)β∗(p)

α∗(p)β∗(p)

) 3
2

· 1√
1 +m2

Σp,m2 .

We deduce:

|||Ep,m2vp|||1,p ≤

(
c2lvl + c2STABĉ

2

(
α∗(p)β∗(p)

α∗(p)β∗(p)

) 5
2

· 1√
1 +m2

)
Σp,m2︸ ︷︷ ︸

ζ

|||vp|||1,p.

We want that ζ is such that ζ < ĉΣp,m2
. In particular, we require:

c2lvl + c2STABĉ
2

(
α∗(p)β∗(p)

α∗(p)β∗(p)

) 5
2

· 1√
1 +m2

< ĉ,

which is in fact equivalent to (9.47).

Remark 15. We briefly comment on equations (9.46) and (9.47) highlighting the origin of the
different terms:

* the term α∗(p)
α∗(p)

≈ p9 originates from the spectral property (2.12) of the stabilization term SK ;

if it were possible to provide a discrete bilinear form (2.15) with continuity and coercivity

constants provably independent of p, then α∗(p)
α∗(p)

≈ 1;

* the term β∗(p)
β∗(p)

≈ p6 is related to (9.18) which is not p robust; again, if it were possible

to provide space-dependent inner products spectrally equivalent to the H1 seminorm, then
β∗(p)
β∗(p)

≈ 1.

The existence of a p independent stabilization of the method and the existence of a computable
virtual L2-orthonormal basis is still, to the best of our knowledge, an open issue.

It is worth to stress that the bounds on α∗(p), α
∗(p), β∗(p) and β∗(p) that we provide in terms

of p are extremely crude; we expect a much better practical behaviour as was observed in Sections
6.1 and 6.2.1 for what concerns the stability constants.

In addition, we highlight that the ratios α∗(p)
α∗(p)

and β∗(p)
β∗(p)

depend also on the shape of the elements

of the decomposition. More precisely, from the proofs of Lemmata 9.1.2, 9.1.3, 9.2.2 and Theorem
9.2.1, we observe that such dependence appears when applying Neumann and trace inequalities.
If the shape of the elements is allowed to be very general (small edges, collapsing bulks, . . . ), then
the constants appearing in Neumann and trace inequalities may be very large. As a consequence,
one expects that also the above mentioned ratios may get larger, see Remark 16.

9.4 Numerical results

In this section, we test the performance of the multigrid solver for the p-version of the VEM by
studying the behaviour of the convergence factor:

ρ = exp

(
1

N
ln

(
‖rN‖2
‖r0‖2

))
, (9.49)

where N denotes the iteration counts needed to reduce the residual below a given tolerance of 10−8

and rN , r0 are the final and the initial residuals, respectively. We also show that our multigrid
algorithm can be employed as a preconditioner for the PCG method. Throughout the section we
fix the maximum number of iterations to 1000 and consider three different kind of decompositions:
meshes made of squares, Voronoi-Lloyd polygons and quasi-regular hexagons; cf. Figure 1.3.

In Section 9.4.1, we present some tests aiming at assessing the performance of our multigrid
scheme with different smoothers. In Section 9.4.2 we show that our multigrid method can be
successfully employed as a preconditioner for the Conjugate Gradient (CG) iterative scheme, more
precisely we consider a single iteration of the multigrid algorithm as a preconditioner to accelerate
the Preconditioned CG method (PCG).
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9.4.1 The p multigrid algorithm as an iterative solver

In this section we investigate the performance of our multigrid scheme with different smoothers.
We consider both the Richardson scheme (9.29) as well as a symmetrized Gauß-Seidel scheme (on
which in fact no theory has been developed) as a smoother.

The first set of numerical experiment has been obtained employing a Richardson smoother.
Before presenting the computed estimates of the convergence factor, we investigate numerically
the behaviour of the smoothing parameter Λp associated with the Richardson scheme (9.29), for
which a far-from-being-sharp bound is given in Lemma 9.2.4. As shown in Figure 9.2, where Λp
as a function of p is shown, the maximum eigenvalue of Ap seems to behave even better than p2,
which is the expected behaviour in standard FEM. The numerical tests presented in the following
have been obtained with an approximation of Λp obtained (in a off line stage) with ten iterations
of the power method.
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Hexagons
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Figure 9.2: Maximum eigenvalue Λp of Ap as a function of p.

We numerically investigate the behaviour of the multigrid algorithm using a Richardson smoother.
The results reported in Table 9.1 shows the computed convergence factor defined in ρ (9.49) as a
function of the number of level K, the number of postsmoothing steps m2 = m, and the degree of
accuracy p employed at the “finest level” on a mesh made of squares, cf. Figure 1.3. Analogous
results have been obtained on the other decompositions; such results are not reported here for the
sake of brevity. As expected, increasing the number of postsmoothing m2 implies a decreasing of
the convergence factor ρ. Moreover, a minimum number of smoothing steps is required to guaran-
tee the convergence of the underlying solver. We also observe that, as expected, even though both
two-level and multilevel solvers converge for a fixed value of m, the number of iterations required
to reduce the relative residual below the given tolerance grows with increasing p. A numerical es-

Table 9.1 Convergence factor ρ of the p–multigrid scheme as a function of K (number of levels), p
(“finest” level) and m2 (number of postsmoothing steps). Richardson smoother. Mesh of squares.

p = 2 p = 3 p = 4 p = 5
K 2 2 3 3 4 3 4

m2 = 2 0.99 x 0.97 x 0.97 x x
m2 = 4 0.97 x 0.95 x 0.92 x x
m2 = 6 0.96 0.93 0.92 0.79 0.88 x 0.85
m2 = 8 0.95 0.69 0.89 0.74 0.84 0.98 0.82

timate of the minimum number of postsmoothing steps needed in practice to achieve convergence
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is reported in Table 9.2 for all the three meshes under consideration. This represents a practical
indication for (9.47). As expected, such a minimum number depends on the polynomial degree
employed on the finest level.

Table 9.2 Minimum number of postsmoothing steps needed to guarantee convergence.

p = 2 p = 3 p = 4 p = 5 p = 6
K 2 2 3 2 3 4 2 3 4 2 3 4

Square 1 6 1 10 5 1 14 8 5 42 15 8
Voronoi-Lloyd 7 14 5 12 11 5 14 10 11 36 24 9

Hexagons 7 25 6 12 20 5 9 10 19 17 7 9

We next investigate the behaviour of our MG algorithm whenever a symmetrized Gauß-Seidel
scheme as a smoother is employed. We recall that the smoothing matrix Bp associated with the
symmetrized Gauß-Seidel operator now reads:

Bp =

{
Lp if the postsmoothing iteration is odd

LTp if if the postsmoothing iteration is even
(9.50)

where Lp is the lower triangular part of Ap defined in (9.16). We have repeated the set of experi-
ments carried out before employing the same same set of parameters: the results are are shown in
Tables 9.3 and 0 9.4. Employing a symmetrized Gauß-Seidel smoother yields to an iterative scheme
whose convergence factor is smaller than in the analogous cases with the Richardson smoother. In
Table 9.4 we report the same results obtained on a mesh of Voronoi-Lloyd polygonal elements keep
on increasing the number of post smoothing steps: as expected the performance of the algorithm
improves further. The same kind of results have been obtained on a regular hexagonal grid; for
the sake of brevity these results have been omitted.

Table 9.3 Convergence factor ρ of the p–multigrid scheme as a function of K (number of levels), P
(“finest” level) and m2 (number of postsmoothing steps). Gauß-Seidel smoother. Mesh of squares.

p = 2 p = 3 p = 4 p = 5
K 2 2 3 3 4 3 4

m= 2 0.96 0.90 0.92 x 0.75 0.97 x
m= 4 0.92 0.69 0.85 0.57 0.57 0.72 x
m = 6 0.88 0.60 0.78 0.43 0.44 0.60 0.85
m = 8 0.84 0.53 0.72 0.34 0.35 0.53 0.82

Table 9.4 Convergence factor ρ of the p–multigrid scheme as a function of K (number of levels), p
(“finest” level) and m2 (number of postsmoothing steps). Gauß-Seidel smoother. Mesh of Voronoi-
Lloyd polygons.

p = 2 p = 3 p = 4 p = 5
K 2 2 3 3 4 3 4

m = 8 0.91 0.63 0.81 0.45 0.61 0.49 0.46
m = 10 0.89 0.57 0.77 0.37 0.54 0.44 0.43
m = 12 0.87 0.52 0.73 0.31 0.47 0.40 0.40
m = 14 0.86 0.48 0.69 0.25 0.42 0.37 0.37

Remark 16. We also carried out numerical tests employing meshes characterized by progressively
increasing aspect ratios. We observed that the number of post-smoothing steps required for achiev-
ing convergence grows with such aspect ratio. This is consistent with what observed in Remark
15.

9.4.2 The p multigrid algorithm as a preconditioner for the PCG method

In this set of experiments we aim at demonstrating that a single iteration of the p–multigrid
algorithm can be successfully employed to precondition the CG method. In this set of experiments,
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the coarsest level is given by p = 1. In all the test cases, we have employed as a stopping criterion
in order to reduce the (relative) residual below a tolerance of 10−6, with a maximum number of
iterations set equal to 1000. In Figure 9.3, we compare the PCG iteration counts with our multigrid
preconditioner, which is constructed employing either a Richardson or a Gauß-Seidel smoother and
m = 8 post-smoothing steps. For the sake of comparison, we report the same quantities computed
with the unpreconditioned CG method and with the PCG method with preconditioner given by
an incomplete Cholesky factorization. As before, the results reported in Figure 9.3 have been
obtained on the computational grids considered in the foregoing section.
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Figure 9.3: PCG iteration counts as a function of p with p–multigrid preconditioner (with either Richardson or
Gauß-Seidel smoothers). For the sake of comparison the CG iteration counts without preconditioning and with
an incomplete Cholesky preconditioner are also shown. For the p–multigrid preconditioner, the coarsest level is
p = 1 and the number of post-smoothing steps is 8. Meshes made of: Voronoi-Lloyd polygons (left), quasi-regular
hexagons (right).



Chapter 10

Future work

In this chapter, we suggest various topics which (are presently and) may be investigated, following
both the theoretical and the numerical trail paved in the thesis.

1. A possible direction of interest is the extension of the results proven for 2D hp VEM to the
3D case. We believe that a possible way to deal with this extension is combining the ideas
contained in the following works: [94, 95] for what concerns the 3D version of hp FEM part
and the regularity issues of solutions to 3D elliptic problems; [4,33] for what concerns the 3D
version of VEM; Chapter 3 and Section 6.2 for the construction of hp VEM with nonuniform
degrees of accuracy.

2. The extension of hp VEM to general elliptic problems, see [28], is also of interest. Such
extension is nontrivial since VE spaces for general elliptic problems are generally defined as
in (9.11); in particular, they are defined through the enhancing constraints (9.12). At the
present stage, one would need in particular to derive optimal error bounds in terms of p, when
approximating a target function by means of functions in the VE enhanced space defined in
(9.11).

A possible way to overcome this lack of knowledge is considering larger spaces, defining for
instance local VE spaces as:

Vhp(K) =
{
vhp ∈ H1(K) | vhp ∈ Bhp(∂K), ∆vhp ∈ Pp(K)

}
, (10.1)

where Bhp(∂K) is defined in (2.2). The choice (10.1) allows us to compute higher order L2

projectors that are needed in [28]. However, the dimension of space Vhp(K) defined in (10.1)
is larger than its counterpart in (9.11).

3. Having a better residual a-posteriori error analysis than the one presented in Chapter 5 is
another important issue. What in particular we should do/improve is:

• proving optimal local p estimates by functions in the VE space; in particular, we should
improve Lemma 5.1.2;

• proving lower and upper bounds that are provably independent of the stabilization
constants α∗(p) and α∗(p), cf. Theorem 5.2.1;

• discuss an hp refinement strategy and implement the adaptive hp VEM.

These three topics above are in fact presently under investigations.

4. The best possible scenario would be, concerning the issue of stabilization, cf. Chapter 6,
being able to show the existence of stabilizations that are provably spectrally equivalent to
the H1 seminorm.

5. The extension of hp VEM to other problems, such as linear and nonlinear elasticity, Stokes
and Navier-Stokes equations, is intriguing. In our opinion, the main issue when tackling e.g.
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Stokes equation is how to prove stability bounds that are explicit in terms of the degree of
accuracy p.

Indeed, all the stability bounds we proved in Chapter 6 are based on the fact that the laplacian
of functions in local VE spaces is a polynomial; instead, the definition of local “divergence
free” VE spaces for Stokes, see [36], is more involved and it is not straightforward how to
combine the definition of the space inside the theoretical stability bounds in terms of p proven
in Chapter 6.

6. A particular mention is given to (for simplicity homogeneous) Helmholtz equation endowed
(again for simplicity) with impedance (i.e. Robin) boundary conditions. In the unique (to
the best of our knowledge) work available in VEM literature concerning Helmholtz equation,
i.e. [91], the approximation spaces consist of globally continuous functions that locally are
the product of low order VE functions (which form a harmonic partition of unity) and plane
waves; nonetheless, the method is not really Trefftz.

It is possible in fact to recover a full Trefftz method following the original spirit of VEM by
relaxing the continuity of the global space and by requiring that local spaces contain plane
waves plus other functions guaranteeing only the continuity of local impedance traces. Doing
so, one is able to define local spaces as spaces of solutions to local homogeneous Helmholtz
equations with “plane-waves impedance boundary conditions”.

Such a modification of [91] is currently under investigation.

7. Extending the p VEM multigrid algorithm of Chapter 9 to the 3D case is worth it, since
iterative solvers are much more useful for large linear system , which typically stem from 3D
Galerkin methods.



Assumptions

We collect here in one place all the assumptions that are employed throughout the thesis, concerning
both the regularity of sequences of polygonal meshes and the distribution of “local polynomial
degrees”, recalling the pages where they were introduced.

We believe that this may be of help to the reader.

(Ahp1) (see page 17) for all K ∈ Tn, it must hold:

aK(qp, vhp) = aKhp(qp, vhp) ∀ qp ∈ Pp(K), ∀ vhp ∈ Vhp(K);

(Ahp2) (see page 17) for all K ∈ Tn, it must hold:

α∗(p)|vhp|21,K ≤ aKhp(vhp, vhp) ≤ α∗(p)|vhp|21,K , ∀vhp ∈ Vhp(K),

where 0 < α∗(p) ≤ α∗(p) < +∞ are two constants which may depend on p.

(An1) (see page 32) for all K ∈ Tn, it must hold:

aK(qpK , vn) = aKn (qpK , vn) ∀qpK ∈ PpK (K), ∀vn ∈ V (K);

(An2) (see page 33) for all K ∈ Tn, it must hold:

α∗(pK)|vn|21,K ≤ aKn (vn, vn) ≤ α∗(pK)|vn|21,K ∀vn ∈ V (K)

where α∗(pK) = min(1, c p−r1K ) and α∗(pK) = max(1, c pr2K ), c, r1 and r2 being introduced in
(3.12).

(A∆1) (see page 46) for all K ∈ Tn, it must hold:

aK(qp,∆, vn) = aK∆(qp,∆, vn) ∀qp,∆ ∈ Hp(K), ∀vn ∈ V ∆(K),

where we recall that Hp(K) is the space of harmonic polynomials of degree p over K;

(A∆2) (see page 46) for all K ∈ Tn, it must hold:

α∗(p)|vn|21,K ≤ aK∆(vn, vn) ≤ α∗(p)|vn|21,K ∀vn ∈ V ∆(K),

where α∗(p) = min(1, c p−r3) and α∗(p) = max(1, c pr4).

(G0) (see page 9) Tn is a conforming polygonal decomposition of Ω, that is to say that each
boundary edge s ∈ Ebn belongs to the boundary of only one element K ∈ Tn, whereas each
internal edge s ∈ En \ Ebn belongs to the boundary of exactly two elements K1 and K2 of Tn.

(G1) (see page 10) every K ∈ Tn is star-shaped (see [49]) with respect to a ball of radius greater
than or equal to ρ0 hK , where ρ0 is a universal positive constant;

(G2) (see page 10) given any K ∈ Tn, for all edges s of K, it holds that hs ≥ ρ0 hK , where ρ0 is a
universal positive constant; without loss of generality, we assume that ρ0 is the same constant
of assumption (G1); besides, the number of edges in K is uniformly bounded independently
of the geometry of the domain.
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(G3) (see page 10) for all K ∈ Tn, h ≤ chK , being c a universal positive constant.

(G4) (see page 10) 0 is a vertex of Ω and is denoted by A1, see (1.17); moreover, the geometric
refinements are performed only towards vertex 0 and not the other vertices. We also denote
by Hm,`

β (Ω,0), β ∈ R, the weighted Sobolev and Babuška spaces with a unique singular

vertex, the spaces obtained by the completion of C∞(Ω) using the norm:

‖u‖2
Hm,`β (Ω)

= ‖u‖2`−1,Ω + |u|2
Hm,`β (Ω)

= ‖u‖2`−1,Ω +

m∑
k=`

‖Φβ+k−`|Dku|‖20,Ω

and:
B`β(Ω,0) =

{
u ∈ B`β(Ω) | β = (β, 0, 0, . . . , 0)

}
respectively, where the weight function Φβ has been modified to:

Φβ(x) = min(1, |x− 0|)β).

(G5) (see page 11)

hK ≈

{
σn if K ∈ L0

1−σ
σ dist(K,0) if K ∈ Lj , j = 1, . . . , n

.

(G6) (see page 24) for all n ∈ N, there exists a positive universal constant N ∈ N such that
there are at most N overlapping squares in the collection {Q(K)} and N parallelograms

in the collection {Q̃(K̃)}, i.e. for all Q(K) in {Q(K)} and for all Q̃(K̃) in {Q̃(K̃)}, given

IK′ := {Q(K) | Q(K) ∩Q(K ′) 6= ∅} and ĨK̃′ := {Q̃(K̃) | Q̃(K̃) ∩ Q̃(K̃ ′) 6= ∅}, it holds that

card(IK′), card(ĨK̃′)≤ N , ∀K ∈ Th and ∀K̃ ∈ T̃n.

(G7) (see page 34) given Tn geometric polygonal decomposition, there exists a collection C1
n of

squares such that:

– card(C1
n) = card(T 1

n ); for each K ∈ T 1
n , there exists Q = Q(K) ∈ C1

n such that Q ⊇ K
and hK ≈ hQ, being hQ = diam(Q); in addition, it must hold dist(0, Q(K))≈ hK ;

– every x ∈ Ω belong at most to a fixed number of squares Q, independently on all the
discretization parameters;

– for all K ∈ T 0
n , K is star-shaped with respect to 0; moreover, the subtriangulation of K

obtained by joining 0 with the other vertices of the polygon is uniformly shape-regular.

(G8) (see page 47) the shape regularity constant ρ0 introduced in assumptions (G1)-(G2) is
such that ρ0 ∈

(
0, 1

2

)
; moreover, for all K ∈ Tn abutting 0, it is possible to construct a

subtriangulation T̃n = T̃n(K) by joining the vertices of K to 0 is made of triangles that are
star-shaped with respect to a ball of radius greater than or equal to ρ0hT , hT being diam(T )

for all T ∈ T̃n. For all T ∈ T̃n(K), it holds hK ≈ hT .

(P1) (see page 31) the following holds true:

pK1
≈ pK2

whenever K1 ∩K2 6= ∅.
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Appendix A

Regularity of solutions to elliptic
problems

In this appendix, we recall (without proofs) some important issues regarding the regularity of solu-
tions to Poisson problems (and which remain valid also on general elliptic problems) on polygonal
domains. For a deeper insight in the topic, we refer to [15,16,70,73,96].

In order to have a rather general presentation, we also allow for Dirichlet-Neumann conditions.
For the purpose, given Ω ⊂ R2 polygonal domain, we split its boundary ∂Ω into two (nonoverlap-
ping) parts:

ΓD (Dirichlet boundary), ΓN (Neumann boundary). (A.1)

We demand that both ΓD and ΓN consist of collections of full edges and that ΓD 6= ∅.
The problem we consider is the following generalization of (1.26). Given data f , gD and gN

regular enough, the aim is to find a function u such that:
−∆u = f in Ω

u = gD onΓD

u = gN onΓN

. (A.2)

The weak formulation of (A.2) reads:{
find u ∈ Vg such that

a(u, v) = (f, v)0,Ω +
∫

ΓN
gNv ∀v ∈ VΓD

, (A.3)

where a(·, ·) and Vg are defined in (1.28) and (1.30) respectively, while:

VΓD =
{
v ∈ H1(Ω) | v = 0 on ΓD

}
.

In the remainder of the appendix, we adopt the notation introduced in Section 1.2. More precisely,
the names of the vertices of Ω, along with the magnitude of the associated angles, are given in
(1.17).

We say that vertex Ai is a D (or N) vertex if Ai ∈ Γo
D (or Γo

N ); otherwise, we say that Ai is
D-N. Let us introduce the singular exponents αi,j as:

αi,j =

{
j πωi if Ai is either D or N(
j − 1

2

)
π
ωi

if Ai is D-N
∀ i = 1, . . . , NΩ, j ∈ N. (A.4)

Assume that the set of edges {si}NΩ

i=1 is counter-clockwise oriented; then, to each vertex Ai, i =
1, . . . , NΩ, we can associate a couple of edges si and si+1,mod(NΩ) as in Figure A.1. Furthermore,
to each vertex Ai of Ω, i = 1, . . . , NΩ, we associate a local set of polar coordinates:

Ai −−−−−→ (ri, θi). (A.5)
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Ai si+1,mod(NΩ)

si

Figure A.1: Vertex Ai and edges si and si+1,mod(NΩ).

At this point, we are in business for defining the so-called singular functions. For i = 1, . . . , NΩ

and j ∈ N, if the singular exponent αi,j defined in (A.4) does not belong to N, then we set:

Si,j(ri, θi) =

{
r
αi,j
i sin (αi,jθi) if Γo

i+1,mod(NΩ) ⊂ Γo
D

r
αi,j
i cos (αi,jθi) if Γo

i+1,mod(NΩ) ⊂ Γo
N

. (A.6)

If instead αi,j ∈ N, i = 1, . . . , NΩ, j ∈ N, we set:

Si,j(ri, θi) =

{
r
αi,j
i (log(ri) sin (αi,jθi) + θi cos(αi,jθi)) if Γo

i+1,mod(NΩ) ⊂ Γo
D

r
αi,j
i (log(ri) cos (αi,jθi) + θi sin(αi,jθi)) if Γo

i+1,mod(NΩ) ⊂ Γo
N

. (A.7)

Importantly, it is possible to prove two important issues regarding the singular functions Si,j . The
first one is that, if Ai is either a D or a N vertex, then:

Si,j ∈ H1+j πωi
−ε

(Ω) ∀ε > 0 small enough. (A.8)

In fact, Si,j ∈ Hm,2
β (Ω) for all m ≥ 2, β = max

(
0, π

2ωi,1

)
for all i = 1, . . . , NΩ, where we recall

that the weighted Sobolev space Hm,2
β (Ω) is defined in (1.35).

The second issue of interest that we highlight is that:

∆Si,j = 0 pointwise in Ω. (A.9)

Singular functions (A.6) and (A.7) are in a natural way part of the solutions to (A.3). More
precisely, the following result holds true.

Theorem A.0.1. Assume that the data of problem (A.3) satisfy, for some s > 0:

f ∈ Hs−1(Ω), gD|si ∈ H
1
2 +s(si) ∀soi ⊂ Γo

D, gD ∈ H
1
2 (ΓD),

gN |si ∈ H−
1
2 +s(si) ∀soi ⊂ Γo

N , gD ∈ L2(ΓD).

Then, the following decomposition of the solution to (A.3) holds true:

u = u0 +
∑
αi,j<s

ci,jSi,j(ri, θi), (A.10)

where ci,j ∈ R and u0 ∈ H1+s(Ω).

Proof. See [15,16].

Theorem A.0.1 states that, even for a Poisson problem with homogeneous pure Dirichlet bound-
ary conditions and analytic right-hand side f , the solution is not in general analytic but has a
prescribed singular behaviours at the vertices of the domain, which uniquely depend on the mag-
nitudes of the associated angles.

Employing the notation of Section 1.2 and in particular the definition of weighted Sobolev and
Babuška spaces (1.35) and (1.36) respectively, we can state the following results which in fact
hinge upon decomposition (A.10). The first one concerns Dirichlet problems with homogeneous
boundary conditions.
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Theorem A.0.2. Let us consider problem (1.27) with f ∈ H0,0
β (Ω), where the weight vector β is

such that 1 − αi,1 < βi for all i = 1, . . . , NΩ. Then, u, the solution to (1.27), belongs to H2,2
β (Ω)

and satisfies the a priori bound:

‖u‖H2,2
β (Ω) ≤ c‖f‖H0,0

β (Ω),

where c is a positive constant independent of u, f and β.

Proof. See [96, Theorem 4.4].

The second one, instead, regards the regularity of Dirichlet boundary conditions and of the
right-hand side f .

Theorem A.0.3. Let f be an analytic function over Ω, Ω polygonal domain; then f ∈ B0
β(Ω).

Moreover, let g be a continuous function over ∂Ω and assume g|si analytic for all edge si of Ω;

then, g ∈ B
3
2

β (∂Ω).

Proof. See [96, Lemma 4.43].

Finally, we state a regularity result in terms of Babuška spaces for Poisson problem with
(possibly) nonhomogeneous boundary conditions.

Theorem A.0.4. Let us consider problem (1.32) with f ∈ B0
β(Ω) and g ∈ B

3
2

β (∂Ω), where the
weight vector β is such that 1− αi,1 < βi for all i = 1, . . . , NΩ, αi,1 being defined in (A.4). Then,
there exists a unique solution to problem (1.32) which belongs to space B2

β(Ω).

Proof. See [96, Lemma 4.44].
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Appendix B

hp inverse estimates on triangles
and general polygons

In this appendix, we collect and prove some hp polynomial inverse estimates over triangles and
polygons. Such inverse estimates are instrumental for proving stability bounds in Chapter 6, see
e.g. Theorem 6.2.2, and when carrying the hp a-posteriori error analysis for VEM, but it is worth
to mention that they are interesting on their own.

We split the chapter into three parts. Firstly, in Section B.1, we prove a hp polynomial inverse
estimate on triangles; although such inverse estimate is very well-known, we are not able to find
an explicit proof in literature. Secondly, in Section B.2, we prove more involved hp polynomial
inverse estimates on triangles involving weighted Lebesgue and Sobolev (semi)norms; such inverse
estimates are aimed at proving the main result of the chapter, namely Theorem B.2.6, which is a
hp polynomial inverse estimate on polygons which is used in Chapter 6. Finally, in Section B.3, we
recall (and discuss) additional hp polynomial inverse estimates on triangles and general polygons
that are instrumental in the a-posteriori hp error analysis for VEM performed in Chapter 5.

B.1 A simple hp polynomial inverse estimate

In this section, we discuss the following classical hp polynomial inverse estimate on triangles:

Theorem B.1.1. Let T ⊂ R2 be a triangle and let hT denote the diameter of T . Then:

|qp|1,T ≤ cinv
(p+ 1)2

hT
‖qp‖0,T ∀ qp ∈ Pp(T ), p ∈ N, (B.1)

where cinv is a positive constant independent of hT , p and qp.

We note that inequality (B.1) is a very well-known and widely used result. It is stated for
instance in [96, Theorem 4.76]. Nonetheless, we were not able to find an explicit proof in literature.

Proof of Theorem B.1.1. We show the result on the reference triangle T̂ of vertices (0, 0), (1, 0),
(0, 1). The statement will follow from a scaling argument.

We consider a decomposition of T̂ into the three overlapping parallelograms P1, P2 and P3

depicted in Figure B.3. We can write:

|qp|1,T̂ ≤ |qp|1,P1 + |qp|1,P2 + |qp|1,P3 . (B.2)

We only have to prove that:

|qp|1,Pi ≤ c1p2‖qp‖0,Pi , i = 1, 2, 3. (B.3)

In particular, it suffices to prove the same inequality on the reference square Q̂ = [−1, 1]2 and then
using an affine transformation in order to deduce the assertion of the theorem from (B.2). Thus,
we must prove:

|qp|1,Q̂ ≤ cp
2‖qp‖0,Q̂, ∀ qp ∈ Pp(Q̂). (B.4)
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Figure B.1: Overlapping parallelograms covering the reference triangle T̂ .

For the purpose, we have to show:

‖∂iqp‖0,Q̂ ≤ cp
2‖qp‖0,Q̂ ∀ i = 1, 2.

Owing to [96, Theorem 3.96], that is a hp polynomial inverse inequality in 1D, we can write:

‖∂iqp‖0,Ĩ ≤ cp
2‖qp‖0,Ĩ , (B.5)

where

Ĩ =

{
[−1, 1]× {ỹ}, ỹ ∈ [−1, 1] if i = 1,

{x̃} × [−1, 1], x̃ ∈ [−1, 1] if i = 2.

Here, the constant c does not depend on ỹ. Integrating (B.5) in y (if i = 1) or in x (if i = 2) from
−1 to 1, we get (B.4), whence the claim.

B.2 A hp polynomial inverse estimate on polygons involving
negative norms

In this section, we prove a hp polynomial inverse estimate on (sufficiently regular) polygons in-
volving a negative norm, see Theorem B.2.6. For the purpose, we need some technical results.

We will use the properties of some particular Jacobi polynomials {Jα,βn (x)}∞n=0, α, β ≥ 0,

namely Legendre and shifted-ultraspherical polynomials. Henceforth, we denote by Î the reference
interval [−1, 1].

We begin with the following result which was firstly presented in [42]. We stress that Lemma
B.2.1 holds for more general weights (i.e −1 < α ≤ β), nonetheless we discuss here only the case
0 ≤ α ≤ β which is sufficient for our purpose.

Lemma B.2.1. Given 0 ≤ α ≤ β, it holds:∫
Î

(1− x2)αqp(x)2dx ≤ c(p+ 1)2(β−α)

∫
Î

(1− x2)βqp(x)2dx ∀ qp ∈ Pp(Î), p ∈ N, (B.6)

where c is a positive contant depending on α and β, but not on p and qp.

Proof. We split the proof into three parts. The first two are results dealing with ultraspherical polynomials
properties, while in the last one we show the assertion.

For the properties of ultraspherical polynomials we refer to [1, 44, 68, 96, 97, 100]. We recall
various facts that we will use throughout the proof about these polynomials.

* The n-th ultraspherical polynomial Jnα , α ≥ 0, is the n-th Jacobi polynomial Jα,βn with
α = β ≥ 0; the sequence {Jnα}+∞n=0 forms an orthogonal (but not normal) basis for the
weighted Lebesgue space:

Lρα(Î) :=

{
u Lebesgue-measurable on Î

∣∣∣∣ ∫
Î

ρα(x)|u(x)|2dx < +∞
}
,

where ρα is the weighted 1D bubble function ρα(x) = (1− x2)α.
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* Each Jnα is the n-th eigenfunction of the Sturm-Liouville problem:

(ρα+1(x)Jnα (x)′)′ + n(n+ 2α+ 1)ρα(x)Jnα (x) = 0 ∀x ∈ Î , (B.7)

with appropriate Dirichlet conditions at the endpoints of Î:

Jnα (±1) = (−1)n
(
n+ α

n

)
.

* The following orthogonality relation holds for n ≥ 1, see e.g. [100, formula (4.3.3)]:∫ 1

−1

Jnα (x)Jnα (x)ρα(x)dx = δn,m
22α+1Γ(n+ α+ 1)2

(2n+ 2α+ 1)n!Γ(n+ 2α+ 1)
, (B.8)

where δn,m is the Kronecker delta and Γ is the Gamma function.

* The following asymptotic behaviour of the Gamma function holds:

Γ(t) =
√

2πe−ttt−
1
2 (1 +O(1/t)) , for t→ +∞. (B.9)

* The following relation between ultraspherical polynomials and their derivatives holds, see
e.g. [44, Theorem 19.3]:

(2n+ 2α+ 1)Jnα (x) =
n+ 2α+ 1

n+ α+ 1
Jn+1
α (x)′ − n+ α

n+ 2α
Jn−1
α (x)′. (B.10)

We start now the proof of the theorem. As a last comment, the details of steps 1 and 2 are carried
out here (although the estimates we prove therein are known), while step 3 is a detailed version
of [42, Theorem 19.3].

Since the statement is straightforward for α = β, we assume henceforth α < β.
1st STEP We want to show here:

c1n ≤
∫
Î

(Jnα (x)′)2ρα+1(x)dx ≤ c2n, (B.11)

where c1 and c2 are two positive constants independent of n, but depending on α.
For the purpose, we observe that (B.7) and an integration by parts imply:∫

Î

(Jnα (x)′)2ρα+1(x)dx = n(n+ 2α+ 1)

∫
Î

(Jnα (x))2ρα(x)dx. (B.12)

We stress that one could also show (B.12) by combining (B.8) with [100, formula (4.21.7)].
Next, we estimate

∫
Î
(Jnα (x))2ρα(x)dx. We set for the purpose:

2−2α−1(2n+ 2α+ 1)

∫
Î

Jnα (x)2ρα(x)dx =: g(n, α) =
Γ(n+ α+ 1)2

Γ(n+ 1)Γ(n+ 2α+ 1)
.

Function g(n, α) is increasing in n for every fixed α > −1. Besides, limn→+∞ g(n, α) = 1. Thus:

g(1, α) ≤ 2−2α−1(2n+ 2α+ 1)

∫
Î

Jnα (x)2ρα(x)dx ≤ 1,

which implies:
c̃1
n
≤
∫
Î

Jnα (x)2ρα(x)dx ≤ c̃2
n

∀n ≥ 1, (B.13)

where c̃1 and c̃2 are two positive constants independent of n, but dependent on α. Using that α ≥,
an explicit representation for the two constants c̃1 and c̃2 is given by:

c̃1 =
22α+1

2α+ 3

Γ(2 + α)2

Γ(2)Γ(2 + 2α)
, c̃2 = 22α. (B.14)

132



The claim, i.e. (B.11), follows by combining (B.12) and (B.13). An explicit choice for the two
constants c1 and c2 in (B.12) is given by:

c1 = c̃1 =
22α+1

2α+ 3

Γ(2 + α)2

Γ(2)Γ(2 + 2α)
, c2 = (2α+ 2)22α. (B.15)

2nd STEP We show secondly the following bound:∫
Î

(Jnα (x)′)2ρα(x)dx ≤ bn2, (B.16)

for some positive constant b independent of n but depending on α. We will prove this fact by
induction. The cases n = 1, 2 are obvious since we have positive left and right-hand sides. Assume
then that (B.16) holds up to n and we show the inequality for n+ 1.

We observe that the following inequalities involving the coefficients in (B.10) are valid (we recall
that α, β ≥ 0):

2n ≤ 2n+ 2α+ 1 ≤ (2α+ 3)n, 1 ≤ n+ 2α+ 1

n+ α+ 1
≤ 2,

1

2
≤ n+ α

n+ 2α
≤ 1. (B.17)

Then, using (B.8), (B.10) and (B.17), we get:∫
Î

(Jαn+1(x)′)2ρα(x)dx ≤
∫
Î

((
n+ 2α+ 1

n+ α+ 1

)
Jαn+1(x)′

)2

ρα(x)dx

=

∫
Î

((2n+ 2α+ 1)Jnα (x))
2
ρα(x)dx+

∫
Î

(
n+ α

n+ 2α
Jαn−1(x)′

)2

ρα(x)dx

≤ (2α+ 3)2︸ ︷︷ ︸
=:cα

n2

∫
Î

Jnα (x)2ρα(x)dx+

∫
Î

(
Jαn−1(x)′

)2
ραdx.

(B.18)

We apply (B.13) and the induction hypothesis to the first and second term on the right-hand side
of (B.18) respectively, obtaining:∫

Î

(Jαn+1(x)′)2ρα(x)dx ≤ cαc̃2n+ b(n− 1)2 =: c̃n+ b(n− 1)2,

where c̃2 is defined in (B.14). Taking b large enough, for instance b ≥ c̃
4 , the following holds:

c̃n+ b(n− 1)2 ≤ b(n+ 1)2. (B.19)

We point out that we have to take power 2 on the right-hand side of (B.16) because with smaller
powers (B.19) would not be true.

3rd STEP We show (B.6). Given qp ∈ Pp(Î), we expand it into a sum of derivatives of Jacobi
polynomials:

q(x) =

p+1∑
n=1

anJ
n
α (x)′.

Then, noting from (B.7) and an integration by parts implies that the ultraspherical polynomials
Jα+1
n are L2 orthogonal with respect to the weight ρα+1, we have:∫

Î

qp(x)2ρα+1(x)dx =

p+1∑
n=1

a2
n

∫
Î

(Jnα (x)′)2ρα+1(x)dx ≥ c1
p+1∑
n=1

a2
nn, (B.20)

where c1 is defined in (B.15). On the other hand, (B.16) implies:

∫
Î

qp(x)2ρα(x)dx ≤ 2

(
p+1∑
n=1

|an|
(∫

Î

(Jnα (x)′)2ρα(x)

) 1
2

)2

≤ b

(
p+1∑
n=1

|an|n

)2

, (B.21)
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where b is introduced in (B.16).
Combining (B.20) with (B.21) and using a Cauchy-Schwarz inequality for sequences, lead to:∫

Î

qp(x)2ρα(x)dx ≤ b

(
p+1∑
n=1

a2
nn

)(
p+1∑
n=1

n

)
≤ bc−1

1 (p+ 1)2

∫
Î

q(x)2ρα+1(x)dx. (B.22)

This is in fact the assertion when β − α = 1. The case β − α ∈ N is straightforward; it suffices in
fact to iterate enough time the above computations.

Assume now α ∈ (β − 1, β). Then:

α =
β − 1

r
+
β

s
, with

1

r
+

1

s
= 1 and

1

r
= β − α < 1.

In order to conclude, using an Holder inequality and (B.22):∫
Î

qp(x)2ρα(x)dx =

∫
Î

qp(x)
2
r ρ β−1

r
(x)qp(x)

2
s ρ β

s
(x)dx

≤
(∫

Î

qp(x)2ρβ−1(x)dx

) 1
r
(∫

Î

qp(x)2ρβ(x)dx

) 1
s

≤ (bc−1
1 )

1
r (p+ 1)

2
r

(∫
Î

qp(x)2ρβ(x)dx

) 1
r+ 1

s

= (bc−1
1 )

1
r (p+ 1)2(β−α)

∫
Î

qp(x)2ρβ(x)dx.

We point out that in order to prove the case α ∈ (β− 1, β) one could also use interpolation theory,
see [101,102]. Nonetheless, we believe that a direct computation is easily readable.

Corollary B.2.2. Given 0 ≤ α ≤ β, it holds:∫
Î

(1− x)αqp(x)2dx ≤ c(p+ 1)β−α
∫
Î

(1− x)βqp(x)2dx∫
Î

(1 + x)αqp(x)2dx ≤ c(p+ 1)β−α
∫
Î

(1 + x)βqp(x)2dx

where c is a positive constant depending on α and β but not on h and p.

Proof. We only give a sketch of the proof. Let us denote by bĨ the quadratic bubble function over

an interval Ĩ extended to 0 on R \ Ĩ. Then, it is possible to show for all γ ≥ 0 that:

(1− x)γ ≈ b0[−1, 12 ](x) + b
γ
2

[− 1
2 ,1]

(x), (B.23)

(1 + x)γ ≈ b
γ
2

[−1, 12 ]
(x) + b0[− 1

2 ,1](x), (B.24)

where we denoted with an abuse of notation b0
Ĩ
(x) = 0 for all x ∈ R \ Ĩ.

In order to obtain the assertion one combines (B.23), (B.24), Lemma B.2.1 and simple algebra.

The following lemma is a quasi-one dimensional result on trapezoids. The idea is pretty similar
to that in [82, Lemma D.3], although our result employs a different class of weight functions. We
also point out that Lemma B.2.3 can be generalized to the case −1 < α < β, see [82].

Lemma B.2.3. Given d ∈ (0, 1) and a, b ∈ R such that −1 + a d < 1 + b d. We set the (a, b, d)-
trapezoid as:

D(a, b, d) = D = {(x, y) ∈ R2 | y ∈ [0, d], −1 + a y ≤ x ≤ 1 + b y}.

We associate to each y∗ the segment:

I(y∗) = I∗ = [−1 + a y∗, 1 + b y∗]. (B.25)
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For every Φ ∈ C0(D) such that:

Φ(·, y∗) ∈ P3(I∗) is concave; Φ(x, y∗) ≥ 0, ∀x ∈ I∗; Φ = 0 only at the endpoints of I∗ ∀y∗ ∈ [0, d],
(B.26)

the following quasi-one dimensional p polynomial inverse estimate holds:

‖Φα
2 qp‖0,D ≤ c (p+ 1)β−α‖Φ

β
2 qp‖0,D ∀ qp ∈ Pp(D), p ∈ N,

where c is a positive constant depending only on α and β, but not on p, and where β > α ≥ 0.

Proof. Let ψ(x) = (1 − x2) be the 1D bubble function associated to the reference interval Î :=

[−1, 1]. Given y∗ ∈ [0, d], we set F the affine function mapping Î in I∗ and ψ∗(x) = ψ(F−1(x)) :
I∗ → R.

Then, there exist two positive constants c1 and c2 depending only on a, b and y∗ such that:

c1ψ
∗(x) ≤ Φ(x, y∗) ≤ c2ψ∗(x) ∀x ∈ I∗. (B.27)

This follows from the fact that both ψ∗(·) and Φ(·, y∗) are two positive quadratic/cubic concave
polynomials annihilating only at the endpoints of the segment for all y∗ ∈ [0, d], see (B.26).

Since Φ is by hypotesis a continuous function in y∗, then c1 and c2 depend continuously on
y∗. Having that y∗ lives in the compact set [0, d], then c1 and c2 attain maximum and minimum
respectively. Further, such extremal points are strictly positive due to the positiveness of c1 and
c2 seen as functions of y∗, see (B.26). Therefore, we can write:

c1ψ
∗(x) ≤ Φ(x, y∗) ≤ c2ψ∗(x) ∀x ∈ I∗, (B.28)

where 0 < c1 = miny∗∈[0,d](c1(y∗)) and c1 ≤ c2 = maxy∗∈[0,d](c2(y∗)) are now independent of y∗.

We investigate a 1D inverse inequality. In particular, from Lemma B.2.1 and from (B.28), we
have:∫
I∗

Φ(x, y∗)αqp(x, y
∗)2dx ≤ cα2

∫
I∗
ψ∗(x)αqp(x, y

∗)2dx ≤ cα2

cβ1
c(p+ 1)2(β−α)

∫
I∗

Φ(x, y∗)βqp(x, y
∗)2dx,

(B.29)

where c is independent of y∗.

The statement of the lemma is achieved by means of an integration of (B.28) over y∗ ∈ [0, d].

We show now a global inverse estimate on triangles. Again, the following result can be gener-
alized to the case of weights −1 < α ≤ β, see [82].

Theorem B.2.4. Given T̂ the reference triangle of vertices (0, 0), (1, 0) and (0, 1), let bT̂ be the

cubic bubble function associated with T̂ ; in particular, bT̂ ∈ P3(T̂ ) is such that bT̂ |∂T̂ = 0. Then,
for all 0 ≤ α ≤ β:

‖b
α
2

T̂
qp‖0,T̂ ≤ c (p+ 1)β−α‖b

β
2

T̂
qp‖0,T̂ ∀ qp ∈ Pp(T̂ ), p ∈ N, (B.30)

where c is a positive constant independent of p.

Proof. The proof is similar to that in [82, Theorem D2] and for this reason we only sketch it.

The idea consists in partitioning T̂ into an (overlapping) decomposition, prove the inverse
inequality over each elements in the decomposition and then collect all the three terms together.
In particular, we consider the following decomposition:

T̂ =
(
∪6
i=1Di

)
∪
(
∪3
i=1Pi

)
∪R, (B.31)

where the Di, i = 1, . . . , 6, are the trapezoids depicted in Figure B.2, the Pi, i = 1, 2, 3, are the
parallelograms depicted in Figure B.3, whereas R = T̂ \

(
(∪6
i=1Di) ∪ (∪3

i=1Pi)
)
, depicted in Figure

B.4, denotes a non-connected set having the property of being separated from ∂T̂ .

135



(
0, 5

12

)
(
0, 7

12

)

(
5
12
, 0
) (

7
12
, 0
)

(
19
24
, 5

24

)
(

17
24
, 7

24

)

(
5
24
, 19

24

)
(

7
24
, 17

24

)

D1

D2

(
7
12
, 5

12

)
(

5
12
, 7

12

)

(
5
12
, 0
) (

7
12
, 0
)

(
0, 5

24

)
(
0, 7

24

)

(
0, 17

24

)
(
0, 19

24

)

D3

D4

(
7
12
, 5

12

)
(

5
12
, 7

12

)

(
5
24
, 0
)(

7
24
, 0
) (

5
24
, 0
)

(
0, 7

24

)
(
0, 17

24

)

(
17
24
, 0
)

D5

D6

Figure B.2: Trapezoids Di, i = 1, . . . , 6.
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Figure B.4: The three white “small holes” inside triangle T̂ denote the remainder R.

At this point, one applies the inverse estimate of Lemma B.2.3 on the trapezoids, the inverse
estimate (with a tensor product argument) of Corollary B.2.2 on the parallelograms, the fact that
bT̂ |R ≈ 1 on the remainder R and simple algebra to get the assertion.

Remark 17. In the proof of Theorem B.2.4 we considered the non-trivial decomposition (B.30) in
lieu of a simpler one. The reason of this choice is that if, for instance, one consider instead the
simpler covering depicted in Figure B.5, then the restriction of the cubic bubble function on the
reference triangle is not concave along the directions of the bases of the trapezoids on the complete
trapezoids and therefore Lemma B.2.3 can not be applied. On the other hand, such a concavity is
valid on the trapezoids represented in Figure B.2.

We discuss also the following result, firstly presented in [22, Lemma 2].

Lemma B.2.5. Given T a shape regular triangle, let bT the associated cubic bubble function.
Then:

|qpbT |1,T ≤ c
p+ 1

hT
‖qpb

1
2

T ‖0,T ∀ qp ∈ Pp(T ), p ∈ N,

where c is a positive constant independent of hT and p, hT being diam(T ).

Proof. The proof is split into three parts; the first two of them are technical results dealing with
Legendre-type approximations, while the third one deals with the proof of the lemma.
1st STEP The following estimate holds:

‖(1− x2)q′p(x)‖0,Î ≤ c(p+ 1)‖(1− x2)
1
2 qp(x)‖0,Î ∀ qp ∈ Pp(Î), p ∈ N, (B.32)
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Figure B.5: Alternative covering the reference triangle T̂ .

where c is a constant independent of p.
We recall that the following holds, see e.g. [96, formula (3.39)]:∫

Î

(1− x2)kL(k)
n (x)2dx =

{
2

2n+1
(n+k)!
(n−k)! if n ≥ k,

0 otherwise,

where L
(k)
n (x) denotes the k-th derivative of the n-th Legendre polynomial.

Then:∫
Î

(1− x2)2L′′n(x)2dx =
2

2n+ 1

(n+ 1)!

(n− 1)!
(n− 1)(n+ 2) ≤

(
n+

1

2

)2 ∫
Î

(1− x2)L′n(x)2dx. (B.33)

Therefore, expanding qp into a sum of derivatives of Legendre polynomials:

qp(x) =

p+1∑
n=1

cnL
′
n(x),

we have, owing to orthogonality of the second derivative of Legendre polynomials with respect to
the L2-(1− x2)2 weighted inner product and owing to (B.33):∫

Î

q′p(x)(1− x2)2dx =

p+1∑
n=1

c2n

∫
Î

L′′n(x)2(1− x2)2dx ≤
p+1∑
n=1

c2n

(
n+

1

2

)2 ∫
Î

L′n(x)2(1− x2)dx

≤
(
p+

3

2

)2 ∫
Î

q2
p(x)(1− x2)dx ≤ 3

2
(p+ 1)

2
∫
Î

q2
p(x)(1− x2)dx.

2nd STEP We show now the following 1D estimate. For a < b, let

b[a,b](x) :=
(x− a)(b− x)

(b− a)2

be the 1D quadratic bubble function, then:∥∥(b[a,b]qp)
′∥∥

0,[a,b]
≤ cp+ 1

b− a

∥∥∥b 1
2

[a,b]qp

∥∥∥
0,[a,b]

, ∀ qp ∈ Pp([a, b]), (B.34)

where c is a positive constant independent of p. It is sufficient to show (B.34) on the reference

interval Î, since the general result follows from a scaling argument.
Owing to ‖b′

Î
‖∞,Î = 1

2 < 1, the Leibniz derivation rule and a triangular inequality, we can
write:

‖(bÎqp)
′‖0,Î ≤ ‖b

′
Î
qp‖0,Î + ‖bÎq

′
p‖0,Î ≤ ‖qp‖0,Î + ‖bÎq

′
p‖0,Î . (B.35)

Applying (B.6) (with α = 0 and β = 1) and (B.32) to the first and second term of (B.35)
respectively, we get (B.34).
3rd STEP We apply now (B.34) and we show the claim of the lemma. Without loss of generality,

we work on the reference triangle T̂ = T of vertices (0, 0), (1, 0) and (0, 1). The statement follows
from a scaling argument.
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The cubic bubble function on T̂ , which is given by the product of the barycentric coordinates,
can be rewritten as:

bT̂ = b[0,1−x](y)(1− x)b[0,1](x).

We only show the bound on the partial derivative with respect to y. The general case is an easy
consequence.

‖∂y(bT̂ qp)‖
2
0,T̂

=

∫ 1

0

∫ 1−x

0

(∂y(bT̂ (x, y)qp(x, y)))2dydx

=

∫ 1

0

b2[0,1](x)(1− x)2

∫ 1−x

0

(
∂y(b[0,1−x](y)qp(x, y))

)2
dydx.

We note that:

(1− x)2

∫ 1−x

0

(
∂yb[0,1−x](y)qp(x, y)

)2
dy = (1− x)2‖∂y(b[0,1−x](·)qp(x, ·))‖20,[0,1−x]

≤︸︷︷︸
(B.34)

c(p+ 1)2‖b
1
2

[0,1−x](·)qp(x, ·)‖
2
0,[0,1−x].

Since b[0,1] ≤ 1− x, we get b2[0,1](x)b[0,1−x](y) ≤ bT̂ (x, y) and consequently:

‖∂2(bT̂ qp)‖
2
0,T̂
≤ (̧p+ 1)2

∫ 1

0

∫ 1−x

0

b2[0,1](x)b[0,1−x](y)q2
p(x, y)dydx ≤ (̧p+ 1)2‖b

1
2

T̂
qp‖20,T̂ .

We are now ready for the inverse estimate involving the H−1 norm of polynomials (1.15).

Theorem B.2.6. Let K ⊂ R2 be a polygon. Assume that there exists T̃ (K) subtriangulation of
K such that hK ≈ hT , where we have set as usual hω = diam(ω) for all ω ⊂ R2. Then:

‖qp‖0,K ≤ c
(p+ 1)2

hK
‖qp‖−1,K ∀ qp ∈ Pp(K), p ∈ N, (B.36)

where c is a positive constant independent of qp, hK and p, but depending on the shape-regularity

of subtriangulation T̃n(K).

Proof. Let bK be the “patch-bubble” function, defined on each T ∈ T̃ (K) as the local cubic bubble
function bT introduced in Lemma B.2.5. In particular, we write:

bK |T = bT , where bT is the cubic bubble function on triangle T ∀T ∈ T̃ (K). (B.37)

Then:

‖qp‖−1,K = sup
Φ∈H1

0 (K),Φ6=0

(qp,Φ)0,K

|Φ|1,K
≥ (qp, qpbK)0,K

|qpbK |1,K
=

‖qp
√
bK‖20,K(∑

T∈T̃ (K) |qpbT |21,T
) 1

2

. (B.38)

Using now Lemma B.2.5 and (B.38) , we obtain:

‖qp‖−1,K ≥ c
minT∈T̃ (K) hT

p+ 1
‖qp
√
bK‖0,K ≥ c

hK
p+ 1

 ∑
T∈T̃ (K)

‖qp
√
bT ‖20,T

 1
2

, (B.39)

where the constant c depends on the shape-regularity of subtriangulation T̃n(K).
Finally, we apply Theorem B.2.4 with α = 0 and β = 1 and get:

‖qp‖−1,K ≥ c
hK

(p+ 1)2

 ∑
T∈T̃ (K)

‖qp‖20,T

 1
2

= c
hK

(p+ 1)2
‖qp‖0,K .
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B.3 Additional hp polynomial inverse estimates on triangles
and polygons

In this section, we recall an discuss other hp polynomial inverse estimates over triangles and
polygons that are instrumental in the a-posteriori hp error analysis of Chapter 5.

We start by presenting a set of polynomial inverse estimates on triangles.

Theorem B.3.1. Given T a triangle, let bT be the associated cubic bubble function associated ,
i.e. the product of the barycentric coordinates of T . Then, for all −1 < α ≤ β and δ ∈ [0, 1], there
exist positive constants ci, i = 1, 2, 3, 4, depending only on the shape of T , α, β and δ such that,
for all qp ∈ Pp(T ), p ∈ N: ∫

T

bT |∇qp|2 ≤ c1
(p+ 1)2

h2
T

∫
T

|qp|2, (B.40)∫
T

bαT |qp|2 ≤ c2(p+ 1)2(β−α)

∫
T

bβT |qp|
2, (B.41)∫

T

b2δT |∇qp|2 ≤ c3
(p+ 1)2(2−δ)

h2
T

∫
T

bδT |qp|2. (B.42)

If in addition qp = 0 on ∂T , then:∫
T

|∇qp|2 ≤ c
(p+ 1)2

h2
T

∫
T

b−1
T |qp|

2. (B.43)

Proof. For a complete proof, we refer to [84, Theorem 2.5] and the references therein. We only
note that inequality (B.41) is proven also in Theorem B.2.4.

The same sort of inverse estimates are valid on a polygon if we substitute the bubble function
on a triangle with a function which is a piecewise bubble function on each triangle of the subtrian-
gulation of a polygon K ∈ Tn. Therefore, given K ∈ Tn, we define bK as in (B.37). The following
set of polynomial inverse estimates over a polygon holds true.

Theorem B.3.2. Given K a polygon, we assume that there exists T̃ (K) subtriangulation of K
such that hK ≈ hT , where we have set as usual hω = diam(ω) for all ω ⊂ R2. Let bK be the

piecewise bubble function associated with regular subtriangulation T̃ (K) of K defined in (B.37).
Then, for all −1 < α ≤ β and δ ∈ [0, 1], there exists positive constants ci, i = 1, 2, 3 depending

only on the shape-regularity of subtriangulation T̃n(K) α, β and δ such that, for all qp ∈ Pp(K),
p ∈ N: ∫

K

bK |∇qp|2 ≤ c1
(p+ 1)2

h2
K

∫
K

|qp|2, (B.44)∫
K

bαK |qp|2 ≤ c2(p+ 1)2(β−α)

∫
K

bβK |qp|
2, (B.45)∫

K

b2δK |∇qp|2 ≤ c3
(p+ 1)2(2−δ)

h2
K

∫
K

bδK |qp|2. (B.46)

Proof. It suffices to recall that hT ≈ hK for all T ∈ T̃ , to split the integral over K as a sum of
integrals over triangles and to apply Theorem B.3.1.

Finally, we prove an additional hp polynomial inverse inequality which will be instrumental
in the hp a-posteriori analysis, more precisely in Section 5.2.3.1. We stress that the triangular
counterpart of this result was shown in [84, Lemma 3.4].

Lemma B.3.3. Given K a polygon, we assume that there exists T̃ (K) subtriangulation of K such
that hK ≈ hT , where we have set as usual hω = diam(ω) for all ω ⊂ R2. Let bK be the piecewise
bubble function associated with polygon K ∈ Tn; for an explicit definition of such function see
(B.37). Then, for all 1

2 < α ≤ 2, the following holds true:

|bαKqp|1,K .
(p+ 1)2−α

hK
‖b

α
2

Kqp‖0,K ∀ qp ∈ Pp(K), p ∈ N, (B.47)
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where the hidden constant depends on the shape-regularity of the subtriangulation T̃ (K).

Proof. Without loss of generality. We prove the lemma assuming hK = 1. The general assertion
follows from a scaling argument.

For α > 1
2 , a direct computation yields:

|bαKqp|21,K =

∫
K

|∇(bαKqp)|2 ≤ 2

∫
K

|bK |2α|∇qp|2 + 2

∫
K

|qp|2|∇bαK |2. (B.48)

Simple algebra implies:
|∇bαK |2 . |bK |2(α−1). (B.49)

Therefore, using the hp polynomial inverse estimate on polygons (B.46) with δ = α on the first
term and plugging (B.49) in (B.48), we get:

|bαKqp|21,K . p2(2−α)

∫
K

bαK |qp|2 +

∫
K

b
2(α−1)
K |qp|2.

Note that we can apply (B.46) since we are assuming that α > 1
2 . Applying next the hp polynomial

inverse estimate on polygons (B.45) to the second term (which is valid owing to α ≤ 2), we deduce:

|bαKqp|21,K . p2(2−α)

∫
K

bαK |qp|2 = p2(1−α)p2‖b
α
2

Kqp‖
2
0,K ,

which is in fact (B.47).
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network simulations. Comput. Meth. Appl. Mech. Engrg., 280:135–156, 2014.
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