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Abstract

This thesis arises in the context of precise phenomenology at the Large Hadron Col-
lider, LHC. In the searching for New Physics, an accurate theoretical prediction of many
Standard Model processes is crucial to be able to distinguish the desired discrepancy
from the known background. After the failure of LHC Run I in the detection of any
trace of new physics, experimental search is moving from inclusive cross sections to more
exclusive shapes and distributions. In this context, primary importance is covered by
transverse momentum distributions. The objective of this thesis is to provide a general
study about possible resummation theories which can be applied on transverse momen-
tum distributions. In particular, the known transverse momentum resummation and
threshold resummation formalism are reviewed and improved, being able to unify all this
information in a unique combined expression. Moreover in the context of high energy
resummation, several new ingredients are introduced in this thesis: LLx resummation is
performed for the double differential distribution, and first steps in the extension of this
formalism to jets are discussed. As phenomenological applications, a combined resummed
result is shown for the Higgs boson transverse momentum distribution; furthermore the
impact of quark mass corrections on this spectrum at LHC 13 TeV is analysed, using an
high energy expansion.
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Introduction

The LHC is probably one of the wonders of the modern world. Its performance has far
outstripped every expectations. It is now collecting data with a rate higher even than
its designed value. Moreover the experimental community is succeeding in making the
systematic error lower and lower every year, with genial solutions and a better electronics.
Therefore, increasing the statistics, the overall experimental error at LHC is approaching
in many measurements the incredible relative precision of percent, which is remarkably
low taking into account the complexity of the whole experiment. The delivered luminosity
of LHC during all the working years is shown in Fig. 1

Figure 1. Delivered luminosity in the different working years of LHC as a function of
months.

If on one hand this is an important result making LHC the most powerful machine
ever built, on the other hand this is a continue challenge for theory. Indeed, to produce
5% accurate predictions, the phenomenology community is forced to improve their general
understanding about strong and weak interactions which are taking place in the Large
Hadron Collider.

The theory which explains collisions at LHC is the Standard Model. This theory was
formalized in 60s-70s [1,2] and it permits to describe three of the four fundamental forces,
the strong interaction, the weak interaction and the electromagnetic interaction. It is
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2 Introduction

based on the non-abelian gauge symmetry

SU(3)c × SU(2)L × U(1)Y

and, after a spontaneous symmetry breaking procedure, it permits to describe three fun-
damental forces: the strong or colour interaction, the weak interaction and the electro-
magnetic interaction.

The particles which form the standard model are divided into two groups, quarks
and leptons, depending on their behaviour under the colour force. The six quarks are
subject to the strong interaction, while the six leptons are not. Different types of quarks
are distinguished according to their flavours and they are respectively up, down, charm,
strange, top, bottom: three (up, charm, top) own +2/3 e as electric charge while the
others (down, strange, bottom) −1/3 e. Even leptons can be subdivided into two groups:
the charged leptons (electron, muon, and tau) characterized by a negative electric charge
−e; and the neutrinos, which in SM are massless and neutral.

In addiction to all these fermion particles which describe the matter, Standard Model
predicts four types of additional vector bosons which mediate various forces: the gluons
for strong interaction, W and Z bosons for weak interactions, and the photon for the
electromagnetic force. However, the particle which is central of all the Standard Model,
is the Higgs boson H, which is responsible for the spontaneous symmetry breaking of the
theory and which permits to the boson W and Z and to all the fermions to acquire a
mass throughout their interaction with the Higgs field.

All the particles of Standard Model just presented are contained in Fig. 2; we refer
the interested reader to general quantum field theory book [5] for a more detailed descrip-
tion about SM and its dynamic. In this thesis we mainly concentrate on the theory of
strong interaction, the Quantum-Chromo Dynamics (QCD), since it constitutes the main
contribution to any LHC experiments.

During its activity LHC has widely tested all the predictions of Standard Model: in
fact its first discovery was the confirmation of Higgs’ existence in 2012. In Fig. 3 we
report the most recent measurement which reinforce the experimental evidence of Higgs
boson. It shows the di-photon invariant mass spectrum, which is one of the cleanest Higgs
decay channels. You can see the Higgs resonance around 125 GeV. The Standard Model
always passes all the ever more stringent tests of the LHC; the overall agreement of Figs. 4
between SM predictions and experimental measurements is incredible.

So, where is the problem? The problem is that we have evidences in other fields of
physics such as neutrino physics, astrophysics or cosmology that Standard Model can not
be the end of the story. It has to be an approximation, a part of a more general theory,
the up to now unknown Theory of Everything. Therefore we are searching at the LHC for
small deviations from Standard Model predictions which could be an hint of this more
general theory, an hint of New Physics.

However, as you can appreciate from Figs. 4, up to now the search is proving unsuc-
cessful: no deviations have been confirmed in all the measurements. New Physics is hard
to see. Hence, the collider community is increasing the spectrum of measurements in
order to be able to catch even the most weak signal. From measurement of inclusive rate
of productions, the so-called total cross sections, we are moving to the measurement of
exclusive shapes and distributions, which of course contains more data and more informa-
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Figure 2. Table of particles predicted by Standard Model.

tion, but are more difficult to analyse. Some physicists have called this step as exclusive
revolution.

The exclusive revolution is a challenge both for the experimental community, which
has to face difficulties as detector acceptance, detector efficiency, coverage in angle and
so on, and for the theoretical community, since the exclusive requirement brings a lot of
problems in dealing with strong interactions. Any calculation in QCD requires a suitable
definition of the observable to be finite. A more extensive discussion about this point is
contained in Chap. 1.

Exclusive predictions in QCD, the field theory which studies strong interactions, are
extremely cumbersome. Colour interaction is tackled in all the collider experiments using
perturbative expansion: the complete result is expanded in power of the coupling constant
αs and the series is then truncated at an higher enough order.

However, perturbative expansion is not the end of the story. Most of the exclusive
observables which are interesting from the phenomenological side would depend on several
scales of energies. When the process is multi-scale, our perturbative expansion would
contain logarithms of the ratios between these scales. In the kinematic conditions where
these ratios become large, the perturbative expansion is ruined and only the whole series
is meaningful. In these regions of phase space, we need a theory able to sum at all orders
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Figure 3. H → γγ mass invariant distribution with data of LHC Run II at 13 TeV. The
Higgs peak is appearing from the background.

these logarithmic contributions. This theory is call resummation.

In conclusion, a complete analysis of an exclusive observable in general deserves both
of the fixed order computation and of the resummation to properly describe experimental
data. This thesis is inserted in this work stream, and it want to study resummation prop-
erties for a very important exclusive distribution, the transverse momentum distribution.

Before proceeding, we want to highlight the fact that resummation could be used also
to help fixed order evaluation. Indeed, due to technical and computational limitations,
only the evaluation of the first two or three terms of the perturbative expansion is up to
now available for most of the observables and processes. However, especially for exclusive
distributions, the experimental precision is now approaching theoretical precision. Hence
to further improve predictions for exclusive observables, several roads have to be explored.
One of these is to exploit a by-product of resummation theory. Indeed the expansion of the
resummed series could be used to provide approximations or checks about the unknown
higher orders in perturbative expansion, when fixed order evaluation is not available for
computational limitations. We are going to see in this thesis also an example of this
particular application.

This thesis is mainly concentrate on the study of the transverse momentum distri-
bution. The transverse momentum spectrum is the distribution of the modulus of the
transverse components of the studied system’s three-momentum. The transverse plane
is defined with respect to the beam direction. It is a very important observable in col-
lider analysis since very often a transverse momentum lower cut can discriminate the
interesting signal from the noise and the background of the LHC experiment.

As we have already introduced, resummation is a branch of quantum field theory
which studies the possibility to re-sum the whole perturbative series in some particular
kinematic regions. By limiting ourselves to some particular kinematic regime, leading
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Figure 4. ATLAS summary of several Standard Model total production cross section
measurements compared to the corresponding theoretical expectations

components can be predicted and summed at all orders in αs.

It is a completely different prospective with respect to fixed order evaluation and we
want to give you an example. Consider the production of a colour-singlet particle in the
final state (Higgs boson or W , Z bosons) whose total cross section is going to depend on

a particular kinematic variable called z = Q2

s where Q2 for simplicity is the mass squared
of the boson and

√
s is the energy in the centre-of-mass frame. For this observable, it will

be shown later that leading behaviour in the limit z → 1 is of logarithmic type like

lnk (1− z)
1− z

.
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LL NLL . . . Regular

LO CLO,LLαs
ln(1−z)

1−z CLO,NLLαs
1

1−z 0 αsRLO (z)

NLO CNLO,LLα
2
s

ln3(1−z)
1−z C

(3,2)
NLO,NLLα

2
s

ln2,1(1−z)
1−z . . . α2

sRNLO (z)

. . . . . . . . . . . . . . .

Table 1. Division of different perturbative coefficients into various terms according to their
behaviour in the limit z → 1. In the typical log counting of this resummation the LL log
power is 2n at order αns , the NLL log powers are the ones from 2n− 1 till n− 1 and so on.
The regular part contain any term which does not diverge in the considered limit.

Then different coefficients of the perturbative series can be organized as in Tab. 1.

As you can appreciate, fixed order evaluation computes the rows of Tab. 1: first row
is the so-called Leading Order (LO) prediction, second row the Next-to-Leading Order
(NLO) contribution and so on. Instead resummation technique focus its attention on the
columns of this table: the so-called Leading Log (LL) prediction takes into account at all
the orders in αs the most singular contribution in the z → 1 limit, the Next-to-Leading
Log (NLL) the second column and so on.

If z is far from one all the coefficients in Tab. 1 can be considered of the same order of
magnitude; in this case perturbative approach is perfectly legal and the knowledge of only
the first rows of the table will properly approximate the whole result. On the contrary if
z approaches one,

(αs ln (1− z))k ∼ 1 (0.0.1)

leading to a new hierarchy among the terms of Tab. 1. The expansion now has to be
performed with respect to the columns, hence in power of αs but at fixed αs ln (1− z). The
evaluation of the first term in this new expansion is call LL resummation, the computation
of the first and second terms is call NLL resummation and so on.

The double logarithmic behaviour of Tab. 1 is typical of some resummation theories
(such as threshold resummation of this example) and it is due to the fact that this loga-
rithmic expansion is usually performed after an exponentiation procedure at the exponent.
The observable is then written as

σ ∼ exp

[
1

αs
f1 (αs lnλ) + f2 (αs lnλ) + αsf3 (αs lnλ) + . . .

]
(0.0.2)

where λ is the general logarithmic ratio we are resumming and f1 resums leading loga-
rithmic contribution, f2 the NLL, f3 the NNLL and so on. We will come back on this
concept in the main text. While individual rows of Tab. 1 are singular when z → 1 the
resummed result is not, since it takes into account all singular components at any order
in αs. This is the power of resummation and this is the reason why it is so important in
these particular kinematic limits.

From the example just presented you can also appreciate a second possible application
of a resummed computation. If enough columns of Tab. 1 are known, it becomes possible
to approximate the first unknown row simply by performing an αs expansion of the
resummed computation. However, resummation has not to be considered as an alternative



7

to fixed order evaluation but as a support to it, since resummation is able to provide checks
and hints about nature and size of higher order corrections.

This thesis mainly concentrates on the study of possible resummations for the trans-
verse momentum distribution in the context of QCD. Therefore, we decide to limit our-
selves to one important collider observable and to study the main resummations for this
case. We improve in this thesis current knowledge about all these resummation theories,
both in the collinear-soft limit and in the high energy limit.

Figure 5. ATLAS (2016) and CMS (2017) latest measurements of the Higgs transverse
momentum distribution at LHC Run II 13 TeV.

Furthermore, even if all the theoretical discussion is left quite general with respect to
the particular process we are interested in, all the examples and applications which are
included in this thesis will mainly concentrate on the study of the Higgs boson transverse
momentum distribution. The Higgs boson was discovered in 2012, during LHC Run
I [3, 4]. However, experimental program of the current LHC Run II is mainly devoted
to the study of the properties of the Higgs boson (spin, mass, couplings...). In order to
extract this information from data, we need to focus our attention on Higgs distributions.
The Higgs boson transverse momentum distribution plays a key role in this derivation,
and it is at the centre of many recent research activities. The most recent measurement
of ATLAS and CMS at LHC 13 TeV are depicted in Fig. 5.

Summarizing, we have chosen Higgs boson production as application of our studies
since it is one of the main research topics at current LHC Run II program.

The thesis will be organized as follow: first, in Chap. 1, a general introduction to
the theory of strong interactions, the Quantum Chromo-Dynamics (QCD), is presented,
together with a general overview about resummation theories and about notations we are
going to use in the rest of the text; then Chap. 2 and Chap. 3 constitute the main body of
this work and they are devoted to the two interesting limits where resummation theories
can be develop. In particular resummations for transverse momentum distributions in the
soft and collinear limit will be the main subject of Chap. 2, while Chap. 3 will concentrate
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on the high energy limit. These chapters contain all the theoretical improvement with
respect to the current state of the art which we derived. Finally, in Chap. 4 we will show
you some phenomenological applications of our studies, mainly concentrated on the case
of Higgs boson production. Conclusions and outlooks close then the main text.

We add at the end several appendices where further results are shown and where all
the explicit expressions for our formulas and coefficients are listed. In this way, the reader
could in principle reproduce all the results which are contained in this thesis.

Before starting our discussion about resummations of transverse momentum distribu-
tions, we want to close this introduction with a remark. This thesis is constructed to
be self-consistent and to be understood by a master graduated student. However, if you
are not familiar with quantum field theory of strong interactions, please read carefully
next chapter, since it will constitute the basis for all the subsequent analysis. Normal
textbooks, such as Ref. [5, 6], can also help you cover the topics which, for lack of space,
are left aside in this thesis.



1 Quantum Chromo-dynamics

Contents
1.1 The Lagrangian of QCD . . . . . . . . . . . . . . . . . . . 10

1.1.1 Asymptotic Freedom and Confinement 13

1.2 The Parton Model and Collinear Factorization . . . . . . . . . . . 15
1.2.1 Collinear Factorization Theorem 16
1.2.2 Generalized Ladder Expansion 21
1.2.3 PDF Evolution: DGLAP Equations 26

1.3 Application: NLO Higgs Boson Production . . . . . . . . . . . . 27
1.3.1 Leading order 28
1.3.2 Virtual Contribution 30
1.3.3 Real Contribution 32
1.3.4 NLO transverse momentum distribution and total cross section 34

1.4 Resummations in a nutshell: ideas and notations . . . . . . . . . . 37
1.4.1 Collinear Factorization in Conjugate Space 40

In this first chapter we are going to review some basics of QCD, the Quantum Chromo-
dynamics, i.e. the theory describing strong interactions. We start in Sec. 1.1 by summa-
rizing the Lagrangian and the Feynman Rules which control this theory, then we move in
Sec. 1.2 to the description of the so-called parton model and collinear factorization both
for inclusive cross sections and for differential distributions. The Collinear Factorization
Theorem is fundamental to properly understand any perturbative calculation in QCD at
high energy; hence, we enunciate this theorem in Sec. 1.2.1, then we provide a general
proof in Sec. 1.2.2 and finally in Sec. 1.2.3 we focus our attention on the effects of this
factorization in perturbation theory and in the computation of radiative corrections in
QCD.

In order to make less theoretical all the discussion, we continue this chapter in Sec. 1.3
by presenting an explicit evaluation of the first QCD radiative correction for a simple
process: pointlike Higgs boson production in gluon fusion at NLO. In this simple process
the Higgs is directly coupled to the initial state gluons throughout an effective interaction
(see Sec. 1.3). That will be the opportunity to see all the framework described in previous

9



10 Quantum Chromo-dynamics

sections at work, and to extensively explain all the technicalities which are behind any
calculation in perturbative QCD.

After this explicit application, we decide to insert a last section 1.4 in order to in-
troduce general ideas about the main topic of this thesis: resummations. Moreover this
section will be also the right place to specify notations and definitions we are going to
extensively use in the next chapters. The aim of this section is also to close this gen-
eral introduction about QCD and to open the main topic of this thesis, resummation in
perturbation theory.

It is important to understand this chapter would not to be a complete treatment of
the QCD theory, but only a brief summary of the hypothesis and the important results
which are going to be useful in the following chapters. The reader interested in a more
exhaustive description should refer to general textbooks such as [5, 6].

1.1 The Lagrangian of QCD

The Quantum Chromo-dynamics is a non-abelian gauge theory constructed on the colour
gauge group, SU(3)c. However, as usually performed in literature, we are going to present
a more general theory based on a SU(Nc)c symmetry. The fields of QCD are Nf spin- 1

2
fields in fundamental representation ψi (x), called quarks, and a spin-1 gauge field, called
gluon.

The required local gauge invariance with respect to SU(Nc)c implies the invariance of
the Lagrangian under the following infinitesimal fields transformations:

ψ̂i (x) = (1− iωa (x) ta) ψ̂i (x) (1.1.1a)

Aµa =
(
δca + f cabω

b (x)
)
Aµc + ∂µωb (x) (1.1.1b)

where we define ta as a set of N2
c − 1 matrices forming a basis of the algebra of SU(Nc)c,

i = 1, . . . , Nf as the index running on the number of active flavours and the structure
constants fabc as

[ta, tb] = ifabct
c. (1.1.2)

It is important to note that the gluon field transforms under the local transformations
of the group itself through an inhomogeneous transformation. This situation is quite
often in standard gauge theories and it is completely equal to the abelian case of QED
(Quantum Electro-Dynamics).

We are now ready to write the complete Lagrangian of QCD:

LQCD = −1

2
Tr (GµνGµν) +

Nf∑
j=1

ψ̄j (iγµDµ −mj)ψj (1.1.3)

with the trace performed on the gauge group SU(Nc)c, the gluon field tensor Gµν defined
as

Gµν =
∑
a

taGaµν = ∂µA
a
ν − ∂νAaµ + gSfabcA

b
µA

c
ν (1.1.4)
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and the covariant derivative given by

Dµ = ∂µ − igStaA
a
µ. (1.1.5)

In previous equations, we denote with gS the strong coupling constant and, as usual, sum
is implicit over repeated indexes. The gluon tensor Gµν transforms under the gauge group
according to its adjoint representation.

We conclude this section by summarizing the Feynman Rules of QCD, which will turn
out to be useful to evaluate amplitudes and cross sections in the perturbative limit of the
theory.

The derivation from Lagrangian (1.1.3) of the desired Feynman Rules is possible only
once we have decided a particular gauge choice. The gauge-fixing condition is imposed at
the level of the Lagrangian by adding to Eq. (1.1.3) a gauge-fixing term. Then, in a par-
ticular gauge, the gluon propagator can be extracted using Faddeev-Popov procedure [5],
in analogy with QED. However, in the case of a non-abelian gauge theory, this process
leads to the introduction of a new fictitious type of particle, with general characteristics
linked to the particular gauge choice. These new gauge-dependent pseudo-particles take
the name of ghosts of the theory and they are involved in the calculation of radiative
corrections.

Their existence is necessary in order to impose the unitarity of the scattering matrix
and to verify the optic theorem. Their nature turns out to be strictly connected with the
invariance of the Lagrangian Eq. (1.1.3) with respect to the BRST transformation. We
refer the reader to Ref. [5] for a general treatment about this symmetry and its relation
with ghosts.

By choosing a particular gauge fixing condition, the final QCD Lagrangian becomes:

L = LQCD + Lgauge−fixing + Lghost. (1.1.6)

There are many possible choice for the gauge fixing and ghost components. We are going
to limit ourselves to the two classes of gauge fixing condition most present in literature.

The first one is the so-called covariant class defined as

Lgauge−fixing = − 1

2λ

(
ta∂

µAaµ
)2
, Lghost = η̄a

(
−∂2δac − gS∂µfabcAbµ

)
ηc, (1.1.14)

where λ is a arbitrary gauge parameter and η is a complex scalar field in the adjoint
representation of the SU(Nc)c group. However, the ghost particle, even if it is described
by a scalar field, obeys to the Fermi-Dirac statistics. The gluon propagator in the covariant
gauge is given by

∆ab
µν (p) = δab

i

p2

(
−gµν + (1− λ)

pµpν
p2

)
; (1.1.15)

in the particular case with λ = 1, Eq. (1.1.15) returns a particular simple expression for
the gluon propagator. This gauge is usually called Feynman Gauge in literature.

Another convenient gauge class (especially in deriving general properties of the theory)
is the one of axial gauges, which are defined through

Lgauge−fixing = − 1

2λ

(
tan

µAaµ
)2

Lghost = 0 (1.1.16)
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−igαβδab

p2 + iε
(1.1.7)

i

/p−m+ iε
(1.1.8)

iδab

p2 + iε
(1.1.9)

− igtaγα (1.1.10)

gfabcpγ3 (1.1.11)

− gfabc
[

(p1 − p2)
γ
gαβ

+ (p2 − p3)
α
gβγ

+ (p3 − p1)
β
gγα
]

(1.1.12)

−ig2
[
feacfebd

(
gαβgγδ − gαδgβγ

)
+ feadfebc

(
gαβgγδ − gαγgβδ

)
+ feabfacd

(
gαγgβδ − gαδgβγ

) ]
(1.1.13)

Figure 1.1. Feynman Rules of QCD
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where λ is an arbitrary parameter, and n an arbitrary four-vector. The important prop-
erty of the axial gauges is not to exhibit any ghost fields. On the contrary, the particular
expression for the gluon propagator turn out to be more complicated than in covariant
gauges:

∆ab
µν (p) = δab

i

p2

(
−gµν +

nµpν + nνpµ
(n · p)

−
(
n2 + λp2

)
pµpν

(n · p)2

)
(1.1.17)

Even in this case we can simplify previous expression by a proper tuning of the arbi-
trary parameters. The more common choice in literature is called light-cone gauge which
corresponds to an axial gauge with n2 = 0 and λ = 0.

We are now ready to present the Feynman Rules for QCD. For simplicity, we are
going to write them in the Feynman Gauge. Feynman Rules are summarized in Fig. 1.1,
considering all the momenta as incoming.

1.1.1 Asymptotic Freedom and Confinement

Now we want to focus on two important properties of QCD, its asymptotic freedom and
the issue of confinement respectively. Calculations, usually, in a quantum field theory are
performed in the framework of perturbation theory. A general observable σ is expanded

in powers of the coupling constant αs =
g2
s

4π and the computations of the first orders is
considered to be an approximation of the exact result. However, such procedure is reliable
only if αs < 1 to assure the convergence, at least asymptotically, of the perturbative series.

In general, any expanded adimensionless observable σ is going to depend on a set of
dimensionless parameters {y} and on a single hard scale Q, by hypothesis much bigger
than all the other dimensional parameters of the theory (e.g. the masses of the particles).
If Q2 is higher enough we can consider to neglect all the various masses of the particles;
under this assumption, dimensional analysis suggests that σ should be independent of Q.

However, in the computation of the radiative corrections of the theory, renormaliza-
tion must be applied to get rid of the UV divergences from perturbative calculations.
This procedure obliges to introduce a new mass scale µR called renormalization scale,

forcing our general observable to acquire a residue dependence on Q via the ratio Q2

µ2
R

.

Nevertheless, µR being an arbitrary parameter, physical observables such as σ cannot
depend on it. This statement is reflected in a renormalized quantum field theory by the
requirement that our observable must fulfil the so-called Callan-Symanzik equation:

µ2
R

d

dµ2
R

σ

(
Q2

µ2
R

, αs, {y}
)

=

[
µ2

R

∂

∂µ2
R

+ β (αs)
∂

∂αs

]
σ

(
Q2

µ2
R

, αs, {y}
)

= 0 (1.1.18)

where we define the beta function

β (αs) = µ2
R

∂αs
∂µ2

R

. (1.1.19)

The most general solution σ of Eq. (1.1.18) is given by

σ

(
Q2

µ2
R

, αs, {y}
)

= σ
(
1, αs

(
Q2
)
, {y}

)
(1.1.20)
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having defined the running coupling constant according to

µ2
R

∂αs
(
µ2

R

)
∂µ2

R

= β (αs) , αs
(
µ2

R

)
= αs. (1.1.21)

Eq. (1.1.20) states that all the dependence of our observable on the ratio Q2

µ2
R

can be

recast in the computation of a new coupling which however evolves with the energy scale
according to Eq. (1.1.21). Physically, the running coupling constant αs

(
Q2
)

gives the
effective strength of the interaction as a function of the energy scale at which it is observed.

If also the particle masses are inserted in our computation, situation becomes more
complicated since also these new quantities have to be regularized during higher order
computation. This leads to regularized running masses m

(
Q2
)

and to extra σ dependence

on the ratio Q2

m2 . However, we are going to leave aside this problem from now on since we
are going to focus our attention on single-massive particle final state

The evolution of the coupling constant in Eq. (1.1.21) is completely controlled by the
β function, which admits itself a perturbative expansion in power of αs. In a SU(Nc)c
gauge theory with Nf fermions in the fundamental representation the leading term of the
β function is found to be [5]

β (αs) = −β0 α
2
s +O

(
α3
s

)
, β0 =

11Nc − 2Nf
12π

. (1.1.22)

In the case of QCD, since Nc = 3, β0 > 0 until Nf < 17. It follows that the QCD
running coupling constant αs becomes weaker and weaker as the energy scale becomes
large. This property of quantum field theory such as QCD is called asymptotic freedom
and it permits the perturbative analysis at least in the high energy regime. The short-
distance behaviour is then solvable by means of Feynman diagram methods.

As long as αs
(
Q2
)

or αs
(
µ2

R

)
are in the perturbative regime, it makes sense to truncate

the β function to solve perturbatively Eq. (1.1.21). However, even if the renormalization
group predicts exactly the scaling of the running coupling, an experimental input is needed
to fix its absolute value. The most common convention in the determination of the strong
coupling αs is to measure it at a scale which is large enough to enter the perturbative
regime, as for instance the mass of the Z0 boson.

Lowering the energy scale, αs becomes larger till we exit from the perturbative regime
and any predictions relies in principle on the computation of the full series. The value of
energy where the perturbative picture is seriously ruined by non-perturbative corrections
is found to be comparable with the masses of the lightest hadrons, roughly Q ≈ 1 GeV.

For energies lower than this limit, QCD exhibits a striking behaviour, not totally
understood, known as colour confinement : the only finite-energy asymptotic states of the
theory are those that transform trivially under the SU(3) colour group. Colour charged
states, such as quarks and gluons, can only exist in the context of singlet bound states
and thus cannot be directly observed. An analytic proof of confinement in QCD is still
missing, even if numerical simulations in the so-called Lattice QCD1 show that colour
charged states indeed turn out to be confined for sufficiently strong coupling.

1Lattice QCD is an approximated method in which green functions of QCD are derived exactly by
replacing the continuum theory by a discrete lattice system.
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Therefore, a critical point in the evaluation of observables in QCD is the necessity to
link our computations, performed in the perturbative regime in terms of the fundamental
constituents of the theory, quarks and gluons, with the hadronic asymptotic states we
effectively have in the initial and final state. The solution is achieved by exploiting
important factorization properties of perturbative QCD, which will be the subject of the
next section.

1.2 The Parton Model and Collinear Factorization

In the previous section, we have observed that a perturbative analysis of strong interac-
tions is actually possible, thanks to the asymptotic freedom of QCD. At high energy, the
coupling becomes small and we can study interactions between the fundamental fields of
the theory, i.e. quarks and gluons, using the Feynman Diagrams approach.

However, the short-distance scattering between particles of QCD can not be observed;
indeed, due to confinement, in any measurement we are forced also to deal with long-
distance contributions, which convert quarks and gluons into the hadrons we really see.
Unfortunately, perturbative approach can not be applied on such hadronization contribu-
tions and at first sight the application of QCD on scattering experiments seems doomed
to fail.

The entire picture is saved by the so-called Parton Model2. The basic assumptions of
Parton Model are:

• at high energy, the interactions between a probe and a hadron is in fact a scattering
between the probe and various constituents of the hadron (called precisely partons)
which can be considered as pointlike and freely moving;

• any probe interacts with only one parton, and multiple scattering is completely
negligible.

Under these assumptions, a scattering involving a hadron can be seen as the product
between the probability to find a particular parton inside the hadron times the scatter-
ing involving that parton, summed over all the possible partons inside the hadron. By
identifying these partons with the fundamental quarks and gluons of QCD, we are able
to separate the long-distance contributions, controlling the distribution of partons into
hadrons, from the parton scattering amplitude, which is perturbative calculable, since it
is linked only to a short-distance dynamics.

The same procedure can be applied also in the final state. The distribution of an
hadron can be seen as the product of the distribution of a parton times the probability
for the parton to fragmentate into the desired hadron, summed over all the possible
partons in the final state. Even in this case we separate the short-distance dynamics,
controlling the partonic distribution, from the long-distance dynamics, controlling the
fragmentation function. In the following we will concentrate on the initial state problem,
and we leave aside the discussion about fragmentation functions and hadrons in the final

2first postulated by Bjorken [7] and Feynman [8]
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state. However, the following discussion can be straightforward applied also in this case,
and we refer the interested reader to Ref. [6] for a more general treatment.

Moreover, in the rest of the thesis, we are going to focus ourself on hadron-hadron
scattering rather than photon-hadron or lepton-hadron scattering. In the same assump-
tions, Parton Model states that the hadron-hadron scattering observable can be obtained
at high-energy by the product between the probability to find two particular partons into
the hadrons and the scattering observable computed with the two partons in the initial
state, summed over all the possible couple of partons in the hadrons.

Now, in addition to briefly sketch a proof of the Parton Model, we want to present
other two important properties of this construction: first of all, it can be proved for
inclusive enough observables that probability distributions, now on called PDFs, parton
distribution functions, are universal and not correlated with short-distance dynamics;
second, for them, we can properly define finite radiative corrections at any orders in the
strong coupling.

The Parton Model, together with the two further properties we have just mentioned,
forms the so-called Collinear Factorization Theorem of QCD, which represents the theo-
retical ground for any perturbative computation of strong interactions. Last part of this
section is devoted to a general proof of this theorem, together with explicit application of
the construction.

1.2.1 Collinear Factorization Theorem

We start by presenting an heuristic proof of the Parton Model in the context of hadron-
hadron scattering [9]. For a complete and general proof, we refer the reader to Ref. [10–12].

Parton Model mechanism can be easily understood with the following physical argu-
ment: consider the centre of mass frame of the pair of hadrons; since we are at high energy
two important things happen to our particle in this frame. First, it is Lorentz contracted
in the direction of the collision, and second its internal interactions are time dilated.
Hence, since we want to consider hadrons as formed by virtual interacting partons, at
high energy we can consider the lifetime of any virtual partonic state as lengthened.

On the contrary the time it takes one hadron to transverse the other is shortened. In
the case, when the latter is much shorter than the former, each hadron will be in a single
virtual state characterized by a definite number of partons during the whole interaction.
Since partons inside the same hadron do not interact during this time, we can think
each one as carrying a definite fraction x1 and x2 of the hadrons h1 and h2 momenta
in the centre of mass frame. Since the interaction is highly boosted, we expect x1, x2

to satisfy 0 < xi < 1, since otherwise one or more partons would have to move in the
opposite direction with respect to the hadron they form. It now makes sense to talk about
interactions between two particular partons of definite momentum, rather than between
two hadrons as a whole. Moreover, if we require the momentum transfer between the
interacting partons to be very high, we are assuming that the virtual particles which
mediate parton-parton scattering can not travel far. Then, if the density of partons is
not too high, any partons will be able to interact with only another single parton, and
multiple scattering is negligible. For the same reason, also interactions which occur in
the final state, after the hard scattering, are assumed to occur on time scales too long to
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interfere with it3.

Under these assumptions, the high energy scattering process becomes essentially clas-
sical and incoherent. The cross section for hadron scattering may thus be computed
combining probabilities, rather than amplitudes. In the case of a total cross section for a
process characterized by a transferred momentum Q2, we can write:

σh1,h2

(
τ,Q2

)
=

∑
i∈h1, j∈h2

∫ 1

τ

dx1 fi (x1)

∫ 1

τ
x1

dx2 fj (x2) σ̂i,j

(
x =

τ

x1x2
, Q2

)
(1.2.1)

where fi(x) (fj(x)) is the parton distribution function, PDF, i.e. the probability of
finding the parton i (j) in the hadron h1 (h2) with momentum fraction x of the hadron
momentum, while σ̂ is the partonic cross section. We are going to come back on Eq. (1.2.1)
after the inclusion of radiative corrections of QCD into σ̂i,j .

Using Parton Model we have defined a factorized expression for a general hadronic
observable (for example the total cross section as in Eq. (1.2.1)), implicitly in formulas:

O = L ⊗ Ô (1.2.2)

where we call O, Ô the selected observable with hadrons and partons respectively in the
initial state, and L the convolution of the PDFs, which is called in literature parton density
luminosity. The symbol ⊗ stands for a multiplicative convolution over the momentum
fraction of the partons, as in Eq. (1.2.1). Now, merging Parton Model with QCD, we
come to the conclusion that Ô, since it describes the hard interaction between quarks and
gluons, it has to admit a perturbative expansion in the strong coupling. We thus write:

Ô = Ô(0) + Ô(1)αs + Ô(2)α2
s + . . . (1.2.3)

where Ô(0) stands for the LO contribution4, while the following terms represent radiative
corrections to the observable.

As usual, in quantum field theory the corrections Ô(i) with i > 0 are computed
by evaluating loop Feynman Diagrams. QCD loop diagrams, however, show both UV
and IR divergences and, while the former are treated with renormalization techniques, no
renormalization procedure can get rid of the latter. The meaning of infra-red singularities
is the following: they state that the cross section is sensitive to long distance effects, like
fermion masses, hadronization mechanism and so on. This behaviour is linked to the two
general properties of QCD we introduced, the confinement and the asymptotic freedom.
When the energy becomes soft, the radiation energy scale approaches the critical scale Λ,
the Landau pole, where the running coupling explodes. Moreover, at this scale other IR
singularities arise from our ignorance about QCD at low energy, in the non-perturbative
regime. While the first case is present also in QED, the second is typical of QCD. This
fact increases the general difficulty of the fixed order computations in QCD.

In the following we focus our attention on colour singlet production process, since
this is the application we have in mind in the rest of the thesis. Similar considerations

3This hypothesis is almost trivial in computing total cross section since we integrate over all possible
final state; however, it turn out to be very important if we want to study more exclusively the final state
dynamics (Parton Shower or Jets) [16–18]

4Typically, in literature, we refer to näıve parton model if the partonic observable is computed at LO,
improved parton model if also radiative corrections are included
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apply for jet observables. However, situation is slightly different if we consider hadrons
in the final state; for a general discussion about fragmentation functions and this type of
observables we refer the reader to Ref. [6].

Colour singlet production is a general process as

h1 + h2 → S +X (1.2.4)

with S, the final state we are interested in, which we want to be not strong interacting,
and X the possible extra radiation. In this process IR divergences arise from loop virtual
diagrams, and from integration of phase space in the real emission diagrams with one
more particle in the final state.

By inspecting the nature of these IR divergences, it is easy to divide them in two
classes:

• Soft singularities: divergences obtained in the region when the energy of the extra
gluon goes to zero.

• Collinear singularities: divergences obtained in the region when the angle with
respect to the emitted leg of the extra gluon or quark goes to zero.

By summing virtual and real contributions some cancellations take place. In particular
all the soft singularities and all the collinear singularities coming from final state radiations
exactly cancel between virtual and real diagrams. Therefore, while considering a process
in QCD with a fixed number of particles in the final state is sensitive to long distance
contributions, the ”inclusive” measurement in which we admit the possible emission of
new quarks and gluons is only short-distance dominated. We are going to be more precise
about the meaning of ”inclusive” measurement in a while. The physical interpretation is
rather simple. Since we collide hadrons in the initial state, we are not able to distinguish
the radiation of new partons from the rest of partons already in the initial state but not
involved in the hard interaction (spectator partons), without a detailed description of the
structure of the hadron itself. For this reason, the process with a fixed number of partons
in the final state is sensitive to long-distance dynamics while the sum is not.

This cancellation is a consequence of the Kinoshita-Lee-Nauenberg theorem [13, 14].
Roughly speaking, this theorem deals with divergences that arise because of degeneracy
in the final state. In both cases, the final state with an extra gluon or quark is nearly
degenerate with the state with no new partons at all. Hence the theorem states that the
cross section obtained by summing up over degenerate states is not divergent.

We have understood that an observable that sums over an infinite number of config-
urations with more and more partons in the final state, is finite as regards final state
radiation. Of course, completely inclusive observables, as total cross sections, where all
the configurations are taken into account are finite but is is also possible to study per-
turbatively some more exclusive observables, such as angular or rapidity distributions of
S?

We have the following statement: cancellations of divergences in the final state occurs
for any infra-red and collinear safe observables [15]. The definition of an infra-red and
collinear safe observable is the following: given an observable

V (p1, . . . , pn) (1.2.5)
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defined as a function of all the momenta in the process, it must fulfil

V (p1, . . . , pi, . . . , pn) = V (p1, p2, . . . , pi−1, pi+1, . . . , pn) if p0
i → 0 (1.2.6a)

V (p1, . . . , pi, . . . , pj , . . . , pn) = V (p1, p2, . . . , pi + pj , . . . , pn) if pi ‖ pj . (1.2.6b)

Eqs. (1.2.6) state that our observable to be perturbative calculable must be insensitive to
any extra emission which is soft and/or collinear.

Rapidity distribution of S is an example of a more exclusive infra-red and collinear
safe observable while the pseudorapidity5 and transverse momentum distribution is an
example of observable always sensitive to long-distance dynamics since it does not fulfils
the first requirement of Eqs. (1.2.6). On the contrary the single differential distribution
in transverse momentum or the double differential rapidity and transverse momentum
distribution are correct infra-red and collinear safe observables. The study of this type of
observables in colour singlet production process will be the main subject of this thesis.

We reach the conclusion that any strong radiative contribution in the final state is
finite if we limit to consider infra-red and collinear safe observables. We move now to
initial state radiation. Here the situation is slightly more difficult. Indeed, even if soft
divergences still cancel between real and virtual contributions, a collinear singularity
persists. We try now to explain why.

Figure 1.2. Single real gluon emission from a general process, in the final state (left) and
in the initial state (right) respectively [18].

Look at the Fig. 1.2; it shows the emission of one more gluon with respect to the
Born cross section, appearing in the final (left) or in the initial state (right). The main
difference between the two cases is related to the Born cross section, σ̂(0). In both cases,
it is a function of the momenta entering or exiting the blob. Hence, there is a difference
between the left panel and the right panel of Fig. 1.2: if the new parton is radiated in
the final state, the correction multiplies σ̂(0) (p); instead, if the new parton is radiated
in the initial state, the Born cross section appears as σ̂(0) (zp). This is an important
difference, because one loop virtual corrections share the same kinematics of the Born
level and appear in the divergent region multiplied by σ(0) (p).

Therefore, while in the final state we have total cancellation, in the initial state a
residue proportional to σ(0) (zp)− σ(0) (p) still remains. This is a totally collinear contri-
bution, since in the soft region z → 1, we recover exact cancellation. How are we able to
get rid also of this extra divergence?

5The pseudo-rapidity is the variable used for describing angular spectrum. It is defined as

η = − ln tan
θ

2
(1.2.7)

with θ the angle of the studied final state with respect to the beam direction
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The way we treat these divergences is analogue to what happens in renormalization:
since, in the parton model formula, Eq. (1.2.1) or Eq. (1.2.2), PDFs are quantities which
should be measured, we can imagine that in the näıve formulation of the parton model
they are bare objects, and that they can be redefined in such a way to reabsorb all collinear
divergences: the new PDFs we obtain are what we actually measure and then they have
to be finite.

Schematically we have the following situation. We can write our hadronic observable
as

O = L ⊗ Γdiv
(
µ2

F

)
⊗ Ô

(
µ2

F

)
(1.2.8)

where still the symbol ⊗ means a multiplicative convolution, we call Γdiv the collinear
divergent part of Ô and we introduce a new energy scale µ2

F, emerging in the regularization
process (as in dimensional regularization for example). We are now able to redefine our
Luminosity according to

L
(
µ2

F

)
= Γdiv

(
µ2

F

)
⊗ L (1.2.9)

and to associate to L
(
µ2

F

)
the PDFs we actually measure. We end up with a complete

finite definition for our infra-red and collinear safe observable:

O = L
(
µ2

F

)
⊗ Ô

(
µ2

F

)
. (1.2.10)

The process of regularization of divergences brings the PDFs and our partonic cross
section to acquire a dependence on a new fictitious energy scale µ2

F, the scale where
the PDFs are actually measured. It must be set near the hard scale of the process, as
the renormalization scale, in order not to introduce large logarithms in our perturbative
expansion.

However, in performing this construction, we have tacitly assumed three important
facts:

• the divergent part in the partonic observable factorizes;

• the divergent part is independent of the observable and of the process;

• the factorized expression assumed in the parton model still holds after the inclusion
of QCD corrections; this means that diagrams with additional lines connecting the
partonic part of the process directly to the non-perturbative hadronic part do not
count.

In the following sections we are going to prove the first two assumptions while for a general
demonstration of the third fact, which is based on OPE (Operator Product Expansion)
expansion we refer the interested reader to Ref. [10].

In conclusion, in this section we present two main ingredients that permits perturba-
tive calculations in QCD: parton model and factorization theorem. First, our hadronic
observable can be factorized at the level of probability, rather than amplitudes, into a
product of a long-distance object, the PDF luminosity, and a short-distance observable.
Moreover, inclusion of QCD radiative corrections into the partonic observable can be
performed regularizing all IR and UV singularities. To avoid divergences, however, we
need:
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• to limit our study to observables which are infra-red and collinear safe.

• to redefine our PDFs luminosity, by absorbing all initial state collinear divergences,
and to acquire in the PDFs and in the partonic observable a new dependence from
the factorization energy scale, µ2

F.

Nevertheless, final factorized result, Eq. (1.2.10), permits us to produce predictions in the
high energy limit for strong interacting processes. Collider experiments prove that this
entire picture works extremely well, permitting us to evaluate many observables with the
incredible precision of even less than 5%.

Time is ripe to present a general proof of Factorization Theorem in the context of
hadron-hadron scattering. This will be the subject of the next subsection.

1.2.2 Generalized Ladder Expansion

In the previous section, we understood how to introduce QCD radiative corrections in
the environment of the Parton Model. When we have to deal with hadrons in the initial
state, a residual collinear divergence remains even if we consider a infra-red and collinear
safe observable.

However, collinear factorization theorem states that such divergences are universal and
factorizable into bare parton distribution functions, leaving at the end all finite objects.
As for renormalization, remaining objects, even if finite, acquire a new dependence from
an arbitrary scale, in this case called factorization scale. We are going to come back
about the factorization scale dependence of PDFs and observables in the next section
where PDFs evolution will be discussed.

Now, the rest of the section is devoted to present a possible general proof of the
collinear factorization theorem in the case of hadron-hadron scattering. Our derivation
follows very closely the demonstration of Ref. [19, 23], and we refer the interested reader
to these references for further details.

Our starting point is the näive Parton Model factorization, i.e the convolution of two

universal bare parton distributions f
(0)
i and f

(0)
j with a process-dependent unsubtracted

partonic observable Ô(0)
ij :

O =
∑
ij

f
(0)
i ⊗ f (0)

j ⊗ Ô(0)
ij (1.2.11)

where ⊗ symbol indicates, as before, standard multiplicative convolution in x space (see
Eq. (B.2.16) for definition).

This expression at this point presents mass singularities (IR) both in Ô(0)
ij and in f

(0)
i .

Let us regulate them by means of the dimensional regularization technique; indeed, in the
massless theory in d = 4 − 2ε dimensions, infra-red singularities should appear as poles
in ε.

Now the general strategy, to achieve the factorization of singularities, consists in a
reorganization of the perturbative series which goes under the name of generalized ladder
expansion (GLE). In order to deal only with physical degrees of freedom, we are going
to work in the light-cone gauge (axial gauge nµA

µ = 0, λ = 0, n2 = 0), thus ignoring
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any ghost contribution. First proposed in Ref. [19] for DIS, we shall present it in hadro-

production case. The partonic observable Ô(0)
ij for the subprocess pi (k1)+pj (k2)→ X (q),

with X denoting any possible final state, can be evaluated by cutting all the diagrams
for the forward scattering amplitude pi (k1) + pj (k2) → pi (k1) + pj (k2) (using optical
theorem, whose realization in perturbative QCD is based on the Cutkosky rules).

Figure 1.3. Generalized ladder expansion subtraction for a single external inital line. The
squared matrix element is view as an 2PI hard part d̈ressedb̈y a entire sum of singular K0

emission kernels.

In Ref. [24], two important results are shown: first, the all-order perturbative series
of the cut diagrams can be rewritten as a 2PI hard-interaction contribution H0 where
any of the four external parton lines are consecutively ”dressed” with 2PI kernels K0, as
shown in Fig. 1.3; second, any diagram containing a line which connects kernels belonging
to different parton lines of H0 is finite, i.e. does not carry any extra residual collinear
divergences. Regarding the singularity structure, we can think recasting our cut diagrams
as a connection between a process-dependent hard part, which contain the Born level,
and two ladders of kernels K0. Kernel K0 and the hard part H0 are formed by a proper
combination of 2PI topologies in the t-channel. With this term, we indicate topologies
for which their top cannot be disconnected from the bottom by cutting only two lines;
at least three lines must be cut. Examples of such topologies are included in Fig. (1.4)
where a possible decomposition for K0 is sketched.

Figure 1.4. Examples of 2PI topologies for the ladder kernel K0. The lines and vertices
are of any type allowed by the theory.

Note that in Fig. 1.3 external lines connecting two kernels represent full momentum
integration, and kernels themselves are sums of cut diagrams. It can be proved [19] that
in axial gauge the single 2PI kernel is finite, as long as the integration over the external
legs is detained. Hence, all collinear singularities arise from these integrations over the
momenta flowing in the lines connecting consecutive kernels. Moreover, it is important
to note that hard part H0 and kernels K0 carry in principle two pairs of Lorentz indices
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and depend on two momenta. They carry in many cases also colour components, but
we can strip off all colour dependence diagram by diagram using standard techniques
(see Ref. [18, 25, 26] for a general treatment). Therefore we are going to work only with
colourless amplitudes and diagrams.

To simplify notations, we shall suppress in the rest of the section all indices and
dependences. However, any product in the following formulas has to be intended as

Cαβµν (q1, q2) =

∫
dnl

(2π)
nA

αβ
γη (q1, l)B

γη
µν (l, q2) (1.2.12)

even if it will be denoted in a more compact way as C = AB.

Given all these assumptions, the generalized ladder expansion (GLE) of the unsub-

tracted observable Ô(0)
ij can be written as

Ô(0)
ij = (H0)ij

(
1 +K

(i)
0 +

(
K

(i)
0

)2

+ . . .

)
i

(
1 +K

(j)
0 +

(
K

(j)
0

)2

+ . . .

)
j

= (H0)ij

(
1

1−K(i)
0

)(
1

1−K(j)
0

)
j

= (H0)ij

(
Γ

(i)
0

)(
Γ

(j)
0

)
. (1.2.13)

At first sight, Eq. (1.2.13) could seem the desired factorization: H0, being a 2PI kernel, is
finite and all mass singularities are contained in the ladder parts Γ0. Nevertheless (H0)ij

and
(

Γ
(i)
0

)
,
(

Γ
(j)
0

)
are still coupled by both the momentum integration and Lorentz

structure, as shown by Eq. (1.2.12). The particular form of the kernel depends only on
the type of parton i to which is connected in H0.

Full factorization is achieved using a suitable projector for the parton k P(k) to de-

couple H0 and K
(k)
0 in momentum and spinor space, thus extracting singular part of

the integrations. It is convenient to separate the action of the projector in spinor and

momentum space P(k)
s and Pε respectively, thus permitting us to rewrite full projector

implicitly as P(k) = P(k)
s Pε. However, since the explicit action of P(k)

s on a general kernel
is not essential to understand factorization, we do not report it in this section, referring
the interested reader to the original papers [19, 23]. Instead, we define the action of Pε
projector: when it acts on a generic function F , it selects just its poles:

PεF =
∑
n>0

1

εn

(
lim
ε→0

εnF
)
. (1.2.14)

The following steps are rather straightforward, given all the due technicalities we
gave ourselves. We proceed with an iterative factorization of the collinear singularities in

Eq. (1.2.13). First, we factorize the singular part of the last kernel K
(i)
0 on the parton i:

Ô(0)
ij = (H0)ij

( ∞∑
k′=0

(
K

(j)
0

)k′)( ∞∑
k=0

(
K

(i)
0

)k)
= H0

( ∞∑
k=0

(
K

(i)
0

)k)

= H0

[
1 +

∞∑
k=1

(
K

(i)
0

)k−1

P(i)K
(i)
0 +

∞∑
k=1

(
K

(i)
0

)k−1 (
1− P(i)

)
K

(i)
0

]
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= H0

[
1 +

∞∑
k=0

(
K

(i)
0

)k (
1− P(i)

)
K

(i)
0

]
+ Ô(0)

ij P(i)K0 (1.2.15)

where we define the object H0 = (H0)ij

(∑∞
k′=0

(
K

(j)
0

)k′)
.

Bringing last term in Eq. (1.2.15) to the left-hand side of equation gives:

Ô(0)
ij

(
1− P(i)K

(i)
0

)
= H0

[
1 +

∞∑
k=0

(
K

(i)
0

)k (
1− P(i)

)
K

(i)
0

]
. (1.2.16)

We now go on with the iterative factorization, by isolating singular part of

K
(i)
0

(
1− P(i)

)
K

(i)
0 on the right-hand side of Eq. (1.2.16):

K
(i)
0

(
1− P(i)

)
K

(i)
0 =

(
1− P(i)

) [
K

(i)
0

(
1− P(i)

)
K

(i)
0

]
+ P(i)

[
K

(i)
0

(
1− P(i)

)
K

(i)
0

]
(1.2.17)

Substituting last equation into Eq. (1.2.16) gives:

Ô(0)
ij

(
1− P(i)K

(i)
0

)
= H0

[
1 +

(
1− P(i)

)
K

(i)
0 +

∞∑
k=0

(
K

(i)
0

)k+1 (
1− P(i)

)
K

(i)
0

]

= H0

[
1 +

(
1− P(i)

)
K

(i)
0

+

∞∑
k=0

(
K

(i)
0

)k (
1− P(i)

) [
K

(i)
0

(
1− P(i)

)
K

(i)
0

] ]
+ ÔijP(i)

[
K

(i)
0

(
1− P(i)

)
K

(i)
0

]
. (1.2.18)

We again move last term on the left-hand side of Eq. (1.2.18) to obtain:

Ô(0)
ij

(
1− P(i)K

(i)
0 − P(i)

[
K

(i)
0

(
1− P(i)

)
K

(i)
0

])
=

H0

[
1 +

(
1− P(i)

)
K

(i)
0 +

∞∑
k=0

(
K

(i)
0

)k (
1− P(i)

) [
K

(i)
0

(
1− P(i)

)
K

(i)
0

]]
. (1.2.19)

By iterating infinite times this procedure, we end up with the following series

Ô(0)
ij

[
1− P(i)

( ∞∑
k=0

K
(i)
0

[(
1− P(i)

)
K

(i)
0

]k)]
= H0

( ∞∑
k=0

[(
1− P(i)

)
K

(i)
0

]k)
(1.2.20)

which can formally be recast in a more compact form

Ô(0)
ij

[
1− P(i)

(
K

(i)
0

1

1−
(
1− P(i)

)
K

(i)
0

)]
= H0

1

1−
(
1− P(i)

)
K

(i)
0

(1.2.21)
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by defining the kernel 1

1−(1−P(i))K(i)
0

as the series expansion in which
(
1− P(i)

)
acts on

the full expression on the right:

1

1−
(
1− P(i)

)
K

(i)
0

= 1 +
(

1− P(i)
)
K

(i)
0 +

(
1− P(i)

) [
K

(i)
0

(
1− P(i)

)
K

(i)
0

]
+ . . . .

(1.2.22)

Eq. (1.2.21) can now be manipulated to isolate Ô(0)
ij on the left-side, giving

Ô(0)
ij =

(
H0

1

1−
(
1− P(i)

)
K

(i)
0

)
⊗
(

1

1− P(i)K(i)

)
(1.2.23)

where we define

K(i) = K
(i)
0

1

1−
(
1− P(i)

)
K

(i)
0

. (1.2.24)

Please pay attention than now in Eq. (1.2.23), to achieve an expression which is as compact
as possible we defined the term 1

1−P(i)K(i) by the series expansion in which the projector

acts only on the adjacent K(i) on the right:

1

1− P(i)K(i)
= 1 + P(i)K(i) +

(
P(i)K(i)

)(
P(i)K(i)

)
. (1.2.25)

Now in Eq. (1.2.23), all the singularities associated to parton i have been factorized; we
can extract parton j collinear singularities from H0 following similar steps. We come to:

Ô(0)
ij =

(
(H0)ij

1

1−
(
1− P(i)

)
K

(i)
0

1

1−
(
1− P(j)

)
K

(j)
0

)

⊗

(
1

1− P(i)K
(i)
0

)
⊗

(
1

1− P(j)K
(j)
0

)
= Ôij ⊗ Γ(i) ⊗ Γ(j). (1.2.26)

Eq. (1.2.26) is our desired factorized expression: we end up with a modified hard-
interaction part Ôij free of collinear singularities, which have all been moved into universal
objects Γ(i) and Γ(j).

The cross dots between the Γ and O is now only in the form of a normal one dimension
convolution. Using Parton Model factorization, Eq. (1.2.11), we can rewrite the hadronic
observable as

O =
∑
ij

f
(0)
i ⊗ f (0)

j ⊗ Ô(0)
ij =

∑
ij

(
f

(0)
i ⊗ Γ(i)

)
⊗
(
f

(0)
j ⊗ Γ(j)

)
⊗ Ôij =

∑
ij

fi ⊗ fj ⊗ Ôij

(1.2.27)
where

Ôij =

(
(H0)ij

1

1−
(
1− P(i)

)
K

(i)
0

1

1−
(
1− P(j)

)
K

(j)
0

)
(1.2.28)

and

fi = f
(0)
i ⊗

(
1

1− P(i)K(i)

)
(1.2.29)
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are now by construction finite, and therefore we can finally set ε = 0.

Finally, we end this section with two important remarks; first when we introduce
dimensional regularization, in order to maintain dimensionless all the various quantities
we need to introduce a new arbitrary scale of energy, the factorization scale. Therefore
our final objects Ôij and Γ(i) (and fj) will in fact depend also on µ2

F. Then, in the
factorization construction it is important to remember there is some arbitrariness in the
choice of how much of the finite contributions is to be absorbed into the redefinition of the
PDFs. Such a freedom, as for renormalization, takes the name of factorization scheme
choice. The subtraction scheme is uniquely fixed by the exact definition of the action of
the ε projector Pε. As an example, the projector given by Eq. (1.2.12) subtracts only the
pure pole part, thus defining the MS scheme. However, a more common choice, which will
be used throughout this thesis, is the so-called MS scheme where also terms proportional
to γE + ln (4π) coming from angular integrations are systematically subtracted. This is
achieved using the following definition for Pε:

PM̄S
ε F =

∑
n>0

1

εn

(
lim
ε→0

εnF
)

exp [ε (−γE + ln (4π))] . (1.2.30)

In conclusion, in this section we have presented an heuristic demonstration of collinear
factorization in the case of hadron-hadron collision at any order in αs, based on general
ladder expansion (GLE). We proved that we can construct finite infra-red and collinear
safe observable by factorizing into bare PDFs all the residual collinear singularities emerg-
ing from initial state radiation.

As well as providing solid grounds to Parton Model and Collinear Factorization The-
orem, the same construction will be applied in Chap. 3 to resum leading logarithmic
contribution in the high energy regime.

The last topic we need to describe about collinear factorization is the factorization
scale dependence. This arbitrary scale was introduced in the process of regularization of
collinear divergences and controls the hadron structure at different scale of distance. PDFs
evolution will be the subject of the following subsection, which concludes our discussion
about collinear factorization at high energy in QCD.

1.2.3 PDF Evolution: DGLAP Equations

In the previous sections, we describe how to introduce QCD radiative corrections inside
the picture of Parton Model. In order to factorize all the divergences we have to introduce,
in addition to renormalization scale, another arbitrary scale, the factorization one. Since
it is an arbitrary scale we need to require that hadron observables should be independent
from such a scale.

The requirement of scale independence for any hadronic observable brings to renormal-
ization group equations also for PDFs. However, a general treatment of Callan-Symanzik
equation in the context of factorization requires a general treatment about OPE expan-
sion, and it will be beyond general scope of this thesis. Hence we are going to limit
ourselves to present final results, referring interested reader to Refs. [10, 12].
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The condition

µ2
F

∂O
∂µ2

F

= 0 (1.2.31)

can be fulfilled by requiring that PDFs solve the following set of Nf +1 equations, known
in literature as Dokshitzer-Gribov-Lipatov-Altarelli-Parisi equations (DGLAP) [20–22]:

µ2
F

∂

∂µ2
F

(
qi
(
x, µ2

F

)
g
(
x, µ2

F

)) =

∫ 1

0

dξ

ξ

 Pqi,qj

(
x
ξ , αs

(
µ2

F

))
Pqi,g

(
x
ξ , αs

(
µ2

F

))
Pg,qj

(
x
ξ , αs

(
µ2

F

))
Pg,g

(
x
ξ , αs

(
µ2

F

))
(qj (ξ, µ2

F

)
g
(
ξ, µ2

F

))
(1.2.32)

where the various Pij composing the (Nf + 1)×(Nf + 1) matrix are called inclusive split-
ting functions and control the universal collinear splitting of a parton i into a parton j and
anything else. They admit a perturbative expansion in power of αs, leading to a pertur-
bative solution of DGLAP equation. Expansion of the splitting function at leading order
O (αs) permits to recover the highest logarithm of the factorization scale in the PDFs
(and hence in the partonic observable) at any order in αs. The introduction of further
orders in the splitting functions permits to recover subleading logarithmic contributions.

It is important to note that the evolution of PDFs mixes the flavour of the partons.
Hence talking about different partonic channels is meaningful only specifying the energy
scale we are considering. It is only by taking the sum over all the possible flavours that
we can be sure to have a subleading factorization scale dependence.

The explicit perturbative solution of Eq. (1.2.32), together with the expression for the
leading order of the splitting function are collected in Appendix A.

However, up to now this remains only a theoretical discussion; we want now to present
in the next section an explicit evaluation of the first radiative correction to a particular
observable. Our desire is to see all this procedure at work, and to highlight cancellation
of divergences in an explicit calculation.

1.3 Application: NLO Higgs Boson Production

Our aim in this section is to present in detail the computation of the first radiative
correction to the Higgs Boson gluon fusion production process in the effective theory
approach. This is the main production mechanism at LHC for the Higgs and we will
come back to this particular process also in other applications through the thesis.

In the Standard Model, Higgs boson is mainly produced in gluon fusion through a
quark loop as in Fig. 1.5 (left); since quark-Higgs coupling is proportional to the mass
of the quark, major contribution comes from diagram where top quark circulates in the
loop. We are now going to focus on the limit in which we can consider m2

top � m2
H; in

this limit the loop shrinks to a point and we can write an effective pointlike interaction,
as depicted in Fig. 1.5 (right). The interaction is controlled by the following effective
Lagrangian:

L eff
int =

αs
12πv

CWHG
a
µνG

µν
a (1.3.1)

with CW = 1 + O (αs) Wilson coefficient of the effective interaction, H the Higgs field
in unitary gauge and Gaµν the gluon field tensor, Eq. (1.1.4). We summarize the new
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Figure 1.5. Feynman Diagrams contributing to gluon fusion Higgs production LO cross
section, in Standand Model (left) and in EFT approach (right)

Feynman Rules, which arise from this effective interaction in Fig. 1.66.

1.3.1 Leading order

We start our computation from leading order in αs. Since it will be useful for NLO
computation, we are going to write it in d dimensions. At this order only one diagram
contributes and it is depicted in Fig. 1.7.

The invariant matrix element is simply given by the effective vertex; then we can
write:

MLO = i
αs

3πv
εaα (p1) εbβ (p2)

(
(p1 · p2) gαβ − pβ1pα2

)
δab. (1.3.5)

Now, we square the matrix element and we perform the sum and the average over colour
and polarizations of the initial states. In performing the sum we have to remember that
in QCD ∑

εmµ (p) εnν (p) =

(
−gµν +

pµp̄ν + pν p̄µ

(p · p̄)

)
δmn (1.3.6)

with pµ = (|p| ,p), p̄µ = (|p| ,−p).

We thus obtain in this case

1

256 (1− ε)2

∑
|MLO|2 =

α2
s

9π2v2

1

256 (1− ε)2 16 (1− ε) (p1 · p2)
2

=
α2
s

576π2v2 (1− ε)
s2

(1.3.7)

where in the second step we use the definition of the Mandelstam variable s = (p1 + p2)
2
.

The phase space for this process turns out to be trivial, since it is a 2→ 1 process:

dΦ =
dd−1pH

(2π)
d−1

2mH

(2π)
d
δ(d) (p1 + p2 − p−H) =

π

mH

δ
(√
s−mH

)
=

2π

s
δ (1− τ̂) ,

(1.3.8)

with τ̂ =
m2

H

s .

6all momenta are supposed as incoming
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− i αs
3πv

(
(p1 · p2) gαβ − pβ1pα2

)
δab (1.3.2)

αs
√

4παs
3πv

fabc
[

(p1 − p2)
γ
gαβ

+ (p2 − k)
α
gβγ

+ (k − p1)
β
gαγ
]

(1.3.3)

−i4α
2
s

3v

[
feabfecd

(
gαγgβδ − gαδgβγ

)
+ feacfebd

(
gαβgγδ − gαδgβγ

)
+ feadfebc

(
gαβgγδ − gαγgβδ

) ]
(1.3.4)

Figure 1.6. Effective Feynman Rules when mtop is integrated out.

Adding the matrix element of Eq. (1.3.7) and the flux factor, we come to the final
expression for the Higgs boson production cross section at LO:

σLO (τ̂) =
α2
s

576πv2 (1− ε)
δ (1− τ̂) = σ0δ (1− τ̂) . (1.3.9)

which reduces in four dimension to

σLO (τ̂) =
α2
s

576πv2
δ (1− τ̂) (1.3.10)

Now we want to move to the computation of the first radiative correction, the NLO
contribution. In this case we have to evaluate separately virtual and real diagrams in a
particular regularization scheme in order to highlight divergences. We decide to proceed
in the next subsections working in dimensional regularization, which is one of the most
common regularization procedures applied in literature.
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Figure 1.7. Feynman Diagram which contributes to LO EFT Higgs boson production

At NLO, other partonic channels start to contribute to the total cross section, the
quark-gluon and the quark-antiquark channels. However, since the singularity structure
of these new partonic contributions is almost trivial, we will concentrate only on the
pure gluonic channel leaving to the interested reader the computation of the other terms.
Explicit results can be found for example in the original Ref. [27].

1.3.2 Virtual Contribution

We start our NLO computation from the one-loop virtual contribution to the process
gg → H, the only non-zero channel at LO.

One-loop diagrams which contribute at this order are depicted in Fig. 1.8. Associated
matrix elements are the following:

Mtri =
4α3

s

3v
CAε

a
α (p1) εbβ (p2) δa b

∫
ddk

(2π)
d

1

(p1 + k)
2

(p2 − k)
2
k2[

(2p1 + k)
λ
gαµ − (2k + p1)

α
gµλ + (k − p1)

µ
gαλ
]

[
(2p2 − k)λ g

βν + (2k − p2)
β
gνλ − (k + p2)

ν
gβλ

]
[
((p1 + k) · (p2 − k)) gµν − (p1 + k)ν (p2 − k)µ

]
, (1.3.11)

Mbub =
4α2

s

3v
CAε

a
α (p1) εbβ (p2) δab

∫
ddk

(2π)
d

1

k2 (p1 + p2 − k)
2[

2gαβgγδ − gαδgβγ − gαγgβδ
]

[(k · (p1 + p2 − k)) gδγ − kδ (p1 + p2 − k)δ] . (1.3.12)

By performing a few simplifications and the decomposition of the tensor integrals ap-
pearing in the amplitudes, we can express the result in terms of the following two scalar
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integrals

µ2ε

∫
ddk

(2π)
d

1

k2 (k − p1 − p2)
2 = (4π)

ε Γ (1 + ε) Γ (1− ε)2

Γ (1− 2ε)

(
µ2ε

m2
H

)ε(
1

ε
+ 2

)
(1.3.13)

µ2ε

∫
ddk

(2π)
d

1

k2 (p1 + k)
2

(k − p2)
2 = (4π)

ε Γ (1 + ε) Γ (1− ε)2

Γ (1− 2ε)

1

2m2
H

(
µ2ε

m2
H

)ε(
2

ε2
− π2

)
;

(1.3.14)

then taking the interference between these virtual corrections and the Born diagram, we
come to the following results for the two contributions

σ̂tri = σ0δ (1− τ̂)

[
αs
2π
CA

(
4πµ2

m2
H

)ε
Γ (1 + ε) Γ (1− ε)2

Γ (1− 2ε)

(
− 2

ε2
+

10

3ε
+

179

36
+ π2

)]
,

σ̂bub = σ0δ (1− τ̂)

[
αs
2π
CA

(
4πµ2

m2
H

)ε
Γ (1 + ε) Γ (1− ε)2

Γ (1− 2ε)

(
−10

3ε
− 179

36

)]
(1.3.15)

with σ0 coefficient of the Born cross section in d dimension defined in Eq. (1.3.9).

Figure 1.8. NLO virtual contribution to the LO gluon fusion process.

Summing over the diagrams, we obtain the following result for the virtual contribution:

σ̂virt = σ0δ (1− τ̂)

[
αs
2π
CA

(
4πµ2

m2
H

)ε
Γ (1 + ε) Γ (1− ε)2

Γ (1− 2ε)

(
− 2

ε2
+ π2

)]
. (1.3.16)

As we expect, virtual contribution alone is divergent in d = 4 dimension. The double pole
in ε we found means we are hitting the soft and collinear divergence of the process. In our
general discussion of Sec. 1.2.1, we have learned these singularities have to cancel against
real contribution as stated by the Kinoshita-Lee-Nauenberg theorem. We are going to
prove this statement by computing in the next subsection real emission correction for this
process.
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1.3.3 Real Contribution

So far we have considered the virtual NLO contribution to the gluon fusion Higgs pro-
duction process. We have found it divergent; this is understood and expected, since we
have to consider also the real emission of a new parton. Hence we are going to compute
at the first not trivial order the following partonic process:

g (p1) + g (p2)→ g (k) +H (pH) . (1.3.17)

Even this contribution we know to be divergent when the emitted gluon becomes soft
and/or collinear. General analysis presented in Sec. 1.2.1 states it is only the sum between
the real and the virtual contribution which turns out to be finite. For this reason we are
going to perform all the calculations in d dimensions, using dimensional regularization,
as already done in virtual computation.

Figure 1.9. Feynman Diagram real contributions to g + g → H + g

Diagrams which contribute at this order are depicted in Fig. 1.9. The associated
invariant matrix elements are the following:

Ms =
2α

3
2
s

3
√
πsv

fabc
[
− pγ2

(
tgαβ + 2kαpβ1

)
+ pα2

(
(t+ u) gβγ + 2kβ (pγ1 + pγ2)

)
+ pγ1

(
ugαβ − 2kαpβ1

)
− (t+ u) pβ1g

αγ
]
εaα (p1) εbβ (p2) εcγ

∗ (k) (1.3.18a)

Mt =
2α

3
2
s

3
√
πtv

fabc
[
pγ1

(
(s+ u) gαβ + 2pα2

(
kβ − pβ1

))
+ kα

(
(s+ u) gβγ + 2pγ2

(
kβ − pβ1

))
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− gαγ
(
skβ + upβ1

) ]
εaα (p1) εbβ (p2) εcγ

∗ (k) (1.3.18b)

Mu =
2α

3
2
s

3
√
πuv

fabc
[
kα
(
sgβγ − 2

(
kβpγ1 + pβ1p

γ
2

))
+ pα2

(
tgβγ + 2kβpγ1 + 2pβ1p

γ
2

)
− (s+ t)

(
kβgαγ + pγ2g

αβ
) ]
εaα (p1) εbβ (p2) εcγ

∗ (k) (1.3.18c)

Mx =
2α

3
2
s

3
√
πv
fabc

[
− gαγ

(
kβ + pβ1

)
+ gβγ (kα + pα2 ) + gαβ (pγ1 − p

γ
2)
]

εaα (p1) εbβ (p2) εcγ
∗ (k) (1.3.18d)

with Mandelstam variables defined as

s = (p1 + p2)
2

t = (p1 − k)
2

u = (p2 − k)
2
, (1.3.19)

and momentum conservation imposed by the requirement s+ t+ u = m2
H.

Now summing over final polarizations, and averaging over initial polarizations, we
write the square modulus of M =Ms +Mt +Mu +Mx as

1

256 (1− ε)2

∑
|M|2 =

α3
sCA

72πv2 (1− ε)2[
M8 + s4 + t4 + u4

stu
(1− 2ε) +

ε

2

(
M4 + s2 + t2 + u2

)2
stu

]
(1.3.20)

where we define the dimension d = 4− 2ε as in virtual computation.

The phase space for the real emission is a two-body phase space, which takes the form
in d dimension

dΦ2 (p1, p2, pH , k) =
dd−1pH

(2π)
d−1

2EH

dd−1k

(2π)
d−1

2k
(2π)

d
δ(d) (p1 + p2 − pH − k)

=

(
4πµ2

m2
H

)ε
τ̂ (ξp)

−ε
dξp

4πΓ (1− ε)
√

(1− τ̂)
2 − 4τ̂ ξp

(1.3.21)

where we parametrize the kinematics w.r.t. the following dimensionless ratios, τ̂ =
m2

H

s

and ξp =
p2

T

m2
H

(p2
T is the Higgs transverse momentum).

Now we are ready to write the real contribution to the total cross section. We thus
write:

dσreal = σ0

(
αs
2π
CA

(
4πµ2

m2
H

)ε
Γ (1 + ε) Γ (1− ε)2

Γ (1− 2ε)

)
1

ξ1+ε
p

√
(1− τ̂)

2 − 4τ̂ ξp[
4
(
1− τ̂ + τ̂2

)2 − 8ξpτ̂ (1− τ̂)
2

+ 4ξ2
p τ̂

2 − 8ξpτ̂
2ε− 8ξpτ̂

2ε2]dξp +O
(
ε3
)

(1.3.22)

Now, after the computation of virtual and real contributions, we are going to combine
these results to form our final prediction for the NLO term. We have preferred not to
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perform ξp integration yet, since cancellation of divergences at differential level is, in some
sense tricky and we want to present it explicitly. Furthermore, this permits us to show a
very important point for the discussion we are going to take in Chap. 2 about threshold
limit at differential level. We are going to present explicit expressions both for the total
cross section and for the transverse momentum distribution in the next subsection.

1.3.4 NLO transverse momentum distribution and total cross section

Next-to-leading order results are achieved by combining real and virtual contributions.
We start from the transverse momentum distribution and we will recover the total cross
section at the end by performing integration over p2

T (hence ξp). We obtain in d = 4− 2ε
dimension:

dσNLO

dξp
(τ̂ , ξp) = σ0

(
αs
π
CA

(
4πµ2

m2
H

)ε
Γ (1 + ε) Γ (1− ε)2

Γ (1− 2ε)

)
δ (1− τ̂) δ (ξp)

[
− 1

ε2
+ 3ζ2

]
+

2
(
1− τ̂ + τ̂2

)2 − 4ξpτ̂ (1− τ̂)
2

+ 2ξ2
p τ̂

2

ξ1+ε
p

√
(1− τ̂)

2 − 4τ̂ ξp


+O (ε) (1.3.23)

where we ignore terms proportional to ε ξp since they do not contribute to the final result.

Now we are ready to take in Eq. (1.3.23) the limit ε → 0; the choice of the trans-
verse momentum to parametrize our kinematics, however, makes this expansion highly
non-trivial. Indeed our expression Eq. (1.3.23) is soft and collinear divergent in the ξ1+ε

p

factor but also threshold divergent due to the presence of the square root. At first sight,
square root may seem integrable but this is not the case. In fact when the Higgs boson
becomes collinear or soft, an extra threshold divergence in τ̂ → 1 arises at denominator.
This makes the ε→ 0 expansion highly not trivial and moreover it leaves us the following
important message: the pure threshold and the soft-collinear limit for transverse momen-
tum distributions are intrinsically different, since threshold divergences may be screened
by the finite value of pT (or ξp).

To reach our desired NLO correction, we need to highlight threshold divergence before
taking the limit ε → 0. Therefore, we exploit Eq. (B.3.11) to highlight the soft and
collinear divergence

1√
(1− τ̂)

2 − 4τ̂ ξp

=
1[√

(1− τ̂)
2 − 4τ̂ ξp

]a
+

+
1

2
δ (a (ξp)− τ̂) [− ln ξp + ln (1 + ξp)]

(1.3.24)

with a (ξp) =
(√

1 + ξp −
√
ξp
)2

, and we rewrite Eq. (1.3.23) as

dσNLO

dξp
(τ̂ , ξp) = σ0

(
αs
π
CA

(
4πµ2

m2
H

)ε
Γ (1 + ε) Γ (1− ε)2

Γ (1− 2ε)

)
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{
δ (1− τ̂) δ (ξp)

[
− 1

ε2
+ 3ζ2

]
+

2
(
1− τ̂ + τ̂2

)2 − 4ξpτ̂ (1− τ̂)
2

+ 2ξ2
p τ̂

2

ξ1+ε
p

[√
(1− τ̂)

2 − 4τ̂ ξp

]a
+

− δ (a (ξp)− τ̂) a (ξp)
2 (

1 + 8ξp + 9ξ2
p

) [ ln ξp

ξ1+ε
p

− ln (1 + ξp)

ξp

]}
+O (ε) . (1.3.25)

The ε→ 0 limit can now be taken using the following expansion

1

ξ1+ε
p

= −1

ε
δ (ξp) +

[
1

ξp

]
+

+O (ε) , (1.3.26a)

ln ξp

ξ1+ε
p

= − 1

ε2
δ (ξp) +

[
ln ξp
ξp

]
+

+O (ε) , (1.3.26b)

with plus distribution defined as in Eq. (B.3.1) with ξmax = (1−τ̂)2

4τ̂ . More details about
plus distribution properties are collected in Appendix B. Inserting Eqs. (1.3.26) into
Eq. (1.3.25) we obtain:

dσNLO

dξp
(τ̂ , ξp) = σ0

(
αs
π

(
4πµ2

m2
H

)ε){
δ (ξp)

[
−1

ε

2CA

(
1− τ̂ + τ̂2

)2
(1− τ̂)

z
+

+ 3CAζ2δ (1− τ̂)

]

+
2CA

(
1− τ̂ + τ̂2

)2[√
(1− τ̂)

2 − 4τ̂ ξp

]a
+

[
1

ξp

]
+

− 4CAτ̂ (1− τ̂)
2 − 2CAξpτ̂

2√
(1− τ̂)

2 − 4τ̂ ξp

− δ (a (ξp)− τ̂) a (ξp)
2
CA (1 + 4ξp)

2

[[
ln ξp
ξp

]
+

− ln (1 + ξp)

ξp

]}
+O (ε) . (1.3.27)

As we expect, the double pole directly cancels between virtual and real contributions;
instead a single collinear pole remains in our final result which has to be factorized into
the gluon PDF. Applying MS subtraction, we add to our NLO correction the following
Altarelli-Parisi term

dσNLO
AP

dξp
(τ̂ , ξp) = σ0

αs
(
m2

H

)
π

τ̂P (0)
gg (τ̂)

1

ε

(
4πµ2

m2
H

)ε
(1.3.28)

with P
(0)
gg given by Eq. (A.2.8); furthermore we change in Eq. (1.3.27) fixed coupling αs

with running coupling αs
(
m2

H

)
αs = αs

(
m2

H

)(
1−

αs
(
m2

H

)
π

(
µ2

m2
H

)ε
β0

ε

)
. (1.3.29)

For simplicity we have set factorization and renormalization scale equal to the hard scale
m2

H. All poles now cancel and we can set ε = 0 to reach the final result for the first
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radiative correction to the EFT Higgs boson production process

dσNLO

dξp
(τ̂ , ξp) = σ0

αs
(
m2

H

)
π

{
3CAζ2 δ (ξp) δ (1− τ̂)

+
2CA

(
1− τ̂ + τ̂2

)2[√
(1− τ̂)

2 − 4τ̂ ξp

]a
+

[
1

ξp

]
+

− 4CAτ̂ (1− τ̂)
2 − 2CAξpτ̂

2√
(1− τ̂)

2 − 4τ̂ ξp

− δ (a (ξp)− τ̂) a (ξp)
2
CA (1 + 4ξp)

2

[[
ln ξp
ξp

]
+

− ln (1 + ξp)

ξp

]}
. (1.3.30)

We have concluded our calculation. We proved in a concrete example that the cancellation
of collinear and soft divergences really occurs as long as we factorized single collinear initial
state divergence into renormalized PDF. The result we have just obtained constitutes the
NLO correction to the Higgs boson production in the parton channel gluon-gluon. Let us
remind you that in order to reach the complete NLO correction to the EFT Higgs boson
production process, one should add also the other two parton channel contributions: the
quark-gluon and the quark-antiquark. Their expressions can be found for example in
Ref. [27].

In Chap. 2 and Chap. 3 we are going to write for the gluon-gluon parton channel of this
process, all order expressions in the limits τ̂ → a (ξp)

7, ξp → 0 and τ̂ → 0: you can any
time check that NLO expansion should coincide with corresponding limit of Eq. (1.3.30).

Before ending our discussion about NLO EFT Higgs boson production in gluon fu-
sion, we want to write the corresponding correction for the total cross section. We then
integrate Eq. (1.3.30) over ξp obtaining

σNLO (τ̂) = σ0

αs
(
m2

H

)
π

{
2CAζ2δ (1− τ̂) + 4CA

(
1− τ̂ + τ̂2

)2
(

ln (1− τ̂)

1− τ̂

)z
+

−
2CA

(
1− τ̂ + τ̂2

)2
ln τ̂

1− τ̂
− 11

6
CA (1− τ̂)

3

}
, (1.3.31)

which clearly turns out to be equal to the one evaluated in literature, for example in
Ref. [27]. To reach Eq. (1.3.31) we use the following result

∫ (1−τ̂)2

4τ̂

0

dξp


1[√

(1− τ̂)
2 − 4ξpτ̂

]a
+

[
1

ξp

]
+

− 1

2
δ (a (ξp)− τ̂)

[[
ln ξp
ξp

]
+

− ln (1 + ξp)

ξp

]
= −ζ2

2
δ (1− τ̂) + 2

(
ln (1− τ̂)

1− τ̂

)z
+

− ln τ̂

1− τ̂
, (1.3.32)

which can be proved using plus distribution properties described in Appendix B.

7which means x→ 1 with x defined as in Eq. (1.4.10)
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We conclude our general introduction to perturbative QCD; we have explained in
detail why perturbation theory can be applied at high energy even for a strong interacting
theory, and what are the ground rules of such calculations. Moreover, we have presented
one of this calculation for an important process in modern collider physics.

Last section of this chapter wants to be an introduction to all the other topics of this
thesis. We are going to present base notations and definitions we are going to extensively
use, together with general ideas which are behind resummation theories in general.

1.4 Resummations in a nutshell: ideas and notations

The main topic of this thesis is resummation, and in particular resummation for transverse
momentum distributions. Therefore, we want now to highlight the reason why we study
these theories, and the general ideas and approaches in this field.

In Sec. 1.1.1, we presented asymptotic freedom of QCD: at high energies the strong
coupling becomes weaker and weaker, thus permitting the convergence, at least asymp-
totically, of the perturbative series.

However, it turns out that any perturbation series in QCD is only asymptotically
convergent; this means that higher orders provide great corrections to the final result and
the knowledge of only one or two terms of the series is not enough to properly approximate
observables. On one hand, computations of radiative corrections is necessary in QCD to
obtain reliable predictions for the processes we are interested in; on the other hand, since
we need to be rather ”inclusive” in our evaluation to cancel all the IR divergences, the
evaluation of QCD series terms is in many cases very cumbersome, since we have to deal
with an enormous amount of diagrams.

In recent years, great efforts have been made in order to automatize Feynman diagrams
calculations, and now all the important processes in collider physics are known at NNLO
accuracy, thus including the first two radiative correction to Born level.

Unfortunately, technical difficulties of fixed order calculations are not the only problem
we must concerns ourselves with in providing predictions in QCD.

Consider the perturbation series for a general observable:

O = O(0) + αsO(1) + α2
s O(2) + . . . . (1.4.1)

Any perturbative coefficient O(i) is going to depend on the various scales of energy char-
acterizing the process and the observable (centre of mass energy, invariant mass of the
final state, quark masses, transverse momentum...). Usually, in considering exclusive ob-
servables such as transverse momentum distribution, more than one scales of energy is
involved. In this situation, perturbative coefficients show a logarithmic dependence from
the ratios of these different scales, order by order in αs. We have already seen two ex-
ample of this behaviour: to deal with divergences in loop calculations, we are forced to
introduce two new arbitrary scales of energy, the renormalization and factorization scales.

At the end, perturbative coefficients acquire exactly a logarithmic dependence like ln
µ2

R

Q2

or ln
µ2

F

Q2 with Q2 a common hard scale of the process.
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Moreover, we have already presented an example in the introduction regarding provide
colour singlet production

h1 + h2 → S +X. (1.4.2)

Let us remind the main points. This process is characterized in general by three scales
of energy, the centre of mass energy s, the invariant mass of the system S, Q2, and
Er. an energy scale associated to the extra radiation X. Therefore, at any order in αs,
perturbative coefficients are going to show logarithms of the following ratios:

Q2

s

Er
s
. (1.4.3)

This consideration highlights a problem in our perturbative expansion. Referring to this
last example, you can easily convince yourself that there are some particular kinematic
configurations where these logarithms become large, so large that the product

αs lnR ∼ 1 if R→ 0 or R→∞ (1.4.4)

becomes of order 1 thus destroying our perturbative expansion. In Eq. (1.4.4), we call R
one of the two ratios presented in Eq. (1.4.3).

In such cases, only a prediction which takes into account all these contributions at all
orders in αs can provide a reliable approximation for the exact result. Theories which
permits to predict and evaluate the sum of logarithmic divergent contributions at any
order in αs for a particular observable are called resummation theories.

In general, a resummation theory studies a particular limit of a particular observable
and permits to resum an unique class of logarithms. However, general technique exists to
derive a new resummation prescription. To perform a resummation of some components,
we need some sort of re-factorization. It must be true, in the limit we are interested in,
that partonic observable presents a new factorization property (in addition to standard
collinear factorization), which permits to divide Ôij into the product of a process depen-
dent part (normally called hard part) and universal factors which controls dynamics of
the divergent contributions.

There are in literature different approaches to derive a re-factorization. We can es-
sentially group all existing resummation theories in three different approaches:

• Conjugate space approach,

• Effective Theory approach,

• Monte Carlo approach.

These three approaches differ in the way the observable factorization is derived from
matrix element factorization, which must be a prerequisite for any resummation theory.

In the first approach, factorization is shown directly by computing phase space mea-
sure for a general process with n new emitted partons in the final state. A general
recursive condition is then found for the whole observable,both matrix element and phase
space. This recursion relates complicate diagrams to combination of simpler configura-
tions. Examples of such approach in deriving resummation theories could be found in
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Refs. [28–32]. This will be the approach we are going to follow in all the rest of the
thesis and we will see that can be applied in many different situations. The most impor-
tant point of this approach is the requirement of factorization of both matrix elements
and phase space; in particular, phase space factorization usually require the definition
of appropriate transformation to factorize momentum delta conservation (Fourier trans-
form, Laplace transform...). Resummation is thus performed in conjugate space and final
result is then obtained by performing the inverse transform. Inverse transformation of
resummed result is far to be trivial and it requires some care; this will be one of the
subjects of Chap. 4, where phenomenological consequences are derived.

Main advantage of this technique is the production of a total analytic result and the
rather compact expression of the latter. Furthermore, since the analytic structure is
totally under control, analytic continuation can extend the goodness of the resummation
even outside the kinematic region where it is truly derived. On the contrary, disadvantages
are the requirement of a final inverse transform to obtain the real prediction, and the
necessity to reformulate factorization for any different observables and limits.

In the second approach, factorization is performed using effective field theory [33–
38] which approximates QCD in the limit we are studying. EFT permits to separate
regions and modes which contributes in a particular process and are very powerful tools
to derive factorization properties. On the contrary, they need to introduce arbitrary
parameters which separate various scale of energies. The impact of subleading effects due
to these different scales is not totally understood and under control. However, among
other theories, Soft-Collinear-Effective Theory (SCET) has reached important results,
and confirmed in many cases the effects already derived in conjugate space.

The main advantage of SCET is the possibility to study with relative ease multi-scale
problem with high multiplicity, and to derive results directly in momentum space. On the
contrary, final result turn out to depend from many different arbitrary scale. This fact
may increase the error due to subleading contributions. We are going to mention for any
resummation presented in this thesis, th parallel derivation, if any, performed in SCET;
however, we will refer to original papers and we will not enter in the discussion of this
alternative proof.

Very recently [39–44] a different idea was proposed to tackle problem of factorization.
For some observables which fulfil particular condition about the kinematic limit we are
going to study8, is possible to divide total phase space of radiation in two regions: a
resolved region and an unresolved one. Complete analytic resummation turn out to
be necessary in this approach only in the unresolved region where, however, we can
use a phase space of totally uncorrelated emission, thus preventing us to use conjugate
space definition to factorize it. Factorization is then trivial to these observable in the
unresolved region, and analytic resummation is possible for this type of radiation directly
in momentum space. Instead in the resolved region we do not need any factorization at all
and radiation can be studied using Monte Carlo methods. Radiation is generated using
a Monte Carlo algorithm which integrates over all the energies down to the unresolved
region. At the end the combination of these two results produce a numerical resummed
prediction for the observable.

8This condition is called recursive infra-red collinear safety and please refer to Refs. [39] for the
complete definition
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Main advantage of this approach is the possibility to prevent from a complete fac-
torization of the phase space and hence to apply the same construction to very different
observables with minimal changes. However, the final result is achieved only numerically,
even if directly in momentum space.

After this general introduction, we want to concentrate on the Conjugate space ap-
proach. Since we are going to perform our resummations using this technique is of primary
importance to present collinear factorization of partonic observables in conjugate space.
In particular we focus our attention on the two observables which we are going to study in
the other chapters: transverse momentum distribution and inclusive cross section. These
two observables are the most important in colour singlet production, which is the main
application of the work of this thesis. Discussion about collinear factorization in conju-
gate space permits us also to introduce important notations we will extensively use in
next pages.

1.4.1 Collinear Factorization in Conjugate Space

Our starting point is the improved parton model i.e. the framework of the parton model
with the partonic cross section evaluated by introducing radiative corrections of QCD.

We want to write collinear factorization for the transverse momentum distribution for
the colour singlet production process

h1 + h2 → S +X (1.4.5)

where we decide to call p2
T and Q2 transverse momentum and invariant mass of the

system S, respectively. Requiring M2
X > 0 the invariant mass of the extra radiation X

to be positive, we come to the following equation for the improved parton model:

dσ

dξp

(
τ, ξp, αs

(
µ2

R

)
, µ2

F

)
=
∑
ij

∫ 1

τ(
√

1+ξp+
√
ξp)

2
dx1 fi

(
x1, µ

2
F

)
∫ 1

τ(
√

1+ξp+
√
ξp)2

x1

dx2 fj
(
x2, µ

2
F

) dσ̄ij
dξp

(
τ

x1x2
, ξp, αs

(
µ2

R

)
, µ2

F

)
(1.4.6)

where we define

τ =
Q2

S
ξp =

p2
T

Q2

τ

x1x2
= τ̂ =

Q2

s
(1.4.7)

and
√
S,
√
s to be the hadronic and the partonic centre of mass energy, respectively.

Our desire in this section is to find proper transformations which permit us to write
the convolution of Eq. (1.4.6) as ordinary product between an universal object formed by
PDFs and a conjugate version of the partonic differential distribution. This is done in
order to be able to study resummation of the partonic observable ignoring convolution
over PDFs and resumming modes directly at partonic level. Moreover we will see that
there is a strong connection between the transformation which decouples the long-distance
interaction of PDFs and the transformation which factorizes the phase space measure of
multiple emissions.
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Eq. (1.4.6) can be recast in a different way as

dσ

dξp

(
τ, ξp, αs

(
µ2

R

)
, µ2

F

)
= τ ′

∑
ij

∫ 1

τ ′

dx

x
Lij
(
τ ′

x
, µ2

F

)
1

x

dσ̂ij
dξp

(
x, ξp, αs

(
µ2

R

)
, µ2

F

)
, (1.4.8)

defining

τ ′ = τ
(√

1 + ξp +
√
ξp

)2

, (1.4.9)

x = τ̂
(√

1 + ξp +
√
ξp

)2

(1.4.10)

Lij
(
z, µ2

F

)
=

∫ 1

z

dy

y
fi
(
y, µ2

F

)
fj

(
z

y
, µ2

F

)
. (1.4.11)

and

dσ̂ij
dξp

(
x, ξp, αs

(
µ2

R

)
, µ2

F

)
=
dσ̄ij
dξp

(
x(√

1 + ξp +
√
ξp
)2 , ξp, αs (µ2

R

)
, µ2

F

)
. (1.4.12)

Now Eq. (1.4.8) is in the form of multiplicative convolution. The multiplicative con-
volution can be turned into product using Mellin Transform. General properties and
important results about Mellin Transform and Fourier Transform - we are going to use
the second transformation in Chap. 2 - are collected in Appendix B. Here we are going
to limit ourselves to the definition of thie Mellin transformation.

Mellin transform is defined in general as

F (N) =

∫ 1

0

dz z N−1F (z) (1.4.13a)

F (z) =
1

2πi

∫ N0+i∞

N0−i∞
dN z−NF (N) (1.4.13b)

where throughout the thesis we are going to use the same letter both for the function
and its transform, using the argument to distinguish between the two. In the inverse
definition, N0 must be a convergent abscissa, hence a value of the real axis at the right
of all the singularities of F (N). The existence of the direct Mellin transform, as in the
Laplace transform case, assures the existence of such N0.

Due to this definition, taking Mellin transform w.r.t. τ ′ of Eq. (1.4.8) leads to the
following factorized expression:

dσ

dξp
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N, ξp, αs

(
µ2

R

)
, µ2

F

)
=
∑
ij

Lij
(
N,µ2
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) dσ̂ij
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R

)
, µ2

F

)
(1.4.14)

with

dσ

dξp
(N) =

∫ 1

0

dτ ′ τ ′ N−1 1

τ ′
dσ

dξp
(τ ′) , (1.4.15)

dσ̂

dξp
(N) =

∫ 1

0

dxxN−1 1

x

dσ̂

dξp
(x) . (1.4.16)
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Eq. (1.4.14) will be the starting point for the next chapters where we are going to focus

our attention on resummation of divergent components in
dσ̂ij
dξp

. Another important topic,

especially in Chap. 2, will be the relation between transverse momentum distribution and
inclusive cross section. Clearly in momentum space we recover the latter by integration
of the former over ξp. However, situation is more complicated in Mellin space, since τ ′,
the variable conjugated to N , depends intrinsically on ξp.

In general, improved parton model for inclusive cross section takes the form

σ
(
τ, αs

(
µ2

R

)
µ2

F

)
=
∑
ij

τ

∫ 1

τ

dx

x
Lij
(τ
x
, µ2

F

)
σ̂ij
(
x, αs

(
µ2

R

)
, µ2

F

)
(1.4.17)

which factorizes into product by taking Mellin transform with respect to τ rather than
to τ ′ as for transverse momentum distribution.

It can be proved [45], that following relation holds in Mellin space, relating the two
partonic objects:

σ̂ij (N) =

∫ ∞
0

dξp

(√
1 + ξp −

√
ξp

)2N dσ̂ij
dξp

(N, ξp) , (1.4.18)

thus permitting us to relate the total cross section and the transverse momentum distri-
bution directly in conjugate space at partonic level, without concerning ourselves with
PDFs.

We want to end this section and this chapter with an important remark for the next
chapter. During our discussion about resummation in the soft and collinear limit, we are
going to use also Fourier Transform to factorize transverse momentum delta constraint.
The two-dimensional Fourier Transform is defined as

F (b) =
1

2π

∫
R2

d2pT e
−i~b·~pTF (pT) (1.4.19)

F (pT) =
1

2π

∫
R2

d2b ei
~b·~pTF (b) . (1.4.20)

It is interesting to observe that we are free to take simultaneous the Mellin and Fourier
transform thanks to the fact that we define the Mellin transform with respect to the scaling
variable τ ′, according to Eq. (1.4.13). Indeed, the variable τ ′ ranges from 0 ≤ τ ′ ≤ 1 for
all p2

T, and p2
T ranges from 0 ≤ p2

T ≤ ∞ for all τ ′. Situation is totally different if we would
have decided to parametrize kinematics using p2

T and scaling variable τ Eq. (1.4.7). In
that case, for fixed p2

T, τ has a pT-dependent upper bound

0 ≤ τ ≤
(√

1 + ξp −
√
ξp

)2

. (1.4.21)

Conversely, for fixed τ , pT has a τ -dependent range, most easily expressed in terms of the
dimensionless variable ξp:

0 ≤ ξp ≤
(1− τ)

2

4τ
. (1.4.22)

In conclusion, it is not possible to take a Mellin transform with respect to τ of the pT

distribution, or a Fourier transform with respect to pT at fixed τ , without extending the
integration range outside the physical region.
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We end our preliminary introduction about QCD, and we are ready to start our dis-
cussion about resummation for transverse momentum distributions. In the next chapter,
we are going to focus on the soft and collinear limit while in Chapter 3 we will study
behaviour of the transverse momentum distribution in the high energy regime.





2 Collinear and Threshold
Resummation

Contents
2.1 Which regions do we actually resum? . . . . . . . . . . . . . . 46
2.2 Factorization in the soft and collinear limit . . . . . . . . . . . . 47

2.2.1 Matrix Elements Factorization 47
2.2.2 Phase Space Factorization at Threshold 52
2.2.3 Phase Space Factorization at small-pT 56

2.3 Threshold Resummation at fixed pT . . . . . . . . . . . . . . . 59
2.4 Transverse Momentum Resummation . . . . . . . . . . . . . . 61
2.5 Consistent Transverse Momentum Resummation . . . . . . . . . . 66

2.5.1 Resummed Expression 71
2.6 Combined Resummation for Transverse distributions . . . . . . . . . 78
2.7 Application: EFT Higgs boson at Threshold . . . . . . . . . . . . 79

This chapter is devoted to the resummation of soft and collinear divergences in trans-
verse momentum distributions. After a brief introduction about the state of the art in this
field, we are going to present in Sec. 2.2 the main factorization properties which permit
resummation in these kinematic limits. We are going to focus our attention both on the
invariant matrix and on the phase space.

However, the factorization of the phase space has to be performed in different way,
according to the kinematic region we are interested in. Hence, we are going to study
separately the threshold region in Sec. 2.2.2, when pT is large but energy is closed to its
minimum, and the collinear region in Sec. 2.2.3, when pT is much smaller than the centre-of
mass energy. This initial analysis will bring us to derive two known resummation theories:
threshold resummation at fixed pT in Sec. 2.3 and transverse momentum resummation in
Sec. 2.4.

In the last part of the chapter then we try to merge information coming from these
two regions. First of all, we relax the constraint of the collinear region, pretending only

45
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pT to be small, with no condition on ŝ. The resummation theory, we are able to construct
with these new assumptions, is called consistent or joint resummation and Sec. 2.5 will be
devoted to its derivation. Then we are going to combine threshold resummation at large
pT with consistent resummation in a unique formula in Sec. 2.6 where final considerations
will also be drawn.

Finally, as an application, we are going to apply the whole machinery in Sec. 2.7 to
our test case, the effective field theory Higgs boson production in gluon fusion. We will
derive all the explicit expressions at NNLL accuracy and we will explicitly shown that
our final formula owns all the desired properties we required.

2.1 Which regions do we actually resum?

This section is meant to be a sort of introduction about the whole rest of the thesis.
We focus our attention on transverse momentum distributions and we parametrize the
partonic phase space using two sets of variables: τ̂ and ξp or x and ξp (see Eq. (1.4.7) or
Eq. (1.4.9) for τ̂ and x definition). Physical boundaries in these two sets are the following

0 ≤ τ̂ ≤ 1 0 ≤ ξp ≤
(1− τ̂)

2

4τ̂
, (2.1.1)

0 ≤ x ≤ 1 ξp > 0 (2.1.2)

and the available phase space is depicted in Fig. 2.1, in the two cases.
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Figure 2.1. Available phase space for the production of an object of invariant mass Q2 and
transverse momentum pT, parametrized as a function of τ̂ and ξp (left) or x and ξp (right).

In Fig. 2.1, moreover, we colour various regions where resummation is up to now
available. They are respectively:

• Threshold Limit: when the centre of mass energy approach its minimum smin =(√
Q2 + p2

T + pT

)2

. This region correspond to τ̂ → τ̂max =
(√

1 + ξp −
√
ξp
)2

or

x→ 1.

• Collinear Limit: when transverse momentum is small comparing to Q2, hence p2
T or

ξp → 0. In this limit, according to x and τ̂ definitions, we have τ̂ ≈ x.
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• High Energy Limit: when the centre of mass energy is large comparing to Q2, hence
s→∞ and x or τ̂ tends to 0. As in the collinear case, the difference between x and
τ̂ definition is meaningless in this limit.

This Chapter will be devoted to the study of the first two limits while high energy
region will be described in detail in Chap. 3. It is important to note that the regions just
mentioned overlap. The overlay regions have to be studied separately since the hierarchy
of scales changes. We recognize in Fig. 2.1 two overlap areas, when we are both at
threshold and collinear, and when we are collinear but at high energy. We are going to
study the first case in Sec. 2.5 while we refer to Ref. [46] for a detailed description about
how to adapt collinear resummation of Sec. 2.4 and high energy resummation of Sec. 3.2
in the joint region.

Now, after this brief introduction we are ready to study the threshold and collinear
limit in the rest of the chapter. Next section will be devoted to factorization both of
matrix element in Sec. 2.2.1 and of phase space in Sec. 2.2.2 and Sec. 2.2.3. Then we
move to present in detail in Sec. 2.3 and 2.4, resummation in the threshold region, called
in literature threshold resummation at fixed pT, and resummation in the collinear region,
hence transverse momentum resummation or Collins-Soper-Sterman resummation.

2.2 Factorization in the soft and collinear limit

In this section, we will describe factorization properties which constitute the basis of
both transverse momentum resummation and threshold resummation at fixed pT. We are
going to consider a general 2 → m + n process with n partons characterized by a small
value of the transverse momentum, and we will focus on the collinear singular region.
While derivation for the matrix elements is common for both the resummation theories,
phase space factorization greatly differs. For this reason next part of the section will be
divided in three subsections: first we are going to discuss in detail the matrix element
factorization, then we will focus on the phase space structure at threshold and finally we
conclude with the phase space analysis in the small-pT limit.

2.2.1 Matrix Elements Factorization

We start from the invariant matrix of a process like

p (p1) + p (p2)→ S (q1, . . . , qm) + g (k1) + · · ·+ g (kn) (2.2.1)

where two generic partons of momenta p1 and p2 generate a studied system composed by
m hard particles of momenta q1, . . . , qm plus n collinear gluons with momenta k1, . . . , kn.
All the transverse momenta kT1

, kT2
, . . . , kTn

are considered smaller compared to Q2,
invariant mass of system S.

In this limit, retaining only the most singular contribution, matrix element factorizes
as

|M (p1, p2, q1, . . . , qm, k1, . . . , kn)|2 = |M (p1, p2, q1, . . . , qm)|2 1

n!
|M (k1)|2 . . . |M (kn)|2 ,

(2.2.2)
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with single splitting term |M (k)|2 defined as

|M (k)|2 =
|M (p1, p2, pS , k)|2

|M (p1, p2, pS)|2
, (2.2.3)

and pS indicating the whole set of system particles momenta q1, . . . , qm. The combinato-
rial factor 1

n! takes into account indistinguishability of emitted partons in the final state.
We are limiting ourself to the case where multiple gluons are emitted from a quark line.
Extension to the case when a quark is emitted is very straightforward and it will be left
to the reader.

Eq. (2.2.2) states that when the transverse momenta of all the extra emitted gluons
becomes small, matrix element factorizes in the Born level times a product of universal
splitting kernels one for any emitted collinear parton.

In the next part of this subsection we are going to prove Eq. (2.2.2) for a singular
gluon emission from a quark line. Multiple gluon case directly follows as a straightforward
generalization.

Figure 2.2. Single gluon emission from a external quark line. The black bulk represent the
invariant matrix for the remaining process [18].

We start by considering the emission depicted in Fig. 2.2; a singular gluon radiation
from an initial quark line. Final state radiation from any coloured external line q in S
shares the same behaviour due to crossing symmetry. Invariant matrix in this case turn
out to be

iM (p, η, pS) = igSM (p− l, η, pS)
/p− /l

(p− l)2 γ
µtau (p) εµ (l) (2.2.4)

where εµ (l) is the polarization vector of the emitted gluon, u (p) is the polarization vector
of the incoming quark whileM (p− l, p2, pS) states for the Born matrix element stripped
of the polarization vector of p− l.

Then we select the following parametrization for the different momenta

p =

√
s

2
(1, 0, 0, 1) (2.2.5a)
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η =

√
s

2
(1, 0, 0,−1) (2.2.5b)

l = (1− z) p+ lT + ξη (2.2.5c)

and we are going to simplify Eq. (2.2.4) retaining only leading terms in the limit lT → 0.
On-shell condition on the gluon fixes ξ value

ξ =
l2T

2 (p · η) (1− z)
(2.2.6)

and then by substituting momenta parametrization Eqs. (2.2.5) into Eq. (2.2.4) we obtain:

iM (p, η, pS) = igSM (p− l, η, pS)
(1− z)

(
/p− /l

)
−l2T

γµtau (p) εµ (l) . (2.2.7)

The trick now to reach the desired result is the following. First, we rewrite momentum p
as

p =
l − lT − ξη

(1− z)
(2.2.8)

and then we ignore ξ components since it is suppressed by a power of l2T. Retaining thus
only the singular behaviour in l2T → 0 we write Eq. (2.2.7) as

iM (p, η, pS) = igSM (p− l, η, pS)
z/l − /lT

−l2T
γµtau (p) εµ (l)

= igSM (p− l, η, pS)
zγµ/l − /lTγµ
−l2T

tau (p) εµ (l)

= igSM (p− l, η, pS)
zγµ

(
(1− z) /p− /lT

)
− /lTγµ

−l2T
tau (p) εµ (l)

= igSM (p− l, η, pS)
−2zlµT − (1− z) /lTγµ

−l2T
tau (p) εµ (l) , (2.2.9)

where in the second step we use gluon transversality, lµεµ (l) = 0, while in the last one
we make use of Dirac equations and of /lT and γµ anticommutator.

We are now ready to take the square modulus together with the sum over polarizations
to obtain

|M (p, η, pS)|2 = g2
S

1

3
Tr
(
tatb

) 1

l4T
M (p− l, η,pS)

/p

2(
4z2 + 4z (1− z) + 2 (1− z)2

)
l2TM† (p− 1, η, pS)

= g2
SCF

(
1 + z2

)
l2T

|MB |2 (2.2.10)

with colour factor CF = 4
3 and the squared Born matrix element |MB |2 defined in this

case as

|MB |2 =
∑̄
|u (p− l)M (p− l, η, pS)|2 =M (p− l, η, pS)

/p

2
M† (p− l, η, pS) . (2.2.11)
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Eq. (2.2.10) represents our desired result, comparing it with Eq. (2.2.2), we find explicit
expression for

|M (l)|2qq̄ = αsCF

(1 + z2)

l2T
. (2.2.12)

Subscript qq̄ was inserted to remind you that the previous evaluation was for a quark line
emitting a gluon. In general for any possible splitting we have

|M (l)|2ij = αs
pij (z)

l2T
(2.2.13)

with
pij = (1− z)P (0)

ij , (2.2.14)

being the numerator of the LO Altarelli-Parisi splitting function P
(0)
ij .

We have just proved that in the small-kT limit, with k momentum of the emitted gluon
from line p, matrix element factorizes into product of an universal splitting controlled by
Eq. (2.2.13), and the matrix element of the remaining process with momentum of line p
modified in p+ k. Procedure can be iterated to completely factorize matrix element from
any extra collinear radiation, coming to desired Eq. (2.2.2).

However, before proceeding, some remarks are fundamental:

• The factorization Eq. (2.2.2) is true only for the most singular contribution in the
collinear limit. This permits to derive transverse momentum resummation and
threshold resummation for transverse momentum distributions strictly speaking
only at LL. In fact also NLL can be achieved with the same construction, since
extra correlated contributions can be inserted in a inclusive way. Splitting matrix
elements, Eq. (2.2.13), have to contain NLO numerator of Altarelli-Parisi splitting
function and we have to set factorization and renormalization scale in radiation
kernel to proper central scales (kT in this case). From NNLL forward, instead, first
exclusive correlations between different emissions have to be taken into account. A
complete discussion about these corrections is contained in Ref. [44] and we will
highlight main points in the last part of this subsection.

• Eq. (2.2.13) represents the universal LO collinear splitting in 4 dimension. However,
in this number of dimensions, it diverges when also phase space is taken into account.
For this reason, it is useful to compute Eq. (2.2.13) in d = 4 − 2ε dimension to
regularize its behaviour. O (ε) terms in splitting kernels are important to derive
resummation beyond LL.

Derivation just exposed represents an heuristic proof about matrix element factoriza-
tion which is behind resummation in soft and collinear limit. As just said, it is strictly
valid only at LL, but it contains all the important messages to understand the resummed
structures of Sec. 2.4, and of Sec. 2.3. In the next part of this subsection we want to
formalize better this concept, following analysis of Ref. [39,42,43]. However we stress the
reader that this is not mandatory to understand the rest of the discussion of this chapter.

The plain infrared and collinear safety requires that for any value v of the observable,
there exists a scale εv such that emissions at scales lower than εv (hence very soft or/and
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very collinear) do not change the value of the observable. Now a useful way to formalize
matrix element factorization and to understand the hierarcy among different correlations
is to strenghten previous requirement, thus introducing the concept of recursive infra-
red and collinear safety. Recursive infra-red and collinear safety states that the value
of ε have to be independent on the particular value of the observable v. Any radiation
emitted at scales lower than εv do not modify the value of the observable. Collinear
and soft scaling is then linear at all orders even after the introduction of the various
perturbative corrections.

It is important to note that all global observables for which a resummation is in fact
present, are rIRC safe: transverse momentum distribution is one of the possible example.
We are now ready to present matrix element factorization beyond LL accuracy.

First of all we conveniently decomposed renormalised squared amplitude for n real
emissions (pp→ S + n gluons) as

|M (p1, p2, pS , k1, . . . , kn)|2 = |MB (p1, p2, pS)|2
{

1

n!

[
n∏
i=1

|M (ki)|2
]

+

[∑
a>b

1

(n− 2)!

 ∏
i=1

i 6=a,b

|M (ki)|2

 |M (ka, kb)|2

+
∑
a>b

∑
c>d

c,d 6=a,b

1

(n− 4)!2!

 n∏
i=1

i6=a,b,c,d

|M (ki)|2

 |M (ka, kb)|2 |M (kc, kd)|2 + . . .

]

+

[ ∑
a>b>c

1

(n− 3)!

 n∏
i=1

i6=a,b,c

|M (ki)|2

 |M (ka, kb, kc)|2 + . . .

]}
(2.2.15)

where we have defined the n-particle correlated matrix elements squared |M (ka, . . . , kn)|2
recursively as follows:

|M (ka)|2 =
|M (p1, p2, pS , ka)|2

|MB (p1, p2, pS)|2
(2.2.16a)

|M (ka, kb)|2 =
|M (p1, p2, pS , ka, kb)|2

|MB (p1, p2, pS)|2
− 1

2
|M (ka)|2 |M (kb)|2 (2.2.16b)

|M (ka, kb, kc)|2 =
|M (p1, p2, pS , ka, kb, kc)|2

|MB (p1, p2, pS)|2
− 1

3!
|M (ka)|2 |M (kb)|2 |M (kc)|2

− |M (ka, kb)|2 |M (kc)|2 − |M (kc, kb)|2 |M (ka)|2

− |M (ka, kc)|2 |M (kb)|2 (2.2.16c)

The decomposition just written can be extended to the case in which the radiated parton
is in fact a quark rather than a gluon by properly changing the multiplicity factors of
each term. Now we want to link decomposition Eq. (2.2.15) to the accuracy order. The
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generic n- correlated squared amplitudes admit a perturbative expansion [44]

|M (k1, . . . , kn)|2 =

∞∑
j=0

(
αs (µR)

2π

)n+j

nPC(j) (2.2.17)

where αs is the strong coupling in the MS scheme, and notation nPC stands for n-particle
correlated.

The important observation which concludes our general analysis is that rIRC safety
guarantees a hierarchy between different blocks in the decomposition Eq. (2.2.17), in the
sense that, generally correlated blocks with n particles start contributing at one logarith-
mic order higher than correlated blocks with n − 1 particles [39, 43]. At LL for instance

only 1PC(0) blocks enters, thus reconstructing our previous näıve derivation where only
the singular components have been considered. NLL accuracy is then controlled also by
1PC(1) and 2PC(0); as said before, however, such terms can be entirely encoded using
a modified version of the 1PC(0) block where NLO Altarelli-Parisi and running coupling
contributions are inserted. From NNLL, the factorization of matrix elements is more
complicated and we have to take into account first particle exclusive correlations. This
does not mean that resummation is ruined, since even now the evaluation a small num-
ber of objects (the blocks of Eq. (2.2.17)) permits the prediction of a whole tower of
logarithms. However analysis of the single emission block is no longer enough and the
complete decomposition Eq. (2.2.15), and Eq. (2.2.17) have to be taken into account.

After this discussion about factorization properties of matrix elements we want to
focus our attention on the phase space and we want to prove its factorization in the
kinematic limits we are interested in.

2.2.2 Phase Space Factorization at Threshold

In previous section, we prove that it is possible to construct a hierarchy in the different
configurations which enter at any logarithmic order in the matrix element. However, this
is not enough to reach resummation. Indeed, if we want to use renormalization group
arguments [31,47] to derive exponentiation and then resummation, we need also complete
factorization of the phase space.

We will see that we are going to reach the factorization of phase space using two
different strategies in the threshold and in the collinear limit. Hence we decide to divide
the two cases in two different subsections. This subsection will be devoted to the study
of the phase space in the threshold limit while following subsection will described the
small-pT one.

First of all, we want to specify better the limit we are working in. Since at threshold
the centre-of-mass energy approaches its minimum, the energy is right enough to create
the desired final state S with its invariant mass Q2 and its transverse momentum pT.
Hence the invariant mass of any extra radiation has to approach zero. The threshold
condition can then be reformulated as

W =

n∑
i>j

|ki| |kj | (1− cos θij)→ 0 (2.2.18)
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with W the invariant mass of the bunch of extra emitted partons k1, . . . kn. In Eq. (2.2.18),
|ki| stands for the modulus of the three-momentum, and θij is the angle between directions
of momenta ki and kj . You can easily convince yourself that in order to fulfil Eq. (2.2.18),
only one parton owns a non-zero transverse momentum that has to balance the pT of S.

Therefore the situation is the following. A general process

pi (p1) + pj (p2)→ S (pS) +X (k1, . . . , kn) (2.2.19)

can be viewed as the born process

pi (p1) + pj (p2)→ S (pS) + pk (k1) (2.2.20)

dressed by collinear and soft radiation of small transverse momenta. This means that the
factorization of matrix elements derived in Sec. 2.2.1 works also in this case for all the
emitted radiation except for the hard recoiling parton pk.

To conclude our analysis we want to prove factorization of phase space in this limit;
we will closely follow similar derivation of Ref. [31, 47].

The phase space factorization of Refs. [31, 47] is based on the iterative reduction of
the n + 1-body phase space dΦ for the process Eq. (2.2.19) into an n-body and a two-
body phase space, which eventually leads to expressing it in terms of n two-body phase
spaces, connected by integrations over intermediate virtual particle masses. Physically,
this corresponds to iteratively writing the phase space in terms of the momentum of the
last radiated particle, and the system containing the previous n− 1 final-state ones:

dΦ (p1, p2; k1, . . . , kn, p) =
dP 2

n

2π
dΦ (p1, p2; kn, Pn)

dP 2
n−1

2π
dΦ (Pn; kn−1, Pn−1)

. . .
dP 2

2

2π
dΦ (P3; k2, P2) dΦ (P2; k1, p) , (2.2.21)

where each of the intermediate particle’s invariant masses P 2
i ranges between

Q2 ≤ P 2
i ≤ P 2

i+1 (2.2.22)

and P 2
n+1 ≡ ŝ is the total centre-of-mass energy squared.

The result is then simplified taking advantage of the Lorentz invariance of each two-
body phase space, in order to rewrite it in the rest frame of its incoming momentum Pi:
in d = 4− 2ε dimensions

dΦ (Pi; kj , Pj) =
(2π)

2−d

4

dd−1kj

|~kj |
√
|~kj |2 + P 2

j

δ

(√
P 2
i −

√
|~kj |2 + P 2

j − |~kj |
)

=
(4π)

2ε−2

2

(
P 2
i

)−ε(
1−

P 2
j

P 2
i

)1−2ε

(sin θj)
1−2ε

dθj dΩj2−2ε (2.2.23)

=
(2π)

2ε−2

8

(
k2

Tj

)−ε dk2
Tj
dΩj2−2ε√

P 2
i

√
P 2
i

4

(
1− P 2

j

P 2
i

)2

− k2
Tj

, (2.2.24)
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where the angular integral is written in terms of a (1 − 2ε)-dimensional azimuthal inte-
gration over dΩi2−2ε, and, equivalently, either a polar integral over θi in Eq. (2.2.23), or
the modulus square of the transverse momentum in Eq. (2.2.24). In the latter case, the
square-root factor in the denominator of Eq. (2.2.24) is the Jacobian related to this new
choice of integration variable.

Using this result the d-dimensional phase space Eq. (2.2.21) becomes

dΦ = (4π)
2ε−3 (

P 2
n+1

)−ε(
1− P 2

n

P 2
n+1

)1−2ε

(sin θn)
1−2ε

dθn dΩn2−2εdP
2
n

× (4π)
2ε−3 (

P 2
n

)−ε(
1−

P 2
n−1

P 2
n

)1−2ε

(sin θn−1)
1−2ε

dθn−1 dΩn−1
2−2εdP

2
n−1

. . .

× (4π)
2ε−3 (

P 2
3

)−ε(
1− P 2

2

P 2
3

)1−2ε

(sin θ2)
1−2ε

dθ2 dΩ2
2−2εdP

2
2

× (2π)
2ε−2

8

(
p2

T

)−ε
√
P 2

2

√
P 2

2

4

(
1− Q2

P 2
2

)2

− p2
T

dΩ1
2−2εdp

2
T, (2.2.25)

where, in view of the fact that we are interested in the transverse momentum spectrum
of the (n+ 1)-th system S (p), we have parametrized its phase space in terms of pT using
Eq. (2.2.24), while the identification of pT with the transverse momentum in the centre-
of-mass frame of the hadronic collision, as well as the reason why all other phase spaces
are parametrized in terms of θi in Eq. (2.2.23), will be clear shortly.

The domain of integration over p2
T in Eq. (2.2.25) is

0 ≤ p2
T ≤

P 2
2

4

(
1− Q2

P 2
2

)2

, (2.2.26)

so that the overall domain of integration Eqs. (2.2.22), (2.1.1) over the n dimensional
variables which characterizes the n emissions is ordered, with the upper limit of integration
of p2

T being set by P 2
2 , and then each of the integrations over P 2

i with i ≥ 2 being limited
from above by P 2

i+1, with the aforementioned identification P 2
n+1 = ŝ.

However, in order to consider instead the case in which pT is kept fixed, the integration
region can be re-expressed by taking pT as outer integration variable. In this case the
integration range over pT is only limited from above according to Eq. (2.1.1), while the
integration over all P 2

i is now in the range(√
Q2 + p2

T + pT

)2

≤ P 2
i ≤ P 2

i+1. (2.2.27)

The final simplification of the phase space Eq. (2.2.25) is achieved by rewriting it in
terms of the dimensionless variables

zi =
P 2
i

P 2
i+1

, (2.2.28)
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along with x Eq. (1.4.9) and ξp Eq. (1.4.7). We thus arrive to our final expression for the
phase space:

dΦ = x (4π)
2ε−3

Q2−2εxε−1 (1− zn)
1−2ε

(sin θn)
1−2ε

dθn dΩn2−2ε

dzn
zn

× (4π)
2ε−3

Q2−2ε

(
x

zn

)ε−1

(1− zn−1)
1−2ε

(sin θn−1)
1−2ε

dθn−1 dΩn−1
2−2ε

dzn−1

zn−1

. . . (2.2.29)

× (4π)
2ε−3

Q2−2ε

(
x

zn . . . z3

)ε−1

(1− z2)
1−2ε

(sin θ2)
1−2ε

dθ2 dΩ2
2−2ε

dz2

z2

× (2π)
2ε−2

4

(
ξp(√

1 + ξp +
√
ξp
)2
)−ε

Q2−2ε√(
1− x

zn...z2

)(
1−

(√
1 + ξp −

√
ξp
)4 x

zn...z2

)dΩ1
2−2εdξp.

For fixed pT, the integration over the set of n − 1 dimensional variables P 2
i with

2 ≤ i ≤ n now becomes the integral over the n− 1 variables zi, 2 ≤ i ≤ n. Its range is

x

znzn−1 . . . zi+1
≤ zi ≤ 1. (2.2.30)

We note that the phase space Eq. (2.2.29), integrated over the range Eq. (2.2.30) has the
structure of a multiple convolution, and thus it factorizes upon taking a Mellin transform
with respect to x, with n − 1 identical factors depending on momenta ki, 2 ≤ i ≤ n,
and one factor depending on the two-body phase space of the leading-order process in
which a single parton with momentum pT recoils against the heavy state S (p). When
comparing to the phase-space factorization of Refs. [31,47] it should be kept in mind that
Eq. (2.2.29) holds at the differential level in pT because x Eq. (1.4.10) is pT dependent.

The structure of the phase space Eq. (2.2.29), together with factorization of matrix
element Eq. (2.2.2) will be the basis for threshold resummation at fixed pT of Sec. 2.3.

Note that this factorization is allowed thanks to the choice of parametrizing momenta
ki in terms of the polar angles θi: had we chosen to also parametrize them in terms
of their transverse component, the Jacobian factors would have spoiled the convolution
structure. It is important however to remember that this factorization has been obtained
thanks to the choice Eqs. (2.2.23),(2.2.24) of writing each two-body phase space in the
respective centre-of-mass frame. Now, in the infra-red limit in which the energy of all
emitted partons vanishes, all these reference frames coincide: this is the same mechanism
which underlies standard CFP factorization [19], and leads to the factorization in the
eikonal limit [31]. But for generic momenta, this phase-space factorization is not useful
because it only follows by choosing a different reference frame for each emission.

This is the reason why factorization Eq. (2.2.29) can not be applied in the collinear
limit where it is no longer true that all radiation is soft, but we have also to deal with hard-
collinear radiation. A different factorization will then be achieved in the next subsection
for the small-pT limit, and it will be performed in Fourier space.
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2.2.3 Phase Space Factorization at small-pT

In order to study the small pT limit we need a factorization of phase space which holds even
when longitudinal momenta are not small: this can be done by separating the longitudinal
and transverse momentum integrations.

We start from the general form for the phase-space for process Eq. (2.2.19) in d = 4−2ε
dimensions:

dΦn+1 (p1, p2; p, k1, . . . , kn) =
d3−2εp

(2π)
3−2ε

2
√
Q2 + |~p|2

d3−2εk1

(2π)
3−2ε

2E1

. . .
d3−2εkn

(2π)
3−2ε

2En

(2π)
4−2ε

δ(4−2ε) (p1 + p2 − p− k1 − · · · − kn) . (2.2.31)

Representing the transverse momentum constraint as a Fourier transform with respect to
an impact parameter ~b conjugated to ~pT we get

dΦn+1 (p1, p2, p; k1, . . . , kn) = (2π)
2
∫
d2−2εb

(
p2

T

)−ε
dp2

TdpzdΩ2−2εe
i~b·~pT

4 (2π)
3−2ε

√
Q2 + |~p|2

|kT1
|−2εd|k2

T1
|dE1dΩ2−2εe

i~b·~kT1

4 (2π)
3−2ε

√
E2

1 − |k2
T1
|

. . .
|kTn
|−2εd|k2

Tn
|dEndΩ2−2εe

i~b·~kTn

4 (2π)
3−2ε√

E2
n − |k2

Tn
|

δ
(√

ŝ−
√
Q2 + |~p|2 − E1 − · · · − En

)
δ (pz + k1z + · · ·+ knz ) , (2.2.32)

where we have also traded the integral over the longitudinal momentum component for
an integral over energy.

In order to separate the transverse and longitudinal momentum dependence, it is
convenient to adopt the parametrization1

ki = αi
p1 + p2

2
+ βi

p1 − p2

2
+ kTi

, (2.2.33)

with p1 · kTi
= p2 · kTi

= 0. In the centre-of-mass frame we have

Ei =

√
ŝ

2
αi; kiz =

√
ŝ

2
βi, (2.2.34)

and therefore αi ≥ 0, while βi can take either sign. The soft emission limit is αi → 0.

The mass shell conditions

k2
i = −|k2

Ti
|+ ŝ

4
(α2
i − β2

i ) = 0 (2.2.35)

give

|βi| =

√
α2
i −

4|k2
Ti
|

ŝ
=
√
α2
i − 4τ̂ ξi = αi +O(ξi), (2.2.36)

1Please note that the parametrization proposed here is slightly different from the one exposed in
the original Ref. [45]; derivation is completely equivalent and we decide to adopt this slightly different
parametrization since it permits immediately the separation of the integration ranges; same steps need
an extra change of variables in the original parametrization of Ref. [45]
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where we have defined ξi =
|k2

Ti
|

Q2 in analogy to ξp. Furthermore, we have

dEi√
E2
i − k2

Ti

=
dαi√

α2
i − 4τ̂ ξi

. (2.2.37)

In the large b (small pT) limit we get

dΦn+1 (p1, p2; p, k1, . . . , kn) = (2π)
2
∫
d2−2εb

(
p2

T

)−ε
dp2

TdpzdΩ2−2εe
i~b·~pT

4 (2π)
3−2ε

√
Q2 + |~p|2

|kT1
|−2εd|k2

T1
|dα1dΩ2−2εe

i~b·~kT1

4 (2π)
3−2ε

√
α2

1 − 4τ̂ ξ1
. . .
|kTn
|−2εd|k2

Tn
|dαndΩ2−2εe

i~b·~kTn

4 (2π)
3−2ε

√
α2

1 − 4τ̂ ξ1

δ

(
√
ŝ−

√
Q2 + p2

z −
√
ŝ

2

∑
i

αi

)
δ

(
pz +

√
ŝ

2

∑
i

βi

)
+O

(
1

b

)
(2.2.38)

where we have changed integration variables from Ei to αi and we have denoted by O
(

1
b

)
neglected terms which lead to power suppressed contributions in the small pT limit. Note
that we have kept the k2

Ti
dependence in the square-root factors, even though it is also

O
(

1
b

)
, for reasons to be discussed shortly.

We now perform the pz integration with the help of the last delta function. This gives

pz = −
√
ŝ

2

n∑
i=1

βi (2.2.39)

which implies that pz � Q in the soft limit αi → 0, because of Eq. (2.2.36).

The final expression for the phase space is obtained by introducing new variables zi
through

α1 = 1− z1; αi = z1 . . . zi−1(1− zi), i ≥ 2 (2.2.40)

with 0 ≤ zi ≤ 1, so that zi → 1 in the soft limit, and

n∑
i=1

αi = 1− z1 . . . zn. (2.2.41)

The argument of the energy-conservation delta function becomes

√
ŝ−

√
Q2 + p2

z −
√
ŝ

2

n∑
i=1

αi =
√
ŝ

(
1−
√
τ̂ − 1

2
(1− z1 . . . zn)

)
+O

(
(1− zi)2

)
= −
√
ŝ

2
(τ̂ − z1 . . . zn) +O

(
(1− zi)2

)
+O

(
(1− τ̂)2

)
,

(2.2.42)

and
n∏
i=1

dαi√
α2
i − 4τ̂ ξi

=

n∏
i=1

dzi√
(1− zi)2 − 4τ̂ξi

z2
1 ...z

2
i−1

. (2.2.43)
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The angular integrations can be performed by∫
dΩ2−2εe

i~b· ~kT = (bkT)
ε
(2π)

1−ε
J−ε (bkT) , (2.2.44)

where J−ε is implicitly defined by Eq. (2.2.44) and it reduces to the Bessel function J0

when ε→ 0. We get

dΦn+1 (p1, p2; p, k1, . . . , kn) =
8π3−εQ2n

[4(2π)2−ε]
n+1

τ̂

Γ(1− ε)
dξp

∫
db2 (bpT)

−ε
b2nεJ−ε (bpT)

J−ε (bkT1
)

(bkT1
)
−ε
dξ1dz1√

(1− z1)
2 − 4ξ1τ̂

. . . J−ε (bkTn
)

(bkTn)
−ε
dξndzn√

(1− zn)
2 − 4

z2
1 ...z

2
n−1

ξnτ̂

δ (τ̂ − z1 . . . zn) +O
(

1

b

)
. (2.2.45)

The integration range over transverse momenta is

0 ≤ ξi ≤
z2

1 . . . z
2
i−1 (1− zi)2

4τ̂
, (2.2.46)

while all zi range from 0 ≤ zi ≤ 1.

The expression of the phase space Eq. (2.2.45) would have the structure of a convolu-
tion, and thus factorizes upon Mellin transformation with respect to τ̂ , were it not for the
ξi terms in the denominator. Up to O

(
1
b

)
corrections, these can be simplified by letting

all ξi → 0. This then leads to a factorized form of phase space which, when combined
with a suitably factorized and renormalization-group improved form of the amplitude,
Eq. (2.2.2) or Eq. (2.2.15), leads to the transverse momentum resummation of Sec. 2.4.

By ignoring term proportional to ξi w.r.t. (1− zi)2
term we are implicitly assuming

a particular hierarchy of scales, assuming that pT, and hence in Fourier space all the ξis
are smaller than all the other energy scales. Looking to coloured region of Fig. 2.1, this is
true in the green region when pT is small but x is far from 1 while it is no longer true when
we are both collinear and at threshold. In this overlap area we do not have any longer the
following hierarchy but energy and pT, even if both small with respect to Q2, could be
comparable in size. Transverse momentum resummation hence undergoes modifications
in order to deal also with this kinematic situation, and a resummation of different type
of logs arises. To this new consistent or joint resummation will be devoted Sec. 2.5 and
we are going to come back on this point in that section.

From now on till Sec. 2.5, we are going to assume ξp to be the smallest scale of the
process and we simplify Eq. (2.2.45), using the following equality

lim
ξ→0

1√
(1− z)2 − 4aξ

=

(
1

1− z

)
+

− 1

2
ln ξδ (1− z) (2.2.47)

valid in a distributional sense, coming to:

dΦn+1 (p1, p2; p, k1, . . . , kn) =
8π3−εQ2n

[4(2π)2−ε]
n+1

τ̂

Γ(1− ε)
dξp

∫
db2 (bpT)

−ε
b2nεJ−ε (bpT)
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J−ε (bkT1
) (bkT1

)
−ε
dξ1dz1

[(
1

1− z1

)
+

− δ (1− z1)
1

2
ln ξ1

]

. . .J−ε (bkTn
) (bkTn

)
−ε
dξndzn

[(
1

1− zn

)
+

− δ (1− zn)
1

2
ln ξn

]

δ (τ̂ − z1 . . . zn) +O
(

1

b

)
(2.2.48)

where now the integration range over transverse momenta is

0 ≤ ξi ≤ ∞ (2.2.49)

for all ξis.

Eq. (2.2.48) represents the factorized form of the phase space we are going to use
in Sec. 2.4 to formulate transverse momentum resummation, together with the matrix
element expressions derived in Sec. 2.2.1.

In conclusion, in this section, we prove factorization of matrix element and phase
space both in the threshold limit and in the collinear limit. From NNLL, matrix element
factorization occurs in the collinear limit in a more complicated form and single emission
is no longer enough to describe the whole process. Phase space instead could be factorized
both in the threshold and collinear limit, but in different ways, as shown in Sec. 2.2.2
and 2.2.3. These results are enough to present both the original transverse momentum
resummation and the threshold resummation at fixed pT. The presentation of these
theories in next sections will be more or less a collection of known results [28, 30, 48–51],
but they form the background for the new original works of this thesis which are contained
in Sec. 2.5 and Sec. 2.6.

2.3 Threshold Resummation at fixed pT

In this section we will summarize general theory of threshold resummation at fixed pT for
transverse momentum distributions. This threshold resummation was derived in general
in Ref. [48, 52] at NLL and extended at NNLL in Ref. [45] using results of Refs. [53, 54].

Using renormalization group arguments of Ref. [31, 47], factorized matrix element
Eq. (2.2.2) and factorized phase space Eq. (2.2.29) in N space associated to x, we can

write a resummed expression for
dσ̂ij
dξp

as

dσ̂ij
dξp

= σ0 (C0 (N, ξp))ij (g0)ij (ξp) exp [G (N, ξp)] (2.3.1)

with

G (N, ξp) = ∆i (N) + ∆j (N) + Jk (N) + S (N, ξp) (2.3.2)

and i, j, k = q, g the type of the initial partons and of the hard parton recoiling against
the studied system S. In Eq. (2.3.1) we are assuming that the system S does not interact
strongly, as in the case of Drell-Yan or Higgs boson production. Therefore not colour
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correlations are present and we can define Sudakov exponent components as

∆i (N) =

∫ 1

0

dz
zN−1 − 1

1− z

∫ Q̄2(1−z)2

Q̄2

dq2

q2
Ath
i

(
αs
(
q2
))

(2.3.3)

Jk (N) =

∫ 1

0

dz
zN−1 − 1

1− z

∫ Q̄2(1−z)

Q̄2(1−z)2

dq2

q2
Ath
k

(
αs
(
q2
))

+Bth
k

(
αs
(
Q̄2 (1− z)

))
(2.3.4)

S (N, ξp) = −
∫ 1

0

dz
zN−1 − 1

1− z
Ath
k

(
αs

(
Q̄2 (1− z)2

))
ln

(√
1 + ξp +

√
ξp
)2

ξp
, (2.3.5)

where Q̄2 = Q2
(√

1 + ξp +
√
ξp
)2

and Ath
i (αs), B

th
i (αs) are power series in αs with

numerical coefficients.

∆i (N), Jk (N) and S (N, ξp) embody the different origins of large logarithms in
our factorized form. In the threshold limit, the squared amplitude Eq. (2.2.2) and

Eq. (2.2.13) has infrared and collinear singularities respectively proportional to (1− zi)−2

and (sin θi)
−2

,2 which, when combined with the phase space Eq. (2.2.29), lead each to a
simple pole in ε upon integration over the emitted particle’s momenta. When these poles
interfere with the (1− z)−2ε

contained in the phase space Eq. (2.2.29), they originate log-
arithmic contributions which are resummed in the Sudakov exponential ∆ for the initial
state and in the Jet exponential J for the final state. Resummation for the final state
turn out to be difference since it is originated by the parton recoiling against S which
owns a non-zero value of transverse momentum. Finally, S is seen to originate from the
Jacobian factor (

ξp(√
1 + ξp +

√
ξp
)2
)−ε

(2.3.6)

present in the phase space (2.2.29): this factor is thus due to interference between this
large-angle radiation, and the ε poles due to soft emission. To clarify better various types
of contributions we sketch factorization structure of Eq. (2.3.1) in Fig. 2.3.

Figure 2.3. Factorization structure at threshold; large-angle soft contributions connect
different hard Born lines.

2Remember that in this kinematics kT = (1− z) sin θ
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Furthermore, in order to conclude our description of resummed structure Eq. (2.3.1),
σ0 represents the inclusive LO total cross section, C0 represents the LO transverse mo-
mentum distribution normalized to the total cross section and (g0)ij takes into account
virtual contributions proportional to δ (1− x) and hence constant in N .

It is important to observe, due to the factorization properties highlighted in Sec. 2.2,
that ∆ and J are universal and depend only on the type of emitting line (quark or gluon
line). Instead, large angle soft contribution S depends on the observable (in this case
transverse momentum distribution) and on the number m of strong interacting particles
at the Born level [52,53]. This is due to the fact that large angle soft contributions connect
different hard lines, as depicted in Fig. 2.3. It can be proved that colour dependence is
diagonal in the fundamental representation if m = 2, 3. For m ≥ 4 the soft components
S becomes a matrix in colour space (see Ref. [55, 56] for an example).

The anomalous dimension Ath
i (αs) is normally denominated cusp anomalous dimen-

sion and it coincides with the limit

Ath
i (αs) = lim

z→1
pii (z, αs) = lim

z→1
(1− z)Pii (z, αs) (2.3.7)

of the diagonal components of the Altarelli Parisi splitting functions (Pij with i 6= j turn
out to be regular in z → 1). The relation between pij contained in Eq. (2.2.13), the
Altarelli-Parisi splitting functions and the cusp anomalous dimension will be very impor-
tant in Sec. 2.5 for the construction of the consistent transverse momentum resummation.

The explicit expressions for the universal anomalous dimension Ath up to O
(
α3
s

)
and Bth up to O

(
α2
s

)
, in order to reach NNLL accuracy are reported in Appendix C,

Eqs. (C.1.1) and Eqs. (C.1.2).

We have concluded our general analysis about threshold resummation at fixed pT.
We now move to the other important resummation theory in the soft and collinear limit,
transverse momentum resummation.

2.4 Transverse Momentum Resummation

Transverse momentum resummation predicts at any order in αs singular components as
lnk ξp
ξp

in the transverse momentum distributions.

It was proposed long ago in the seminar paper [28] at NLL using conjugate space
formalism, and then formalized and extended in principle at any logarithmic order by
Refs. [30, 49–51, 57, 58]. Due to its importance, it was extensively studied also in the
context of soft-collinear-effective-theory, for example, in Refs. [34, 36, 59]. Very recently,
new Monte-Carlo approach of Ref. [43,44] permits the first NNNLL resummation directly
in momentum space [44]. In this section, we are going to summarize general formulas and
ideas behind transverse momentum resummation in conjugate space.

Resummation is performed in Mellin-Fourier space with Mellin transform taken with
respect to x (or τ̂ since the difference is subleading in the limit ξp � (1− τ̂)

2
) and Fourier

Transform taken with respect to ξp as

dσ̂

dξp
(N, b) =

∫ ∞
0

dξp J0

(
b̂
√
ξp

) dσ̂

dξp
(N, ξp) (2.4.1a)
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dσ̂

dξp
(N, ξp) =

∫ ∞
0

db̂
b̂

2
J0

(
b̂
√
ξp

) dσ̂

dξp
(N, b) (2.4.1b)

where b̂ = bQ2 is the conjugate variable to
√
ξp, b the conjugate variable to pT and J0 is

the Bessel Function J of order 0.

Please remember that by defining Mellin transform with respect to x rather than to
τ̂ , kinematic limits Eq. (2.1.2) permit to extend ξp integration range till infinity without
exiting from the physical region. Even if such difference is subleading in this context, it
will become important in Sec. 2.5 when ξp ≈ (1− τ̂)

2
region will be inspected.

Using factorized matrix elements, Eq. (2.2.2), and factorized phase space, Eq. (2.2.48),
we come to the following resummed expression:

dσ̂ij
dξp

(
N, b, αs

(
Q2
)
, Q2

)
= (σ0)c

∑
k, l

Hcc→kl
(
N,αs

(
Q2
))

Γ
(
N, b̂

)
ki

Γ
(
N, b̂

)
lj

exp
[
S
(
N, b̂

)]
(2.4.2)

with

Γ
(
N, b̂

)
= P exp

[∫ 1

0

dz zN−1

∫ ∞
0

dξ J0

(
b̂
√
ξ
)

{[
p
(
z, αs

(
Q2ξ

))
ξ

]
+

1

[1− z]+
− 1

2

[
Ath
c

(
αs
(
Q2ξ

))
ln ξ

ξ

]
+

δicδ (1− z)

}]
(2.4.3)

and S
(
N, b̂

)
written as

S
(
N, b̂

)
=

∫ 1

0

dz zN−1

∫ ∞
0

dξ J0

(
b̂
√
ξ
)

{[
DpT
c

(
αs
(
Q2ξ

))
ξ

]
+

1

[1− z]+
− 1

2

[
DpT
c

(
αs
(
Q2ξ

))
ln ξ

ξ

]
+

δ (1− z)

}

+

∫ 1

0

dz zN−1

∫ ∞
0

dξ J0

(
b̂
√
ξ
)[ B̃pT

c

(
αs
(
Q2ξ

))
ξ

]
+

δ (1− z)

+

∫ 1

0

dz zN−1

∫ ∞
0

dξ J0

(
b̂
√
ξ
)[Cij (z, αs (Q2ξ

))
ξ

]
+

. (2.4.4)

In Eq. (2.4.2), indexes i, j stand for the different partonic channel we are considering in
the initial scale while k, l = q, g represent the flavour of the intermediate partons resulting

after collinear radiation. Hcc→kl takes into account virtual δ (ξp) contributions, Γ
(
N, b̂

)
embodies all the LL and NLL terms, while S takes into account all NNLL and beyond
terms coming from the more complicated correlated structure of the matrix element. In
Eq. (2.4.3), the notation P in front of the exponential stands for path-ordering since the



2.4 Transverse Momentum Resummation 63

exponential is in this case a matrix in flavour space, due to the presence of Altarelli-Parisi
splitting function numerator p. Altarelli-Parisi splitting function numerator originates
from matrix element Eq. (2.2.13), while the extra plus distribution in (1 − z) comes
from the first term in phase space decomposition, Eq. (2.2.48). Together they form
Altarelli-Parisi splitting function but deprived of delta terms in Pgg and Pqq̄. Then, as
in Sec. 2.3, Ath

c indicates the cusp anomalous dimension, hence the limit z → 1 of pcc.
Transverse Momentum Resummation separates two classes of process: quark-antiquark
initiated and gluon initiated. The index c = q, g defines this distinction. In Eq. (2.4.2),
we fix renormalization and factorization scale to Q2 for simplicity.

As said before, Eq. (2.4.4) includes extra NNLL terms coming from the more compli-
cated correlated structure of the matrix element. In Eq. (2.4.4), they have been separated
according to their z → 1 behaviour, divergent (DpT

c ), constant (B̃c) or suppressed (Cij).
Eq. (2.4.2) is the most suitable form to understand relation with our phase space and

matrix element factorization but it is not the most common description of Refs. [28,30,58].
We are going to relate the two expressions by solving integrals present in Eq. (2.4.3)
and (2.4.4). First of all we rewrite Eq. (2.4.3) and (2.4.4) by solving Mellin integral
obtaining

Γ
(
N, b̂

)
=

∫ ∞
0

dξ J0

(
b̂
√
ξ
){[γ (N,αs (Q2ξ

))
ξ

]
+

− 1

2

[
Ath
c

(
αs
(
Q2ξ

))
ln ξ

ξ

]
+

}
(2.4.5)

S
(
N, b̂

)
=

∫ ∞
0

dξ J0

(
b̂
√
ξ
)

{[
DpT
c

(
αs
(
Q2ξ

))
ξ

]
+

D0 (N)− 1

2

[
DpT
c

(
αs
(
Q2ξ

))
ln ξ

ξ

]
+

}

+

∫ ∞
0

dξ J0

(
b̂
√
ξ
){[Bc (αs (Q2ξ

))
ξ

]
+

+

[
Cij
(
N,αs

(
Q2ξ

))
ξ

]
+

}
, (2.4.6)

where

D0 (N) =

∫ 1

0

dz zN−1

(
1

1− z

)
+

= M

[(
1

1− z

)
+

]
, (2.4.7)

γ (N,αs) are now the complete Altarelli-Parisi anomalous dimension and in order to form
them we change δ (1− z) term B̃c (αs) accordingly

Bc (αs) = B̃c (αs)− δPcc (αs) (2.4.8)

with δPcc (αs) the δ (1− z) term in the diagonal splitting function Pcc (z, αs). An explicit
expression for D0 (N) = −SH

1 (N − 1) can be found in Appendix B, Eq. (B.5.4).

Crucial trick is now the following: running coupling evolution expresses αs
(
Q2ξ

)
in

terms of αs
(
Q2
)

and lnk ξ, but now ξ integral relates lnk ξ with lnk b in the following way

∫ ∞
0

dξ J0

(
b̂
√
ξ
)[ lnk ξ

ξ

]
+

= −
∫ Q2

b20
b2

dq2
lnk q2

Q2

q2
+O (NNNLL) . (2.4.9)
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with b0 = 2e−γE . At NNNLL extra term proportional to ζ3 arise and anomalous dimension
have to be changed from ξp form to b form accordingly [44]. For our scope, since we are
interested in presenting expressions up to NNLL, we rewrite exponentials as

Γ (N, b) = P exp

[
−
∫ Q2

b0
b2

dq2

q2

(
γ
(
N,αs

(
q2
))

+
1

2
Ath
c

(
αs
(
q2
))

ln
Q2

q2

)]
, (2.4.10)

S (N, b) = −
∫ Q2

b20
b2

dq2

q2

[
DpT
c

(
αs
(
q2
))
D0 (N) +

1

2
DpT
c

(
αs
(
q2
))

ln
Q2

q2

]

−
∫ Q2

b20
b2

dq2

q2

[
Bc
(
αs
(
q2
))

+ Cij
(
N,αs

(
q2
))]

(2.4.11)

without any change in the anomalous dimensions.

Last step is a reorganization of the resummed expression. First term in Γ can be

viewed as the evolution of PDFs from a soft scale
b20
b2 to the hard scale Q2. Moreover we

can rewrite virtual contribution in Eq. (2.4.2) as

Hcc→ij
(
N,αs

(
Q2
))

= Hc

(
αs
(
Q2
))
Cci
(
N,αs

(
Q2
))
Ccj

(
N,αs

(
Q2
))

(2.4.12)

where all the N dependence is contained into coefficient function C. It can be proved [28,
30, 58] that all the N dependence in the exponent S can be adsorbed into H simply by

evaluating coefficient function C at the soft scale
b20
b2 .

This means that DpT
c and Cij can be related in a simple way with Hcc→i,j . In

particular, DpT
c is given by the N →∞ limit of Hcc→cc; defining

Hcc→cc (N,αs) = DpT
c (αs)D0 (N) +O (1) (2.4.13)

we have that

DpT
c (αs) =

β (αs)

αs

d lnDpT
c (αs)

d lnαs
(2.4.14)

where β (αs) is the QCD beta function defined, for example in Appendix A

β (αs) = −α2
s (β0 + αsβ1 + . . .) . (2.4.15)

On the contrary, Cij is related to the evolution of the suppressed part in the coefficient
function C. At NNLL, in our case coefficient function C will contain only at least O

(
1
N

)
terms. In this case, at this level of accuracy the relation between Cij and the product
CciCcj is the following:

Cij =
β (αs)

αs

d (lnCc,i (αs) + lnCc,j (αs))

d lnαs
. (2.4.16)

Using these results, we thus obtain the following final expression for the hadronic
transverse momentum distribution:

dσ

dξp
(N, b, αs) = (σ0)cHc

(
αs
(
Q2
))
Cci

(
N,αs

(
b20
b2

))
Ccj

(
N,αs

(
b20
b2

))
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exp [Sc (b)] fi

(
N,

b20
b2

)
fj

(
N,

b20
b2

)
(2.4.17)

with

Sc (b) = −
∫ Q2

b20
b2

dq2

q2

[
ApT
c

(
αs
(
q2
))

ln
Q2

q2
+Bc

(
αs
(
q2
))]

. (2.4.18)

and ApT
c (αs) = Ath

c (αs) + 1
2D

pT
c (αs).

Eq. (2.4.17) is the common resummed expression for the transverse momentum distri-
bution presented in literature. However, it gives back directly the hadronic distribution
summed over all the partonic channels. If we want to separate different channel contribu-
tions we need to come back to Eq. (2.4.2) and to evaluate the path-ordering exponential
up to some logarithmic accuracy. Evolution of PDFs up to some logarithmic order is pre-
sented in detail in Appendix A, where general perturbative solution of DGLAP equation
is derived.

A possible expression for the ij partonic contribution can be written using definition
of U Eq. (A.3.12) and L Eq. (A.3.8) of Appendix A as

dσ̂ij
dξp

(
N, b, αs

(
µ2

R

)
, µ2

F

)
= (σ0)cHc

(
αs
(
µ2

R

))
exp [Sc (b)]

Cca

(
N,αs

(
b20
b2

))
Ccb

(
N,αs

(
b20
b2

))
Ual

(
N,αs

(
b20
b2

))
Llk

(
N, b, µ2

F

)
Uki

(
N,αs

(
µ2

F

))
Ubr

(
N,αs

(
b20
b2

))
Lrw

(
N, b, µ2

F

)
Uwj

(
N,αs

(
µ2

F

))
(2.4.19)

where Sc (b) is defined as in Eq. (2.4.18) and Cca

(
N,αs

(
b20
b2

))
Ual

(
N,αs

(
b20
b2

))
have to

be then evolved as

Cca

(
N,αs

(
b20
b2

))
Ual

(
N,αs

(
b20
b2

))
= Cca

(
N,αs

(
µ2

R

))
Ual

(
N,αs

(
µ2

R

))
exp

[
−
∫ Q2

b20
b2

dq2

q2

β
(
αs
(
q2
))

αs (q2)

[
d lnCca

(
N,αs

(
q2
))

d lnαs (q2)
+
d lnUal

(
N,αs

(
q2
))

d lnαs (q2)

]]
. (2.4.20)

At the end all running coupling αs
(
q2
)

in the different exponents has to be evolved till

αs
(
µ2

R

)
and PDFs are supposed to be evaluated at the factorization scale µ2

F. Sum is
implicitly assumed over repeated indexes.

Eq. (2.4.19) is a very suitable form to take under control all the logarithmic contribu-
tions and to prevent to insert subleading effects in our result.

In all this thesis, the studied logarithmic accuracy in soft and collinear limit is NNLL.
To achieve this accuracy we need cusp anomalous dimension up to three loops, BpT

c (αs)
at two loops and hard-collinear function Hcc→ij up to order α2

s to derive DpT
c (αs) at two

loops. Moreover we need C decomposition at one loop to properly define suppressed large
N evolution at NNLL.
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It is worth mentioning that while suppressed large-N terms and singular large-N terms
are fixed by evolution factor D and C in Eq. (2.4.2), there is a sort of freedom regarding
the position of constant N terms in Eq. (2.4.17). Inclusion of constant N terms can be
done in Hc or in C in any possible combination; this brings to a different definition of the
Sudakov exponent in the Bc (αs) term. Such invariance is called in literature resummation
scheme invariance and it has been largely studied in Ref. [50]. We are going to refer the
interested reader to this reference for further information. In the rest of the thesis we
are going to make a particular resummation scheme choice, pretending to have C free of
constant terms which are all included into Hc. This resummation choice is called hard
scheme [50] and all the explicit results of Sec. 2.7 and Appendix C will be presented in
this particular scheme.

In conclusion, in this section we summarized the standard transverse momentum re-
summation in conjugate space up to NNLL. We linked the resummation structure to our
factorize phase space and matrix elements, producing our first form Eq. (2.4.2). Then
we simplify this expression to match with the standard formula present in literature. At
the end, Eq. (2.4.19) shows also a possible implementation of the resummed expression
which takes into account, explicitly, different partonic channel contributions and renor-
malization/factorization scale dependence.

2.5 Consistent Transverse Momentum Resummation

In previous section, the original derivation of transverse momentum resummation in
Mellin-Fourier space [28, 30, 58] was derived. It is important to remember that the fi-
nal expression Eq. (2.4.17) is valid only when p2

T or ξp is the smallest scale of the process.
We used this condition to factorize phase space when we took the limit Eq. (2.2.47). In
Mellin-Fourier space we are studying the region

b→∞ at fixed N. (2.5.1)

It is easy to convince yourself that this situation will become troublesome at threshold
when also s is approaching its minimum and it could become of the same order of ξp. In
b-N space we are in the situation where both b and N are growing to infinity with no
particular pre-definite direction.

In this section we want to overcome this problem and to derive a new resummation
theory, which we are going to call consistent transverse momentum resummation, valid in
the region

ξp ≈ (1− τ̂)
2 � 1. (2.5.2)

Moreover we will see that with a little efforts we could extend our new resummation
procedure in order to include the original transverse momentum resummation of Sec. 2.4
as a by-product. All presentation works at NNLL and we will closely follow for all the
section the derivation of Ref. [45].

Before starting, we want to highlight the reason of this theoretical study. Several
works on threshold resummation for inclusive cross section [60, 64, 65] highlight the fact
that threshold dynamics at inclusive level was totally dominated by small-pT limit at
differential level. This suggests the idea that from the pure knowledge of transverse
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momentum resummation for single differential transverse momentum distribution, the
threshold resummation for total cross section should be derived by simply performing
integration over ξp.

However, using original derivation of Sec. 2.4 this is not the case; the situation is
even worse, because, strictly speaking, the integral over ξp of the resummed expression
Eq. (2.4.17) is divergent. Several solutions have been proposed in literature to overcome
this problem, by introducing properly subleading contributions which, without touching
the large b limit, permits to obtain a finite value for the integral. The most common
prescription used in literature is the so-called unitarity constraint [30, 51, 58]: we fix the
integral of the resummed and matched expression to be the inclusive cross section of the
fixed order result used in the matching procedure.

In Refs. [60–62], it was shown for the first time that proper subleading contributions
could be included at NLL in Eq. (2.4.17) in order to fix integral over ξp to be equal
to the NLL threshold resummed inclusive cross section. However, the extension of this
formalism to NNLL is particularly cumbersome and first attempt of Ref. [63] showed that
ad hoc corrections have to be included in the extension.

In this section, instead, following Ref. [45] we want to present a particular simple
derivation which permits to reformulate transverse momentum resummation in order to
deal also with region (2.5.2). Being our final expression valid for small-pT at all energies,
it is clear from analysis of Ref. [31, 64] that its integral over pT must coincide with a
threshold resummed inclusive cross section. In Ref. [45] this occurrence was explicitly
checked in general up to NNLL. We will present in this thesis an explicit check of this
property in Sec. 2.7 for our test process, EFT Higgs boson production in gluon fusion.

It is important to note that the extension we are going to present is not a ξp extension;
we will not derived an expression which is valid even for larger pT. Instead, it is an
”energy” extension, meaning that we resum leading small-pT contributions at any value
of the centre-of-mass energy, even at threshold. This means that our final formula would
not include threshold resummation at fixed pT of Sec. 2.3 which still remains a different
theory, performed in a disjointed region. We will come back on the relation between
consistent small-pT resummation and threshold resummation at fixed pT in Sec. 2.6 where
a proper combination of the two will be proposed.

We are ready to start; we want to retrace derivation of the original transverse mo-
mentum resummation focusing on the steps where we used condition ξp � (1− τ̂)

2
.

In the double limit ξp → 0, x→ 1 matrix element factorization occurs as in Sec. 2.2.1.
Up to NLL, this can be easily appreciated since the derivation works in the small-ξp limit
for any x (and hence z); beyond NLL situation become more difficult due to correlation
presence. In Ref. [45], it was proved that no modification in matrix element occurs even
at NNLL; however, a general prove at any logarithmic order is up to now not available.

Hence, up to NNLL, modifications with respect to original derivation of Sec. 2.4 ap-
pears only in the phase space. In particular, we make use of condition ξp � (1− τ̂)

2
in

moving from Eq. (2.2.45) to the factorized phase space expression Eq. (2.2.48).

Therefore, we are going to come back to Eq. (2.2.45) and we are going to search
another procedure to reach factorization. In particular we want to use the fact that in
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the region of interest Eq. (2.5.2) we have

z1 ≈ z2 ≈ · · · ≈ zn ≈ τ̂ ≈ 1; (2.5.3)

they are all of the same size. Then we rewrite square root present in Eq. (2.2.45) as

1√
(1− zi)2 − 4 τ

z2
1 ...z

2
i−1

ξ
≈ 1√

(1− zi)2 − 4ziξ
(2.5.4)

thus introducing subleading contributions both at threshold and at small-pT. Clearly
Eq. (2.5.4) is one of the possible equivalent form for the original square root but, as
highlighted in Ref. [45], subsequent steps turn out to be simpler using this particular
modification. We thus reach the following form for the phase space

dΦn+1 (p1, p2; p, k1, . . . , kn) =
8π3−εQ2n

[4(2π)2−ε]
n+1

τ̂

Γ(1− ε)
dξp

∫
db2 (bpT)

−ε
b2nεJ−ε (bpT)

J−ε (bkT1
)

(bkT1
)
−ε
dξ1dz1√

(1− z1)
2 − 4z1ξ1

. . . J−ε (bkTn)
(bkTn)

−ε
dξndzn√

(1− zn)
2 − 4znξn

δ (τ̂ − z1 . . . zn) +O
(

1

b

)
+O

(
1

N

)
. (2.5.5)

Phase space of Eq. (2.5.5) is now factorized. However, we need a little more care to
highlight ε pole origin. First of all we have to disentangle various ξi and zi interactions.
Due to modification Eq. (2.5.4), now the integration limits are

0 ≤ zi ≤ 1 0 ≤ ξi ≤
(1− zi)2

4zi
. (2.5.6)

By performing the following change of variable

z′i = zi

(√
1 + ξi +

√
ξi

)2

(2.5.7)

we reach a totally decoupled situation

0 ≤ z′i ≤ 1 ξi ≥ 0. (2.5.8)

We are now ready to use the following equality between distributions to highlight threshold
divergence hidden into the square root

1√
(1− z)2 − 4zξ

=
1√

(1− z′)
(

1−
(√

1 + ξ −
√
ξ
)4
z′
)

=

 1√
(1− z′)

(
1−

(√
1 + ξ −

√
ξ
)4
z′
)

z

+
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+
1

2

1(√
1 + ξ −

√
ξ
)2 (ln (1 + ξ)− ln ξ) δ (1− z′) (2.5.9)

with z plus distribution defined as∫ 1

0

dz g (z) [f (z)]
z
+ =

∫ 1

0

dz (g (z)− g (1)) f (z) (2.5.10)

in order to come to the following phase space factorized expression:

dΦn+1 (p1, p2; p, k1, . . . , kn) =
8π3−εQ2n

[4(2π)2−ε]
n+1

τ̂

Γ(1− ε)
dξp

∫
db2 (bpT)

−ε
b2nεJ−ε (bpT)

J−ε (bkT1
) (bkT1

)
−ε
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1

[ 1√
(1− z′1)
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1−
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√
ξ1
)4
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z

+

+
1

2

1(√
1 + ξ1 −

√
ξ1
)2 (ln (1 + ξ1)− ln ξ1) δ (1− z′1)
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. . .

J−ε (bkTn) (bkTn)
−ε
dξndz

′
n

[ 1√
(1− z′n)

(
1−

(√
1 + ξn −

√
ξn
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
z

+

+
1

2

1(√
1 + ξn −

√
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)2 (ln (1 + ξn)− ln ξn) δ (1− z′n)
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δ

(
x
(√

1 + ξp −
√
ξp

)2

− z1 . . . zn

(√
1 + ξ1 −

√
ξ1

)2

. . .
(√

1 + ξn −
√
ξn

)2
)

+O
(

1

b

)
+O

(
1

N

)
. (2.5.11)

In conclusion, consistent transverse momentum resummation is now performed as
original transverse momentum resummation using the factorized expression for the matrix
element M Eq. (2.2.2), or (2.2.15) and for the phase space Eq. (2.5.11) rather than
Eq. (2.2.45).

In doing this, we also need to pay attention to the actual definition of Mellin and
Fourier transform. Indeed, it is no longer possible to ignore upper limit of integration of
ξp, since when τ̂ → 1, ξmax

p → 0. We thus have to take Mellin transform with respect to
x and use delta constraint to solve it.

Before writing resummed expression in the consistent case it is interesting to un-
derstand which actual contributions we are inserting using Eq. (2.5.11) rather than
Eq. (2.2.45). The situation is clearer in Mellin-Fourier space; by expanding at small-
ξ the square root and then by computing Fourier Mellin transform order by order, we
obtain [45]:
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∫ 1

0

dz′ z′ N−1

∫ ∞
0

dξ

(√
1 + ξ −

√
ξ
)2N

J0

(
b
√
ξ
)√

(1− z)
(

1−
(√

1 + ξp −
√
ξp
)4
z
) =

=
2

b2

(
1− 4N2

b2
+

16N4

b4
+ . . .

)
. (2.5.12)

Thus we are ignoring terms which are suppressed by powers of b but which are enhanced
by the same powers of N . Clearly, these terms become important when both N and b are
becoming large. In conclusion, consistent transverse momentum resummation, performed
using Eq. (2.5.11) rather than Eq. (2.2.45), considers a slightly different limit in Mellin-
Fourier space with respect to the original transverse momentum resummation [45]:

b→∞ at fixed
N

b
ratio (2.5.13)

rather than

b→∞ at fixed N (2.5.14)

as in the original Collins-Soper-Sterman work [28]. By considering Eq. (2.5.13) limit,
indeed, all the series of contribution coming from the square root Eq. (2.5.12) are taken
into account.

However, this is not the only advantage of consistent resummation form. Indeed
it is easy to convince yourself that the entire expansion Eq. (2.5.12) is meaningless at
integrated level, since all the terms diverge for b = 0. We can clarify better this concept
working directly in momentum space. The integral over ξ of the square root performed
term by term in small-ξ expansion,∫ (1−z)2

4z

0

dξ
1√

(1− z)2 − 4zξ
=

1

1− z

∫ (1−z)2
4z

0

dξ

(
1 +

2ξz

(1− z)2 +
6ξ2z2

(1− z)4 + . . .

)

=
(1− z)

4z

(
1 +

1

4
+

1

8
+ . . .

)
, (2.5.15)

turns out to be an infinite sum of contributions of the same order. Therefore the entire
square root has to be retained in order to catch the correct ξp integral of the resummed
expression.

In order to match properly with threshold resummation at inclusive level, even a
different logarithmic power counting has to be used. We will see in a while that in the
limit Eq. (2.5.13), large-logarithms will be organized using two different scales, N , and

χ = N̄2 + b2

b20
. The logarithmic accuracy will be defined looking at the sum of the power of

lnN and the power of lnχ. Terms like lnN lnk−1 χ and lnk χ will be then considered of the
same logarithmic order. This different logarithmic counting is linked to our requirement
on the integral. Indeed in the example just mentioned both the terms contribute to the
lnkN coefficient after ξp integration.

In the next subsection we will see that consistent resummation permits to formulate a
resummed expression which coincides in Eq. (2.5.14) region with original transverse mo-
mentum resummation, differs in general for N

b terms but reduces to threshold resummed
inclusive cross section when b = 0.
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2.5.1 Resummed Expression

Consistent transverse momentum resummation for dσ̂
dξp

takes the following form

dσ̂cons
ij

dξp

(
N, b, αs

(
Q2
)
, Q2

)
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)
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[
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)]
(2.5.16)

with
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+
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+
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Q2ξ
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+
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, (2.5.17)

preg defined from p as

preg
ij (z, αs) =

pij (z, αs)− δijAth
i (αs)

1− z
(2.5.18)

and S
(
N, b̂

)
written as

S
(
N, b̂

)
=

∫ 1

0

dz′ z′ N−1

∫ ∞
0

dξ J0

(
b̂
√
ξ
)(√

1 + ξ −
√
ξ
)2N

{[
DpT
c

(
αs
(
Q2ξ

))
ξ

]
+

 1√
(1− z′)

(
1−

(√
1 + ξ −

√
ξ
)4
z
)

z

+

+
1

2

1(√
1 + ξ −

√
ξ
)2[

2
DpT
c

(
αs
(
Q2ξ

))
ln (1 + ξ)

ξ
−

[
DpT
c

(
αs
(
Q2ξ

))
ln ξ

ξ

]
+

]
δ (1− z′)

}

+

∫ 1

0

dz′′ z′ N−1

∫ ∞
0

dξ J0

(
b̂
√
ξ
)(√

1 + ξ −
√
ξ
)2N

[
B̃pT
c

(
αs
(
Q2ξ

))
ξ

]
+

δ (1− z′)
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+

∫ 1

0

dz′′ z′ N−1

∫ ∞
0

dξ J0

(
b̂
√
ξ
)(√

1 + ξ −
√
ξ
)2N

[
Cij
(
z′, αs

(
Q2ξ

))
ξ

]
+

. (2.5.19)

In Eq. (2.5.17) and in Eq. (2.5.19) we make use of the z plus distribution defined in
Eq. (2.5.10). Moreover, changing in phase space is applied only to divergent contribu-
tion in z → 1 since the difference is effective at small-pT only at threshold. Hence, in
Eq. (2.5.17) and (2.5.19), we change the term proportional to C and to the regular part of
the splitting function preg only re-expressing its dependence as function of z′ rather than
z. However, such change turn out to be subleading in the limit Eq. (2.5.13) and then it
was performed in Eq. (2.5.19) only for symmetry with other components. Special remark
is needed for the B̃ delta term. In principle this term could receive extra contribution
when the small-pT limit is taken at threshold. However, in Ref. [45] it was proved that
no extra contribution arises at NNLL. It is important to note however that no all order
proof of this fact exists. Even for the delta contribution at NNLL, difference between z′

and z turns out to be subleading in limit Eq. (2.5.13).

As for original transverse momentum case, Eq. (2.5.16) is not the most simple expres-
sion for the consistent resummed case and a more compact form can be in fact derived.
However, we still prefer to start again with a formula like Eq. (2.5.16) to explicit the
relation between this resummed expression and phase space analysis of Sec. 2.5.

By using running coupling evolution, all integrals in Eq. (2.5.16) can be expressed as
a combination of the following two types:

Gk,1 (N, b) =

∫ ∞
0

dξ
(√

1 + ξ −
√
ξ
)2N

J0

(
bQ
√
ξ
)∫ 1

0

dz zN−1

((
lnk ξ

ξ

)
+

 1√
(1− z)

(
1−

(√
1 + ξ −

√
ξ
)4
z
)

z

+

+ δ (1− z) 1

2
(√

1 + ξ −
√
ξ
)2(

ln (1 + ξ) lnk ξ

ξ
−

(
lnk+1 ξ

ξ

)
+

))
(2.5.20)

Gk,2 (N, b) =

∫ ∞
0

dξ
(√

1 + ξ −
√
ξ
)2N

J0

(
bQ
√
ξ
)( lnk ξ

ξ

)
+

, (2.5.21)

where the integrals Gk,1 and Gk,2 appear in the terms proportional to A, D and B̃, C
respectively. We need to evaluate these integrals in the limit Eq. (2.5.13).

This can be done by defining two generating functions, G1 (N, b, ε) and G2 (N, b, ε) such
that

Gk,1 (N, b) =
dk

dεk
G1 (N, b, ε)

∣∣∣∣
ε=0

Gk,2 (N, b) =
dk

dεk
G2 (N, b, ε)

∣∣∣∣
ε=0

. (2.5.22)
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These admit the integral representation

G1 (N, b, ε) =

∫ 1

0

dz zN−1

∫ (1−z)2
4z

0

dξ J0

(
bQ
√
ξ
) ξ−1+ε√

(1− z)2 − 4zξ

− 1

2ε2
− 1

ε

∫ 1

0

dz zN−1

(
1

1− z

)
+

(2.5.23)

G2 (N, ε) =

∫ ∞
0

dξ

[(√
1 + ξ −

√
ξ
)2N

J0

(
bQ
√
ξ
)
− 1

]
ξ−1+ε. (2.5.24)

Expanding the Bessel function in powers of its argument

J0

(
bQ
√
ξ
)

=

∞∑
p=0

(−1)p

Γ2 (p+ 1)

(
b2Q2

4

)p
ξp (2.5.25)

and integrating term by term we get

G1 (N, b, ε) =

∞∑
p=0

[
(−1)p

Γ2 (p+ 1)

(
b2Q2

4

)p
Γ (N − p− ε) Γ2 (p+ ε)

2Γ (N + p+ ε)

]
− 1

2ε2
+

1

ε
(ψ (N) + γE) (2.5.26)

G2 (N, b, ε) =

∞∑
p=0

[
(−1)p

Γ2 (p+ 1)

(
b2Q2

4

)p
NΓ (N − p− ε) Γ (2 (p+ ε))

22p+2ε−1Γ (N + 1 + p+ ε)

]
− 1

ε
. (2.5.27)

We can now take the large-b limit at fixed N
b . Because the Γ functions do not depend on

b, this limit can be taken using the asymptotic expansion

Γ (N − p− ε)
Γ (N + p+ ε)

=

(
1

N2

)p+ε(
1 +O

(
1

N

))
. (2.5.28)

By inserting Eq. (2.5.28) into Eqs. (2.5.26), (2.5.27) and performing the sum on p we
obtain

G1 (N, b, ε) =
1

2

(
1

N2

)ε
Γ2 (ε) 2F1

(
ε, ε, 1,−b

2M2

4N2

)
− 1

2ε2
+

1

ε
(lnN + γE) +O

(
1

b

)
(2.5.29)

G2 (N, b, ε) = 21−2ε

(
1

N2

)ε
Γ (2ε) 2F1

(
ε,

1

2
+ ε, 1,−b

2M2

4N2

)
− 1

ε
+O

(
1

b

)
. (2.5.30)

These provide us with the desired expressions of the generating functions at leading order
in the b→∞ limit, for fixed N

b .

The derivatives of the generating functions Eqs. (2.5.29)- (2.5.30) could be performed
using recent results [66, 67] for the expansion of hypergeometric function in powers of ε.
However, very compact closed-form expressions could either be obtained by replacing the
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generating functions Eqs. (2.5.29)- (2.5.30) with suitable expressions which only differ by
them by subleading terms. Indeed, because powers of ln ξ are obtained by differentiation
with respect to ε according to Eq. (2.5.22), an expression of the generating functions which
reproduces transverse momentum resummation up to NkLL accuracy can be obtained by
expanding the hypergeometric functions in powers of ε, and at each order in ε evaluating
its large b limit and retaining the k + 1 highest powers of ln b. Furthermore, because of
the prefactor of N−2ε in Eqs. (2.5.29)- (2.5.30) an expression of the generating functions
which reproduces inclusive threshold momentum resummation up to NjLL accuracy can
be obtained by letting b = 0 and then expanding the hypergeometric functions in powers of
ε and retaining the first j orders of the expansion. Hence, any function which reproduces
these two behaviours of the original generating functions will lead to the same resummed
results to the desired accuracy: up to NNLL this requires k = j = 2.

For G1, we do this by noting that the hypergeometric function 2F1 has the following
expansion for large z

2F1 (ε, ε, 1,−z) =
z−ε

Γ (ε) Γ (1− ε)
(ln z − ψ (1− ε)− ψ (ε)− 2γE) +O

(
1

z

)
, (2.5.31)

and the Taylor expansion

2F1 (ε, ε, 1,−z) = 1 + ε2Li2 (−z) +O
(
ε3
)
. (2.5.32)

We can easily combine these two behaviours by first, letting z → 1 + z on the right-
hand side of Eq. (2.5.31): this leads to an expression which coincides with Eq. (2.5.31) as
z → ∞ up to O

(
1
z

)
corrections, but is regular as z → 0. Next, we expand the result in

powers of ε and we match to the expansion Eq. (2.5.32). Namely, we note that

(1 + z)−ε

Γ (ε) Γ (1− ε)
(ln(1 + z)− ψ (1− ε)− ψ (ε)− 2γE) = 1− ε2

[
1

2
ln2(1 + z) + ζ2

]
+O

(
ε3
)
.

(2.5.33)
But

Li2 (−z) +
1

2
ln2 (1 + z) + ζ2 = Li2

(
1

1 + z

)
− (ln (1 + z)− ln (z)) ln (1 + z) . (2.5.34)

Hence it is enough to add the left-hand side of Eq. (2.5.34) to the right-hand side of
Eq. (2.5.31) after having performed in it the z → 1 + z shift, to get an interpolation of
the hypergeometric function which, if substituted in Eq. (2.5.29), leads to the same result
up to subleading power corrections in the small pT limit and up to N3LL corrections in
the threshold limit at the integrated level. This can be increased to NjLL by including
the expansion in powers of ε in Eqs. (2.5.32), (2.5.33) up to j − 1–th order.

The second term on the right-hand side of Eq. (2.5.34) can be dropped, as it is O(z)
as z → 0 and O

(
1
z

)
as z →∞, and so we end up with the result

2F1 (ε, ε, 1,−z) =
(1 + z)

−ε

Γ (1− ε) Γ (ε)
(ln (1 + z)− 2γE − ψ (1− ε)− ψ (ε))

+ ε2Li2

(
1

1 + z

)
+O (NNNLL) , (2.5.35)
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where the order of the correction means that using Eq. (2.5.35) in the expression Eq. (2.5.29)
of the generating function G1 leads to a resummed expression which preserves the original
accuracy in the small pT limit, and which is NNLL accurate in the threshold limit upon
integration over pT.

For G2 we use the expansion

2F1

(
ε,

1

2
+ ε, 1,−z

)
=

√
π2−2εz−ε

Γ
(

1
2 + ε

)
Γ (1− ε)

+O
(

1

z

)
. (2.5.36)

We note furthermore that G2 generates the integrals which enter in the terms proportional
to C, B̃ in the resummed expression Eq. (2.5.19). These start at least at NLL, hence, up
to NNLL accuracy, it is sufficient to perform the expansion in powers of ε up to first order,
rather than second order as in Eq. (2.5.32). Furthermore, we note that the O(ε) term in
this expansion only receives a contribution from C, which vanishes in the threshold limit
N →∞. It follows that is enough to reproduce the expansion

2F1

(
ε,

1

2
+ ε, 1,−z

)
= 1 +O(ε). (2.5.37)

This is automatically the case if we simply perform the shift z → 1 + z on the right-hand
side of Eq. (2.5.31). We thus end up with the result

2F1

(
ε,

1

2
+ ε, 1,−z

)
=

√
π2−2ε (1 + z)

−ε

Γ
(

1
2 + ε

)
Γ (1− ε)

+O (NNNLL) , (2.5.38)

where again the order of the correction means that using this result in Eq. (2.5.30) leads
to a resummed expression which preserves the original accuracy in the small pT limit, and
which is NNLL accurate in the threshold limit upon integration over pT.

By inserting interpolations Eqs. (2.5.35), (2.5.38) into Eqs. (2.5.29), (2.5.30) and by
taking k derivatives with respect to ε retaining only terms up to NNLL, we obtain for
G1,k and G2,k the following expression:

Gk,1 (N, b) =
(−1)

k

2

[
− 1

k + 2
lnk+2 χ+

ln N̄2

k + 1
lnk+1 χ+ lnk N̄2 Li2

(
N̄2

χ

)

+O
(

lnj N̄2 lnk−1−j χ
)]

(2.5.39)

Gk,2 (N, b) = − (−1)k

k + 1
lnk+1 χ+O

(
lnk−1 χ

)
(2.5.40)

with

N̄ = N eγE (2.5.41)

χ = N̄2 +
b̂2

b20
(2.5.42)

b0 = 2e−γE . (2.5.43)
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Last simplification we can achieved is based on the following NNLL equality

(−1)
k lnk χ

k
= −

∫ Q2

Q2

χ

dq2

q2
lnk−1

(
q2

Q2

)
(2.5.44)

and consists in rewriting lnχ components as the result of a running coupling evolution

from a new soft joint scale Q2

χ to the hard scale Q2.

Performing analogue steps as for the construction of the original transverse momentum
resummation, Eq. (2.4.17), we can recast Eq. (2.5.16) as

dσcons

dξp
(N, b, αs) = (σ0)c H̄c

(
N̄2

χ
, αs

(
Q2
))

Cci

(
N,αs

(
Q2

χ

))
Ccj

(
N,αs

(
Q2

χ

))
exp [Sc (χ,N)] fi

(
N,

Q2

χ

)
, fj

(
N,

Q2

χ

)
. (2.5.45)

In this case the Sudakov exponential is given by two different integrals

Sc (χ,N) = −
∫ Q2

Q2

χ

dq2

q2

[
ApT
c

(
αs
(
q2
))

ln
Q2

q2
+Bc

(
αs
(
q2
))]

+

∫ Q2

Q2

N̄2

dq2

q2
Gc

(
N̄2

χ

)(
αs
(
q2
))

(2.5.46)

with ApT
c (αs) = Ath

c (αs) + 1
2D

pT
c (αs), G

(
N̄2

χ

)
= β0A

pT,(1)
c Li2

(
N̄2

χ

)
α2
s + O

(
α3
s

)
up to

NNLL. We note that consistent derivation, in addition to change the soft scale from
b20
b2

to Q2

χ , produces pure soft contributions in the Sudakov exponent which are fundamental,
as we will see, to reproduce the soft resummed inclusive ξp integral.

Moreover, in Eq. (2.5.45), we change the constant H to H̄ to reabsorb into the hard
function all the not logarithmic contributions in the Sudakov exponent. Up to NNLL, we
thus have :

H̄c

(
N̄2

χ
, αs

)
= Hc (αs) +ApT,(1)

c Li2

(
N̄2

χ

)
αs +O

(
α3
s

)
. (2.5.47)

It is important to stress that C (N,αs), H (αs) definition is completely equal to the
original transverse momentum case up to the logarithmic accuracy we are working since
no corrections are imposed on N dependence of not threshold enhanced terms.

As for Eq. (2.4.17), Eq. (2.5.45) gives back directly the hadronic distribution summed
over all the partonic channels. Moreover, it is expressed with no dependence from fac-
torization and renormalization scales which are set for simplicity equal to the hard scale
Q2. If we want to separate different channel contributions and we want to deal with scale
variation we need to perform, as before, PDFs evolution up to NNLL logarithmic order3.

3In fact, NNLL evolution operator can be retained only in its large-N singular part (see closure remark
of Appendix A)
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Hence a possible expression for the ij partonic channel contribution can be written
using results of Appendix A, Eq. (A.3.8) and Eq. (A.3.12) as

dσ̂cons
ij

dξp

(
N, b, αs

(
µ2

R

)
, µ2

F

)
= (σ0)c H̄c
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χ
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R
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χ
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χ
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U joint
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χ
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U joint
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(
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µ2

F

))
U joint
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χ
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rw

(
N,χ, µ2

F

)
U joint
wj

(
N,αs

(
µ2

F

))
(2.5.48)

where Sc (χ,N) is defined as in Eq. (2.5.46) and Cca

(
N,αs

(
Q2

χ

))
U joint
al

(
N,αs

(
b20
b2

))
have to be then evolved as
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χ
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U joint
al
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))
= Cca
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R

))
U joint
al

(
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(
µ2

R

))
exp

[
−
∫ Q2

Q2

χ

dq2

q2

β
(
αs
(
q2
))

αs (q2)

[
d lnCca

(
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(
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d lnαs (q2)
+
d lnU joint

al
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(
q2
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d lnαs (q2)

]]
.

(2.5.49)

The superscript joint has been used to indicate that in consistent resummation to
take into account the different counting of logarithms with respect to original transverse
momentum resummation, evolution of PDFs has to be performed in a slightly different
way. In brief, while to reach ln b NNLL accuracy we need NLL complete Altarelli-Parisi
evolution, in consistent resummation to reach NNLL accuracy, since we both need to
control lnN and lnχ contributions, we need NNLL evolution with O

(
α3
s

)
anomalous

dimension γ
(2)
ij substituted by their large-N asymptotic behaviour γ

(2),div
ij . A more ex-

tensive discussion about this fact is contained in Appendix A, where also all the explicit
expressions are reported.

Eq. (2.5.45) and Eq. (2.5.48) represent the main results of this section. All the phe-
nomenological consequences contained in Chap. 4, regarding consistent resummation, are
produced throughout an implementation of Eq. (2.5.48). Consistent resummation cor-
rectly resums all the leading contributions in the limit Eq. (2.5.13) up to NNLL. It is
easy to convince yourself that Eq. (2.5.45) reduces to Eq. (2.4.17) by taking the limit
Eq. (2.5.14), since

χ→ b̂2

b20
Li2

(
N̄2

χ

)
→ 0. (2.5.50)

In this sense, consistent resummation is an extension at threshold of the original transverse
momentum resummation. Moreover, we will see in Sec 2.7, where the whole machinery
will be applied to our test case, that by taking the integral over ξp of Eq. (2.5.45), the
threshold resummed inclusive cross section is correctly reproduced.
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However, before moving to an explicit application, let’s highlight the fact that even if
consistent resummation corrects threshold behaviour in the small-pT limit, giving sense
to ξp integral, it does not reproduce correctly threshold behaviour at fixed-pT. Indeed,
as threshold resummation at fixed-pT does not reproduce small-pT resummation, lacking
of collinear but not soft contributions, consistent small-pT resummation does not include
threshold resummation at fixed-pT lacking of soft large-angle terms.

Hence if we are interested to produce a unique formula able to catch the leading
behaviour at threshold for all the pT we need to properly combine the two resummations
just presented. This will be the topic of the next section.

2.6 Combined Resummation for Transverse distributions

As presented in the previous section, the small-pT limit changes dramatically the large-N
behaviour of transverse momentum distribution, revealing extra threshold divergences,
before screened by the finite value of the transverse momentum. For this reason, thresh-
old resummation at fixed pT and consistent small-pT resummation reproduce different
threshold behaviour which are correct in the ξp region where they live but spoil the whole
picture if they are extended in a larger ξp range.

Using Collins-Soper-Sterman transverse momentum resummation we meet the same
problem since in order not to spoil the fixed order result is matched on, we are forced
to turn off resummation at some large ξp. Of course the value of ξp which can be con-
sidered the ”boundary” of the small-ξp region is completely arbitrary and can have a
phenomenologically impact in the mid-large ξp range.

Our idea is to switch between our threshold resummed predictions in a continuous
way, using a profile matching function. In this way we do not have to define a boundary
but we only introduce terms which are subleading in both the regions.

We then define a combined resummation as

dσ̂ij
dξp

(
N, ξp, αs

(
µ2
R

)
, µ2
F

)
= (1− T (N, ξp))

dσ̂cons
ij

dξp

(
N, ξp, αs

(
µ2
R

)
, µ2
F

)
+ T (N, ξp)

dσ̂th
ij

dξp

(
N, ξp, αs

(
µ2
R

)
, µ2
F

)
. (2.6.1)

with the matching profile function satisfying

lim
N→∞

T (N, ξp) = 1 at fixed ξp, (2.6.2a)

lim
ξp→0

T (N, ξp) = 0 at fixed N, (2.6.2b)

dσ̂cons
ij

dξp
given by Eq. (2.5.48) and

dσ̂th
ij

dξp
given by Eq. (2.3.1). Of course several possible

matching profile functions exist; however, phenomenological studies on our test case show
that the dependence of the combined resummed result from the particular form of the
matching function is very mild if the consistent small-pT resummation is used instead of
Collins-Soper-Sterman approach.
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In the phenomenological application of Chap. 4 we use a profile function of the form

Tk,m (N, ξp) =
Nmξkp

1 +Nmξkp
(2.6.3)

with different choice for the k,m integers.

Using our combined formula Eq. (2.6.1) we are able to resum threshold contributions in
the whole ξp spectrum up to NNLL logarithmic accuracy. Moreover due to the properties
of our consistent small-pT resummation, the original transverse momentum resummation
is achieved in the limit, Eq. (2.5.14) and resummed threshold behaviour of inclusive cross
section is given by integration of Eq. (2.6.1) over pT. Indeed the integral of any term
multiplying the profile function is suppressed at least as O

(
1
N

)
after ξp integration.

It is important to note that Eq. (2.6.1) contains an inverse Fourier transform in the
consistent part. The evaluation of this inverse Fourier transform at resummed level is
far to be trivial due to the presence of the Landau pole. We are going to come back
on this point in Chap. 4, where resummed phenomenological results for the Higgs boson
production process will be presented.

In the next section, we move to an explicit application. Combined Resummation will
be written explicitly for the EFT Higgs boson production process and threshold resummed
inclusive cross section will be derived after ξp integration.

2.7 Application: EFT Higgs boson at Threshold

In this section, we want to write all the explicit expressions for the consistent and com-
bined resummation in the case of EFT Higgs boson production. Moreover we analytically
check that threshold resummation for inclusive cross section is reproduced after integra-
tion over pT.

We start from consistent resummation and in particular from Eq. (2.5.48). At LO,
Higgs boson is produced via gluon fusion: we thus have to set index c to g in Eq. (2.5.48).
Moreover, we can set the hard scale Q2 to be the mass of the Higgs m2

H and we can
perform all the implicit sums over repeated indexes to derive explicit formula for each
partonic channel. Retaining contributions up to NNLL, we obtain

dσ̂ij
dξp

(
N, ξp, αs

(
µ2

R

)
, µ2

R, µ
2
F

)
=

∫ ∞
0

db
b

2
J0

(
bm2

H

√
ξp

)(√
1 + ξp −

√
ξp

)−2N

σ0

(
αs
(
µ2

R

))
H̃gg→ij

(
N,χ, αs

(
µ2

R

)
, µ2

R, µ
2
F

)
exp

[
Sg
(
N,χ, µ2

R

)]
(2.7.1)

with

H̃gg→gg
(
N,χ, αs

(
µ2

R

)
, µ2

R, µ
2
F

)
=
(
Lgg

(
N,χ, µ2

F

))2
(Rgg (N,χ))

2

+ αs
(
µ2

R

)(
2H(1)

gg→gq (N)Rgg (N,χ)Rgq (N,χ)Lgg
(
N,χ, µ2

F

)
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N,χ, µ2

F

)
+ H̄(1)

gg→gg (N) (Rgg (N,χ))
2

(Lgg (N,χ))
2
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gq (N)Rgq (N,χ)Rgg (N,χ)Lgg

(
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F

)
Lqg

(
N,χ, µ2

F

)
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− 2U joint,(1)
qg (N) (Rgg (N,χ))

2
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F

)
Lgq
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F

)
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(
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))2
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H
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H
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R
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0 ln2 m

2
H

µ2
R

)
,

(2.7.2a)

H̃gg→gq
(
N,χ, αs

(
µ2

R

)
, µ2

R, µ
2
F

)
= (Rgg (N,χ))

2
Lgg
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F

)
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(
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)
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)(
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)
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(
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)
− U joint,(1)

gq (N) (Rgg (N,χ))
2 (
Lgg

(
N,χ, µ2

F

))2
+ U joint,(1)
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qq (Rgg (N,χ))
2
Lgg

(
N,χ, µ2

F

)
Lgq

(
N,χ, µ2

F

)
− 2 (Rgg (N,χ))

2
Lgg

(
N,χ, µ2

F

)
Lgq

(
N,χ, µ2

F

)
β0 ln
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H
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)

+ α2
s

(
µ2

R

)
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F

)
Lqq

(
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F

)(
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gg→gq −H(1)
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F

µ2
R

− 2H(1)
gg→qqβ0 ln

m2
H

µ2
R

)
(2.7.2b)

H̃gg→qq
(
N,χ, αs

(
µ2

R

)
, µ2

R, µ
2
F

)
= (Rgg (N,χ))

2 (
Lgq

(
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F

))2
+ 2αs

(
µ2

R

)(
H(1)
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(
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)
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F
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gg→gg (N) (Rgg (N,χ))
2 (
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))2
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2 (
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))2
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2
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(
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)
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)
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2 (
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))2
β0 ln
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H
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)
+ α2

s

(
µ2

R

) (
Lqq

(
N,χ, µ2

F

))2H(2)
gg→qq, (2.7.2c)

and Sg
(
N,χ, µ2

R

)
given by

Sg
(
N,χ, µ2

R

)
=

1

αs
g1 (λχ, ) + g2 (λχ) + αsg3

(
λχ, λN̄ , µ

2
R

)
+O

(
α4
s

)
, (2.7.3)
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g1 (λχ) =
A
pT,(1)
g

β2
0

(λχ + ln (1− λχ)) , (2.7.4)

g2

(
λχ, µ

2
R

)
=
A
pT,(1)
g β1

β3
0

[
λχ + ln (1− λχ)

1− λχ
+

1

2
ln (1− λχ)

2

]
− A

pT,(2)
g

β2
0

λχ + (1− λχ) ln (1− λχ)

1− λχ
+
B
pT,(1)
g

β0
ln (1− λχ)

+
A
pT,(1)
g

β0

λχ + (1− λχ) ln (1− λχ)

1− λχ
ln
m2

H

µ2
R

, (2.7.5)

g3

(
λχ, λN̄ , µ

2
F

)
=
A
pT,(1)
g β2

1

2β4
0

[
λχ + ln (1− λχ)

(1− λχ)
2 (λχ + (1− 2λχ) ln (1− λχ))

]

+
A
pT,(1)
g β2

β3
0

[
(2− 3λχ)λχ

2 (1− λχ)
2 + ln (1− λχ)

]

− A
pT,(2)
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β3
0

[
(2− 3λχ)λχ

2 (1− λχ)
2 +

(1− 2λχ) ln (1− λχ)

(1− λχ)
2

]

+
B
pT,(1)
g β1

β0

λχ + ln (1− λχ)

1− λχ
− A

pT,(3)
g

2β2
0

λ2
χ

(1− λχ)
2 −

B
pT,(2)
g

β0

λχ
1− λχ

+ApT,(1)
g Li2

(
N̄2

χ

)
λN̄

1− λN̄
+BpT,(1)

g
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ln
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H

µ2
R

+
A
pT,(2)
g
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λ2
χ
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2 ln

m2
H

µ2
R

+
A
pT,(1)
g β1

β2
0

[
λχ (1− λχ) + (1− 2λχ) ln (1− λχ)

(1− λχ)
2

]
ln
m2

H

µ2
R

− A
pT,(1)
g

2

λ2
χ

(1− λχ)
2 ln2 m

2
H

µ2
R

, (2.7.6)

λχ = αsβ0 lnχ and λN̄ = αsβ0 ln N̄2. Moreover in Eq. (2.7.2) we introduce the evolution
factor Rij defined as

Rij
(
N,χ, µ2

F

)
=
Cik

(
N,αs

(
Q2

χ

))
U joint
kj

(
N,αs

(
Q2

χ

))
Cik (N,αs (µ2

F))U joint
kj (N,αs (µ2

F))
; (2.7.7)

its gg and gq components turn out to be in the Higgs boson production case up to NNLL

Rgg
(
N,χ, µ2

F

)
= exp

[
αs

(
U joint
gg (N)

(
λχ

1− λχ
− αsβ0 ln

m2
H

µ2
F

)

+

(
A
pT,(1)
g β2

1

2β4
0

− A
pT,(1)
g β2

2β3
0

− A
pT,(2)
g β1

2β3
0

+
A
pT,(3)
g

2β2
0

)
(2− λχ)λχλN̄

2 (1− λχ)
2

−

(
A
pT,(2)
g β1

β3
0

− A
pT,(1)
g β2

1

β4
0

)
λN̄ ln (1− λχ)

2 (1− λχ)
2 − D

pT,(2)
g

4β0
λN̄
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+

(
A
pT,(2)
g

β0
− A

pT,(1)
g β1

β2
0

)
(2− λχ)λN̄λχ

2 (1− λχ)
2 ln

m2
H

µ2
R

)]
, (2.7.8)

Rgq
(
N,χ, µ2

F

)
= exp [− ln (1− λχ)] . (2.7.9)

The other components entering hard function Eq. (2.7.2) are: the PDFs evolution
operators Ljoint and U joint which are derived from results in Appendix A, Eq. (A.3.8),
Eq. (A.3.12); the Hgg→ij components which are the same as in Collins-Soper-Sterman

resummation [49], except for H̄(1)
gg→gg which receives the extra contribution of Eq. (2.5.47)

and H̄(2)
gg→gg which is defined from H(2)

gg→gg as

H̄(2)
gg→gg = H(2)

gg→gg + α2
sD

pT,(2)
g ln N̄ . (2.7.10)

Their expressions are given in Appendix C, Eqs. (C.1.22) and Eqs. (C.1.23).

This concludes our presentation about consistent transverse momentum resummation
for the EFT Higgs boson production process. We now want to prove analytically that
previous expressions reduce to Collins-Soper-Sterman transverse momentum resummation
in the limit Eq. (2.5.14), and to threshold resummation for inclusive cross section once
integration over ξp is performed.

The first comparison is trivial since when b → ∞ at fixed N , χ → b2

b20
and any

correction proportional to the dilogarithm vanishes. Eq. (2.7.2) or Eq. (2.7.3) could be
checked against the results of Ref. [30], obtaining full agreement. The situation is little
more complicated if we now want to perform the ξp integration. We are interested to
crosscheck our expression against threshold resummation at inclusive level. Therefore,
before performing the integral, we can simplify previous expressions by retaining only
leading contribution in the N → ∞ limit at fixed χ. At large-N evolution of PDFs is
diagonal; we thus have

Ljoint
ij → 0 U

joint,(1)
ij → 0 if i 6= j. (2.7.11)

Taking the large N limit for the gg diagonal components (unique component surviving
the limit) of Eq. (A.3.8), Eq. (A.3.12) and Eq. (2.7.7), we obtain:

Ljoint,div
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2
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+ApT,(1)
g

λN̄
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2 ln2 m
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,

(2.7.12)

U joint,(1),div
gg (N) =

1
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. (2.7.13)

and
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. (2.7.14)

Putting all this information together, we can rewrite gg component - the only singular at
large N - of Eq. (2.7.1) as

dσ̂large−N
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(2.7.15)
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(2.7.16)
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The complete exponent at large-N turn out to be
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(2.7.17)
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, (2.7.20)

while the hard function H̄g at first orders is given by

H̄g (αs) = 1 + αs

(
H̄(1)
g − 2β0 ln

m2
H

µ2
R

)
+ α2

s

(
H̄(2)
g − 3β0H̄

(1)
g ln

m2
H
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, (2.7.21)

with H
(i)
g as in Eq. (C.1.17) of Appendix C.

To conclude our analytic check in the Higgs boson production case we need to in-
tegrate Eq. (2.7.15) over ξp. In Fourier space this corresponds to set b = 0. The fac-

tor
(√

1 + ξp −
√
ξp
)−2N

takes automatically into account different Mellin definition in
collinear factorization between transverse momentum distribution and inclusive cross sec-
tion.

Hence we have the following relation
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with
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(2.7.23)
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)
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2
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Li2
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)
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. (2.7.24)

We crosscheck our result against NNLL threshold resummation for inclusive Higgs boson
production cross section of Ref. [65]. g1, g2, g3 coincide with corresponding threshold
components, including factorization and renormalization scale dependence, if and only if
the following relations between transverse momentum anomalous dimension and threshold
anomalous dimension hold

ApT,(3)
g + β0D

pT,(2)
g = Ath,(3)

g (2.7.25)

DpT,(2)
g + 2B̃pT,(2)

g + 2ApT,(1)
g ζ2β0 = Dth,(2)

g (2.7.26)

H(1)
g +ApT,(1)

g ζ2 = g
th,(1)
0 =

4CAζ2
π

. (2.7.27)

You can easily check yourself using the explicit expressions for these coefficients contained
in Appendix C, that all these relations hold.

Our consistent construction reconstructs threshold resummation at inclusive level up

to NNLL in the exponent and up to g
(1)
0 in the constant, starting from a NNLL resumma-

tion of the transverse momentum distribution in the small-pT limit. However, it does not
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reproduce correctly g
(2)
0 and this is understood since α2

s constant receive contributions
from NNNLL g4 which is not under our control. Further studies are needed to push all the
construction one order higher, in particular to understand joint structure of correlations
in the matrix elements from NNLL and beyond.

In moving from consistent resummation alone to combined resummation we add two
more ingredients: threshold resummation at fixed pT, and the profile matching function.

Explicit formula for threshold resummation at fixed pT in the Higgs boson production
case can be deduced by general expression (2.3.1):
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)
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2
F

)]
(2.7.28a)
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(2.7.28b)
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(2.7.28c)

with
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(2.7.29c)
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Explicit expressions for all the anomalous dimension coefficients can be found in Ap-
pendix C, Eq. (C.1.1), Eq. (C.1.2) while LO cross section and NLO matching constant g0

in the case of Higgs boson production are given by Eq. (C.1.4) and Eq. (C.1.5).

This second resummation does not spoil our previous result about inclusive integrals
thanks to the particular form we choose for the profile matching function. Indeed, due to
properties Eqs. (2.6.2), we can prove the following result: if T (N, ξp) f (N, ξp)→ 0 when
ξp → 0, then[∫ ∞

0

dξpT (N, ξp) f (N, ξp)

]
→ 0 as N →∞. (2.7.32)

In this sense, the ξp integral of the combined resummation coincides with the ξp
integral of the consistent transverse momentum resummation alone, that we prove to be
equal to the threshold resummed inclusive cross section.

In conclusion, we prove that our final formula owns all the properties we are searching
for. It reduces to the original transverse momentum resummation at small-pT; it takes
into account threshold components at all pT both at small-pT and at fixed-pT; its integral
coincides at large-N with the NNLL threshold resummation for inclusive cross section.
This remark ends this chapter; we are going to study more in detail the phenomenolog-
ical impact of this resummation in Chap. 4, by comparing it with standard transverse
momentum resummation.
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In this third chapter we are going to discuss in detail the high energy resummation of
transverse momentum distribution and other observables. High energy resummation has
a long story and it is based on kT-factorization, a factorization property [29,68], known for
a long time for inclusive cross-sections. This theory was originally applied to the photo-
and lepto-production of heavy quarks, and subsequently also derived for deep-inelastic
scattering [69, 70], heavy quark hadro-production [71], Higgs boson production [72, 73],
Drell-Yan production [74], and prompt-photon production [75]. A recent new approach
to high energy resummation, which is also the basis of the original work contained in this
chapter, permits to extend this framework to rapidity distribution [76], and now also to
transverse momentum distribution [77].

This chapter shall be organized as follows: the first section 3.1 is devoted to kT-
factorization and to a general proof of it; then we are going to present the original approach
to high energy resummation, based on BFKL and DGLAP duality in Sec. 3.1.1. Then we
focus our attention on the high energy resummation of transverse momentum distribution
in Sec. 3.2. To reach this result we are going to briefly sketch the alternative derivation
of high energy resummation based on the generalized ladder expansion in Sec. 1.2.2.

Finally, the last part of this chapter will be devoted to generalize the theory presented
in previous sections to other important cases: the analysis of quark-initiated channels and
the analysis of coloured final state. Moreover Sec. 3.3 will be the proper conclusion of this
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research project: we will unify resummation for rapidity distributions and resummation
for transverse momentum distributions in a unique formula, thus reaching high energy
resummation for the complete differential distribution of colour singlet production. Ap-
plication to our test process, EFT Higgs boson production, closes the chapter in Sec. 3.4,
providing also checks about the whole derivation of the chapter.

3.1 kT-factorization

In this section we will summarize the factorization property which constitutes the basis for
any approach to high energy resummation: kT-factorization. We are going to present this
factorization for a general production process of a state S in hadron-hadron scattering,
characterized by a hard scale Q. Up to now we limit ourselves (without loss of generality
of the subsequent argument) to a gluon initiated process, like Higgs production:

g (p) + g (n)→ S +X, (3.1.1)

with g (p) and g (n) initial-state gluons of momentum p and n respectively.

The starting point is the observation [29,79] that in axial gauge leading contributions
in the high energy limit come from cut diagrams which are at least two-gluon-irreducible
(2GI) in the t-channel. Moreover, it can be proved [24], with power counting arguments,
that any radiation connecting the two initial legs is suppressed by powers of the centre-
of-mass energy s. It follows that any (dimensionless) infra-red safe partonic observable
Ô can be written in terms of a process dependent hard part Hµνµ̄ν̄ and two universal
ladders of emission Lµν :

Ô
(
Q2

s
, {v} , µ

2
F

Q2
,
µ2

R

Q2

)
=

∫
Q2

2s
Hµνµ̄ν̄

(
nL, pL, {v} , µ2

R, µ
2
F, αs

)
Lµν

(
pL, p, µ

2
R, µ

2
F, αs

)
Lµ̄ν̄

(
nL, n, µ

2
R, µ

2
F, αs

)
[dpL] [dnL] ,

(3.1.2)

where Q2 is the hard scale of the process (typically the invariant mass of S), {v} denotes
the set of variables which characterize the desired observable of the final state S, and
[dpL] and [dnL] are the integration measures over the momenta connecting the hard part
to the two ladders. Furthermore, in Eq. (3.1.2), 1

2s is a flux factor, and the phase space is
included in the hard part. Partonic observable will be chosen by a particular constraint,
such as

δ ({v} − {v (q1, . . . , qn)}) (3.1.3)

which in Eq. (3.1.2) is supposed to be included in the hard part.

However, for all the subsequent discussion, we are going to suppose that all the mo-
menta entering in the constraint definition, Eq (3.1.3), are contained in the hard part, and
no condition is going to link gluons emitted in the ladders with particles in the final hard
state. This requirement is of fundamental importance for our derivation, which needs to
be inclusive over all the ladders phase space. However, it is a great limitation for example
in jet analysis, and first steps to a more exclusive high energy description are now under
investigation (see for example Ref. [78, 145]); we are going to come back briefly on this
topic in the last part of this chapter, Sec. 3.2.2.
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Figure 3.1. Hard-ladders decomposition of a general partonic observable in kT-factorization

Under these assumptions, the partonic observable is factorized as written in Eq. (3.1.2),
and as depicted in Fig. 3.1; however, factorization is up to now not complete since hard
part and ladders are still connected by Lorentz index contraction. We are going to tackle
this problem in a while.

First, we point out that both hard part and ladders are ultraviolet and collinear
divergent; then renormalization and factorization will introduce a dependence on the
renormalization and factorization scales µ2

R and µ2
F. In fact, because running coupling

effects are logarithmic subleading at LLx, we can ignore µ2
R dependence, which only

goes through the coupling αs
(
µ2

R

)
at this level of accuracy. Moreover, to simplify our

demonstration, we will assume the hard part to be two-particle irreducible rather than
two-gluon irreducible. In this case, hard part is free of collinear singularities [79, 80] and
it is thus independent from µ2

F. The extension of the following derivation to the case in
which hard part is not collinear safe, such as Drell-Yan production, is not trivial [69,73],
but since it does not affect our argument, it will not be considered here.

To disentangle Lorentz structure of Eq. (3.1.2) we start to write the most general
structure of the hard part and the ladders, fulfilling Lorentz invariance and QCD Ward
identities:

Hµνµ̄ν̄ (nL, pL, αs) =

(
−gµν +

pµLp
ν
L

p2
L

)(
−gµ̄ν̄ +

nµ̄Ln
ν̄
L

n2
L

)
H⊥,⊥

+H⊥,‖

[
n2
L

(
−gµν +

pµLp
ν
L

p2
L

)(
nµ̄L
n2
L

−
pµ̄L

(nL · pL)

)(
nν̄L
n2
L

− pν̄L
(nL · pL)

)

+ p2
L

(
pµL
p2
L

−
nµL

(nL · pL)

)(
pνL
p2
L

− nνL
(nL · pL)

)(
−gµ̄ν̄ +

nµ̄Ln
ν̄
L

n2
L

)]
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+p2
Ln

2
L

(
pµL
p2
L

−
nµL

(nL · pL)

)(
pνL
p2
L

− nνL
(nL · pL)

)
(
nµ̄L
n2
L

−
pµ̄L

(nL · pL)

)(
nν̄L
n2
L

− pν̄L
(nL · pL)

)
H‖,‖

+Rµνµ̄ν̄Hmixed (3.1.4a)

Lµν
(
pL, p, µ

2
F, αs

)
=

1

p2
L

(
−gµν +

pµLp
ν
L

p2
L

)
L

(1)
⊥

+

(
pµL
p2
L

− pµ

(p · pL)

)(
pνL
p2
L

− pν

(p · pL)

)
L

(1)
‖ (3.1.4b)

Lµ̄ν̄
(
nL, n, µ

2
F, αs

)
=

1

n2
L

(
−gµ̄ν̄ +

nµ̄Ln
ν̄
L

n2
L

)
L

(2)
⊥

+

(
nµ̄L
n2
L

− nµ̄

(n · nL)

)(
nν̄L
n2
L

− nν̄

(n · nL)

)
L

(2)
‖ , (3.1.4c)

in terms of dimensionless scalar form factors

Hmixed =Hmixed

(
Q2

(nL · pL)
,
−p2

L

Q2
,
−n2

L

Q2
, {v}, αs

)
(3.1.5a)

H{⊥,‖},{⊥,‖} =H{⊥,‖},{⊥,‖}

(
Q2

(nL · pL)
,
−p2

L

Q2
,
−n2

L

Q2
, {v}, αs

)
(3.1.5b)

L
(1)
{⊥,‖} =L

(1)
{⊥,‖}

(
−p2

L

(p · pL)
,
µ2

F

−p2
L

, αs

)
(3.1.5c)

L
(2)
{⊥,‖} =L

(2)
{⊥,‖}

(
−n2

L

(n · nL)
,
µ2

F

−n2
L

, αs

)
, (3.1.5d)

where we indicate with the notation {⊥, ‖} that either of the two values can be chosen.
Tensor Rµνµ̄ν̄ contains all terms which mix contributions coming from the two legs: de-
spite its lengthy expression, it turns out to require only a single further scalar form factor.
To come to Eq. (3.1.4) we impose symmetry of hard part and ladders under exchange of
the indices µ↔ ν and µ̄↔ ν̄, plus following Ward identities, valid in axial gauge:

pµLLµν = pνLLµν = 0 (3.1.6a)

nµ̄LL
µ̄ν̄ = nν̄LLµ̄ν̄ = 0 (3.1.6b)

pµLHµνµ̄ν̄ = pνLHµνµ̄ν̄ = nν̄LHµνµ̄ν̄ = nµ̄LHµνµ̄ν̄ = 0. (3.1.6c)

It is important to point out that Eqs. (3.1.6) are fulfilled only in axial gauge where
ghost contributions are absent. On the contrary, we are not requiring Ward identities
for external gluons to be fulfilled by only ladders or hard part. In general, looking to
decomposition Eqs. (3.1.4), contraction with momentum pµ, pν or nµ̄, nν̄ gives zero only
when the product of the hard and ladders part is considered. The same applies on any
final state external gluons which are contained in the hard part.

In particular, to treat final state radiation and coloured particles in the hard part, we
need more care to proper define a gauge invariant hard part. We are going to come back
on this point, talking about gluons and quarks in the hard part in Sec. 3.2.2. For the rest
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of the analysis of this section, we assume to work in the axial gauge, where Eqs. (3.1.4)
are properly defined.

Eqs. (3.1.4) greatly simplify in the high energy limit. To perform this limit we recall
definition given in Sec. 1.4.1 of Chap. 1

τ̂ =
Q2

s
(3.1.7)

and we introduce a Sudakov parametrization for the two off-shell momenta pL and nL:

pL = zp− k− k2
T

s (1− z)
n =

(√
s

2
z,− k2

T√
2s (1− z)

,−kT

)
(3.1.8a)

nL = z̄n− k̄− k̄2
T

s (1− z̄)
p =

(
− k̄2

T√
2s (1− z̄)

,

√
s

2
z̄,−k̄T

)
(3.1.8b)

with k and k̄ purely transverse spacelike four-vectors, k2 = −k2
T < 0 and k̄2 = −k̄2

T < 0,
and s = 2 (p · n). Using this parametrization, integration measures [dpL] and [dnL] are

[dpL] =
dz

2 (1− z)
d2k; [dnL] =

dz̄

2 (1− z̄)
d2k̄. (3.1.9)

The high energy limit is the limit in which τ̂ → 0: since we are interested in a LLx
resummation, we wish to determine the dominant power of τ̂ contributing to Ô, with
terms proportional to the highest power of ln τ̂ included to all orders in αs.

We then note that, since the integration over z and z̄ ranges from τ̂ to 1, terms
enhanced at small-τ̂ should come from the small z and z̄ region. Moreover, the moduli of
the transverse momentum k2

T and k̄2
T have to be of the order of the hard scale Q2; hence,

at high energy they satisfy
k2

T

s � 1 and
k̄2

T

s � 1.

The high energy regime is then controlled by the following region

z � 1,
k2

T

s
� 1; z̄ � 1,

k̄2
T

s
� 1, (3.1.10)

and subleading terms in z, z̄,
k2

T

s or
k̄2

T

s lead upon integration to power-suppressed O (τ̂)
contributions.

We are now ready to simplify Eqs. (3.1.4). First, recalling one of the initial observa-
tion [79], the interference between emissions from different legs is power-suppressed in s.
Then we conclude that Hmixed Eq. (3.1.4a) is subleading. Moreover, in the high energy
limit, the dependence of the remaining scalar functions can be simplified:

H{⊥,‖}

(
Q2

(nL · pL)
,
−p2

L

Q2
,
−n2

L

Q2
, αs

)
=H{⊥,‖}

(
τ̂

zz̄
,
k2

T

Q2
,
k̄2

T

Q2
, αs

)
(1 +O (z, z̄)) (3.1.11)

L
(1)
{⊥,‖}

(
−p2

L

(p · pL)
,
µ2

F

−p2
L

, αs

)
=L

(1)
{⊥,‖}

(
µ2

F

k2
T

, αs

)
(1 +O (z)) (3.1.12)

L
(2)
{⊥,‖}

(
−n2

L

(n · nL)
,
µ2

F

−n2
L

, αs

)
=L

(2)
{⊥,‖}

(
µ2

F

k̄2
T

, αs

)
(1 +O (z̄)) (3.1.13)
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retaining terms up to O (1) in z and z̄ expansion. Finally, power counting arguments [24,
29], lead to the conclusion that the transverse scalar function and the longitudinal ones
share the same power behaviour in τ̂ → 0.

All these considerations lead to the following factorized expression for our partonic
observable, permitting us to rewrite Eq. (3.1.2) as:

Ô
(
τ̂ , {v}, µ

2
F

Q2
, αs

)
=

∫ [
τ̂

2zz̄
H‖,‖

(
τ̂

zz̄
,
k2

T

Q2
,
k̄2

T

Q2
, {v}, αs

)]
[
2πL

(1)
‖

(
µ2

F

k2
T

, αs

)][
2πL

(2)
‖

(
µ2

F

k2
T

, αs

)]
dz

z

dz̄

z̄

dk2
T

k2
T

dk̄2
T

k̄2
T

dθ

2π

dθ̄

2π
+O (z, z̄) (3.1.14)

with θ and θ̄ azimuthal angles of the transverse momenta k and k̄, and the partonic
observable considered µ2

R-independent, since αs is fixed at LLx.

Some remarks about kT-factorization of Eq. (3.1.14) are necessary; please note that the
dependence on θ and θ̄ is entirely contained in the hard part. Moreover, in the high-energy
limit longitudinal components of H can be selected via the following projectors [29]

Pµν =
kµTk

ν
T

k2
T

P µ̄ν̄ =
k̄µ̄T k̄

ν̄
T

k̄2
T

. (3.1.15)

We can thus rewrite the cross-section Eq. (3.1.14) in terms of a generalized coefficient
function

CÔ

(
τ̂

zz̄
,
k2

T

Q2
,
k̄2

T

Q2
, {v}, αs

)
≡
∫

dθ

2π

dθ̄

2π

τ̂

2zz̄
H‖,‖

(
τ̂

zz̄
,
k2

T

Q2
,
k̄2

T

Q2
, αs

)
δ (vi − vi (pL, nL, q1, . . . , qn))

≡
∫

dθ

2π

dθ̄

2π

τ̂

2zz̄

[
PµνP µ̄ν̄Hµνµ̄ν̄

]
δ (vi − vi (pL, nL, q1, . . . , qn)) , (3.1.16)

where we decide to explicit the delta constraint which defines the observable. As said be-
fore, this constraint has to depend only from momenta pL, nL and final external momenta
contained in the hard part qi.

Physically, it is rather simple to recognize in the coefficient function Eq. (3.1.16) the
infra-red and collinear safe observable for the partonic process

g∗ (q) + g∗ (r)→ S (q1, . . . , qn) (3.1.17)

with two incoming off-shell gluons with momenta

q = zp+ k q2 = −k2
T (3.1.18)

r = z̄n+ k̄ r2 = −k̄2
T, (3.1.19)

and where the projectors Eq. (3.1.15) are viewed as a polarization sum prescription

1

2

∑
s

eµ (k) eν ∗ (k) =
kµTk

ν
T

k2
T

(3.1.20)
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for the off-shell gluon polarization vectors e. Due to the gauge invariance of the observ-
able, this factorization, originally derived in axial gauge, still holds for any other gauge
choice, as long as hard and ladders part are evaluated in the same gauge. In particular
computation of ladders will be derived using Feynman gauge in the following sections.

The coefficient function Eq. (3.1.16) represents the process dependent part of the
factorized partonic observable Ô. Ladders, instead, turn out to be universal and to
contain all high energy singularities. Indeed, because hard part is at least 2GI, it have to
be regular in the τ̂ → 0 limit.

After this presentation of kT-factorization, we are going to resum logarithms of τ̂ con-
tained in the ladders using two different approaches. First of all we will use in Sec. 3.1.1,
the original derivation of Refs. [29, 68] where ladders are viewed as gluon Green func-
tions, which solve at the same time collinear evolution (controlled by DGLAP equation),
and high energy evolution (controlled by BFKL equation). Instead in Sec. 3.1.2, we will
present the different analysis of Ref. [76, 77] where generalized ladder expansion is used
to resum high energy contributions. The latter derivation is closer to standard collinear
factorization and thus more suitable for observables different from inclusive cross section.
Then we are going to use this second approach to derive the general theory of high energy
resummation for transverse momentum distributions in Sec. 3.2.

3.1.1 LLx Resummation using BFKL equation

In this subsection we want to perform the high energy resummation of Eq. (3.1.14) using
evolution equations solved by gluon green function when τ̂ → 0. However, all this formal-
ism, for reasons that will become clear in a while, apply only on inclusive cross section
and hence we are going to limit to this observable.

Recalling collinear factorization of total cross section Eq. (1.4.17) and using also kT-
factorization Eq. (3.1.14) for partonic cross section we are able to write:

σ

(
τ,
µ2

F

Q2
, αs

)
=

∫ 1

τ

dx1fg
(
x1, µ

2
F

) ∫ 1

τ
x1

dx2fg
(
x2, µ

2
F

)
∫
dz

z

dz̄

z

dk2
T

k2
T

dk̄2
T

k̄2
T

C

(
τ̂

zz̄
,
k2

T

Q2
,
k̄2

T

Q2
, αs

)
L

(
z,
µ2

F

k2
T

, αs

)
L

(
z̄,
µ2

F

k̄2
T

, αs

)
(3.1.21)

where we define

L

(
µ2

F

k2
T

, αs

)
= 2πL

(1)
‖

(
µ2

F

k2
T

, αs

)
(3.1.22)

L

(
µ2

F

k̄2
T

, αs

)
= 2πL

(2)
‖

(
µ2

F

k2
T

, αs

)
. (3.1.23)

Up to now we limit ourselves to the gluon gluon contribution discarding into Eq. (3.1.21)
the sum over the parton flavours. This was done since, at high energy, resummation of
all the other channels can be derived from gluon-gluon one with a very straightforward
calculation which will be discussed in detail in Sec. 3.2.1. Up to now, let us assume we
have only one type of parton in our hadrons, and this type is the gluon.
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Now, we can turn convolution with PDFs into product by taking usual Mellin trans-
form w.r.t τ obtaining:

σ

(
N,

µ2
F

Q2
, αs

)
=

∫
dk2

T

k2
T

dk̄2
T

k̄2
T

C

(
N,

k2
T

Q2
,
k̄2

T

Q2
, αs

)
fg
(
N + 1, µ2

F

)
L

(
µ2

F

k2
T

, αs

)
fg
(
N + 1, µ2

F

)
L

(
µ2

F

k̄2
T

, αs

)
. (3.1.24)

Then we define the unintegrated transverse gluon PDF as

G
(
N, k2

T, µ
2
F

)
= fg

(
N + 1, µ2

F

)
L

(
µ2

F

k2
T

, αs

)
(3.1.25)

thus rewriting Eq. (3.1.24) as

σ

(
N,

µ2
F

Q2
, αs

)
=

∫
dk2

T

k2
T

dk̄2
T

k̄2
T

C

(
N,

k2
T

Q2
,
k̄2

T

Q2
, αs

)
G
(
N, k2

T, µ
2
F

)
G
(
N, k̄2

T, µ
2
F

)
. (3.1.26)

By inspecting Eq. (3.1.26), you can easily convince yourself that it has the form of a
multiplicative convolution over the transverse momenta of the incoming gluons. Hence
it would be possible to convert it into product by using some sort of Mellin transform.
Defining

C (N,M1,M2, αs) =

∫ ∞
0

dk2
T

k2
T

(
k2

T

Q2

)M1 ∫ ∞
0

dk̄2
T

k̄2
T

(
k2

T

Q2

)M2 ∫ 1

0

dzzN−1C

(
z,
k2

T

Q2
,
k̄2

T

Q2
, αs

)
(3.1.27)

G (N,M) =

∫ ∞
0

dk2
T

k2
T

(
µ2

F

k2
T

)M ∫ 1

0

dzzN−1G
(
z, k2

T, µ
2
F

)
, (3.1.28)

we have

σ

(
τ,
µ2

F

Q2
, αs

)
=

∫ M0+i∞

M0−i∞
dM1

(
µ2

F

Q2

)−M1 ∫ M0+i∞

M0−i∞
dM2

(
µ2

F

Q2

)−M2

∫ N0+i∞

N0−i∞
dN τ−NΣ

(
N,M1,M2, αs, µ

2
F

)
(3.1.29)

with

Σ
(
N,M1,M2, αs, µ

2
F

)
= C (N,M1,M2, αs)G

(
N,M1, µ

2
F

)
G
(
N,M2, µ

2
F

)
. (3.1.30)

Resummation is now performed in Σ, Eq. (3.1.30), by exploiting evolution equations
for G

(
N,M,µ2

F

)
. The first equation we want to write controls the small-τ̂ behaviour

of this object, which corresponds in N Mellin space to the small-N region (N → 0).
This equation is called Balitsky-Fadin-Kuraev-Lipatov equation (BFKL) [81] and takes
the form

∂G
(
z,M, µ2

F

)
dζ

= χ (αs,M)G
(
z,M, µ2

F

)
(3.1.31)
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where χ (αs,M) is called BFKL kernel [81] and ζ = ln 1
z . First orders in αs of such

kernel are known for a long time [81] and they are reported for example in Refs. [70,84].
However, Eq. (3.1.31) alone is not enough to resum LLx contributions contained into Σ.
We need another constraint.

The second equation we want to use at the same time is the known DGLAP equation
which controls the collinear limit, which corresponds in M Mellin space to the small-M
region (M → 0). By exploiting both the equation at the same time we end up with an
important duality relation between DGLAP and BFKL evolution which is the basis of
this approach to high energy resummation.

However, G
(
N, k2

T, µ
2
F

)
does not have to fulfil DGLAP, since it is a transverse mo-

mentum dependent PDF (it contains also ladders emission). Fortunately, it is possible to
relate this object with normal DGLAP PDF. First of all we define the integrated PDF as:

G
(
N,µ2

F

)
=

∫ Q2

0

dk2
T

k2
T

G
(
N, k2

T, µ
2
F

)
. (3.1.32)

The Mellin transform w.r.t µ2
F of the integrated PDF

G (N,M) =

∫ ∞
0

dµ2
F

µ2
F

(
µ2

F

Q2

)M
G
(
N,µ2

F

)
(3.1.33)

and the Mellin transform w.r.t. k2
T of the unintegrated PDF, Eq. (3.1.28) are strictly

connected. Indeed, we have
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F

)
=
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=
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=
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dM

(
µ2

F

Q2

)−M
1

M
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(
N,M,µ2

F

)
(3.1.34)

resulting in

G (N,M) =
1

M
G
(
N,M,µ2

F

)
. (3.1.35)

In Eq. (3.1.34) in the last step we use the following result∫ Q2

0

dk2
T

k2
T

(
µ2

F

k2
T

)−M
=

1

M

(
µ2

F

Q2

)−M
. (3.1.36)

Now it can be proved [79, 80, 82] that µ2
F evolution of the integrated PDF G

(
N,µ2

F

)
solves DGLAP equation with a small-τ̂ resummed anomalous dimension:

∂G (N, t)

∂t
= γ (αs, N)G (N, t) (3.1.37)

where t = ln Q2

µ2
F

and we decide, with a slightly abuse of notation, to indicate with the

same letter the function of µ2
F and t.
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Anomalous dimension γ appearing in Eq. (3.1.37) resums at all orders in αs lnk z
contributions (which corresponds in Mellin space to poles into N = 0) contained into
splitting functions. We will see that γ in Eq. (3.1.37) and χ in Eq. (3.1.31) are related by
an important duality relation. By exploiting this duality we are going to be able to write
explicit expressions for both.

Now, we want to relate Eq. (3.1.37) with Eq. (3.1.31). We write both in double Mellin
space for G (N,M) obtaining this set of algebraic equations:

NG (N,M) = χ (αs,M)G (N,M) + Ḡ0 (M) (BFKL equation) (3.1.38a)

MG (N,M) = γ (αs, N)G (N,M) +G0 (N) (DGLAP equation) (3.1.38b)

where G0 (N) and Ḡ0 (M) are non-perturbative boundary conditions. Eqs. (3.1.38) can
now be solved to find G (N,M)

G (N,M) =
1

N − χ (αs,M)
Ḡ0 (M) =

1

M − γ (αs, N)
G0 (N) . (3.1.39)

Now we perform inverse M Mellin transform,

G
(
N,µ2

F

)
=

∫ M0+i∞

M0−i∞
dM

(
µ2

F

Q2

)−M
1

M − γ (αs, N)
G0 (N)

=

(
µ2

F

Q2

)−γ(αs,N)

G0 (N) +O
(
µ2

F

Q2

)
(3.1.40)

thanks to the residue theorem. At leading twist, we can ignore power corrections in the
factorization scale and we end up with the following pole condition

M = γ (αs, N) . (3.1.41)

However, relation Eq. (3.1.39) requires also that at leading twist

N = χ (αs,M) (3.1.42)

and then the consistency between Eq. (3.1.41) and Eq. (3.1.42) implies the following
duality relations

N = χ (αs, γ (αs, N)) (3.1.43a)

M = γ (αs, χ (αs,M)) . (3.1.43b)

These equalities can be exploited to derive the explicit resummed expressions both for χ
and for γ starting from known fixed order result for the other kernel.

As a last comment about the BFKL kernel and the DGLAP anomalous dimension, let
us highlight the fact, which we have not time to discuss in detail, that duality Eqs. (3.1.43)
is usually called näıve duality since it is performed at LLx accuracy discarding for ex-
ample NLLx running coupling effects. Unfortunately some effects beyond LLx are in
fact important to obtain stable expansion and resummation of high energy effects into
PDFs evolution. For a complete treatment about this problem and the possible solutions
adopted in literature we refer the interested reader to Refs. [70, 82–84].



3.1 kT-factorization 103

Duality relations (3.1.43) permit us also to reach our desired result, high energy resum-
mation of inclusive cross section. Indeed, coming back to Eq. (3.1.30), using Eq. (3.1.35)
and taking inverse Mellin transform with respect to M1 and M2 we obtain:

σ

(
N,

µ2
F

Q2
, αs

)
=

∫ M0+i∞

M0−i∞
dM1

(
µ2

F

Q2

)−M1 ∫ M0+i∞

M0−i∞
dM2

(
µ2

F

Q2

)−M2

M1M2C (N,M1,M2, αs)G (N,M1)G (N,M2) . (3.1.44)

Now using pole condition at leading twist, Eq. (3.1.41) we come to:

σ

(
N,

µ2
F

Q2
, αs

)
=

(
µ2

F

Q2

)−2γ(αs,N)

γ (αs, N)
2
C (N, γ (αs, N) , γ (αs, N) , αs)G0 (N)G0 (N) . (3.1.45)

Last step is to identify G0 (N). Here we use explicitly that this observable is an inclusive
cross section. Indeed, coefficient function Eq. (3.1.16) for this observable always reduces
to partonic LO cross section at first not trivial order in αs; this is not true as we will see
for other observables such as transverse momentum distribution.

At LO we thus have (considering µ2
F = Q2 for simplicity):

σLO (N,αs) = σ̂LO (N,αs)G0 (N)G0 (N) (3.1.46)

which implies that M = 0 boundary condition have to be equal at leading twist at LLx
with normal PDF in N space:

G0 (N) = fg
(
N + 1, Q2

)
. (3.1.47)

We have almost concluded our analysis about LLx resummation using BFKL evolu-
tion. We need to make two final comments:

• all the construction works in a particular subtraction scheme called Q0 scheme. If
we want to use a different scheme such as MS we need to introduce in Eq. (3.1.45) an
extra scheme term called in literature R (αs, γ (αs, N)) [85]. We include its explicit
expression, together with some information about its computation, in Sec. C.2 of
Appendix C.

• we work in a framework where only the gluon exists. If also quarks are included
two modifications of the present derivation occur. First the anomalous dimension
γ (αs, N) coupled with the BFKL kernel turns out to be γ+ (αs, N) where γ+ (αs, N)
is the largest eigenvalue of the anomalous dimension matrix in the singlet sector,
Eq. (A.3.7), since this is the only component which contains small-N singularities1.
Second we need to add other channel contributions. We are going to tackle this
other problem in Sec. 3.2.1.

In conclusion, this derivation permits to resum inclusive cross sections but since bound-
ary condition can be easily derived only in this case, it is not very suitable to any extension

1For a complete definition of the singlet sector please refer to Appendix A
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to more exclusive observables. We thus move to present an analogue derivation of high
energy resummation based on generalized ladder expansion. The generalized ladder ex-
pansion is strictly connected with DGLAP dynamics permitting us to control in a more
complete way kinematics in the context of standard collinear factorization. For this reason
it is rather simple to move from inclusive observable to some differential distributions.

As a matter of notation we introduce an important quantity that we are going to use
through all the rest of the chapter, the so-called impact factor, defined as

h

(
N,M1,M2,

µ2
F

Q2
, αs

)
= M1M2R (αs,M1)R (αs,M2)C (N,M1,M2, αs)

(
µ2

F

Q2

)−M1−M2

.

(3.1.48)
Owing to this definition, the partonic LLx resummed cross section turns out to be

σ̂

(
0,
µ2

F

Q2
, αs

)
= h

(
0, γ (αs, N) , γ (αs, N) ,

µ2
F

Q2
, αs

)
(3.1.49)

where we set to 0 the N dependence of the impact factor since subleading contributions
do not enter at LLx.

This final result will be useful in the next section to relate the two approaches to high
energy resummation. In many cases we will ignore µ2

F dependence by setting µ2
F = Q2

since residual dependence on the ratio
µ2

F

Q2 is in fact subleading at LLx.

3.1.2 LLx Resummation using Generalized Ladder Expansion

The BFKL technique to derive high energy resummation, even if really powerful to derive
small-τ̂ evolution of PDFs at all the order in αs, it is not particularly well-suited to be
extended to differential observable, since it does not follow standard collinear factoriza-
tion.

Hence, we are going to present an alternative derivation of high energy resummation
based on the generalized ladder expansion of Sec. 1.2.2. Our starting point is again kT-
factorization for our differential observable, Eq. (3.1.14). Limiting ourselves to the case
in which the hard part is 2PI, collinear singularities are only contained in the ladder
parts. The generalized Ladder expansion permits us to regularize and factorize them in a
iterative way. Such a procedure leads also to the LLx small-τ̂ resummation, as explained
in Ref. [76].

We will present the derivation for a general partonic observable, even if we will
highlight the step in which we are forced to further specify the type of observable we

are studying, in order to proceed. In the generalized ladder expansion, ladders L
(1)
‖

and L
(2)
‖ are computed as a multiple insertion of a 2GI kernel K

(
pi, pi−1, µ

2
F, αs

)
or

K
(
ni, ni−1, µ

2
F, αs

)
with i = 1, 2, . . . , n, connected by a pair of t-channel gluons (see

Fig. 3.2). Collinear factorization requires transverse momenta of the gluons to be or-
dered, k2

T1
< k2

T2
< · · · < k2

Tn
= k2

T (and k̄2
T1

< k̄2
T2

< · · · < k̄Tm
= k̄2

T) and the high
energy resummation is only achieved if kernels K are computed at LLx to all orders in
αs.
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We will present now the derivation in detail. First of all, we write a regularized version
of the kT-factorization Eq. (3.1.14) for the partonic observable, using also definition of
the coefficient function CÔ, Eq. (3.1.16):

Ô
(
τ̂ , {v}, µ

2
F

Q2
, αs; ε

)
= (µF)

2ε
∫
CÔ

(
τ̂

zz̄
,
k2

T

Q2
,
k̄2

T

Q2
, {v}, αs; ε

)
[
2πL

(1)
‖

(
z,

(
µ2

F

k2
T

)ε
, αs; ε

)][
2πL

(2)
‖

(
z̄,

(
µ2

F

k̄2
T

)ε
, αs; ε

)]
dz

z

dz̄

z̄

dk2
T

(k2
T)

1+ε

dk̄2
T(

k̄2
T

)1+ε , (3.1.50)

where we are using dimensional regularization in d = 4 − 2ε dimension to regularize IR
and UV divergences, and the dependence on z and z̄ in the ladders is O (ε) [76].

We factorize, as usual, convolutions using Mellin transformation (see Eq. (1.4.13))

Ô
(
N, {v}, µ

2
F

Q2
, αs; ε

)
=

∫ ∞
0

dξ

ξ1+ε

∫ ∞
0

dξ̄

ξ̄1+ε
CÔ

(
N, ξ, ξ̄, {v}, αs; ε

)
[
2πL

(1)
‖

(
N,

(
µ2

F

Q2ξ

)ε
, αs; ε

)][
2πL

(2)
‖

(
N,

(
µ2

F

Q2ξ̄

)ε
, αs; ε

)]
,

(3.1.51)

Figure 3.2. Schematically computation of ladders as multiple insertion of the Kernel K



106 High Energy Resummation

with the following definition for the dimensionless variables

ξ =
k2

T

Q2
ξ̄ =

k̄2
T

Q2
. (3.1.52)

Please keep in mind that the dependence from Q2 in the ladders is in fact fictitious, as
µ2

F

Q2ξ =
µ2

F

k2
T

.

The Kernel K in this formalism performs the same task of collinear kernel in Sec. 1.2.2,
Chap. 1; it thus subtracts collinear singularities from the amplitude. They in fact coincide
with the only difference that in this case, to achieve high energy resummation, we need
to resum K at LLx to all orders in αs. We call this resummed regularized kernel in N
space, the anomalous dimension γ of this formalism:

K

(
N,

(
µ2

F

Q2ξ̄

)ε
, αs; ε

)
= γ

(
N,

(
µ2

F

Q2ξ

)ε
, αs; ε

)
. (3.1.53)

Inserting ladder L(1,2) expansions at LLx in Eq. (3.1.51), we obtain:

Ôn,m
(
N, {v}, µ

2
F

Q2
, αs; ε

)
=

∫ ∞
0

[
γ

(
N,

(
µ2

F

Q2ξn

)ε
, αs; ε

)]
dξn

ξ1+ε
n

×

×
∫ ∞

0

[
γ

(
N,

(
µ2

F

Q2ξ̄m

)ε
, αs; ε

)]
dξ̄m

ξ̄1+ε
m

CÔ
(
N, ξ, ξ̄, {v}, αs; ε

)
×

×
∫ ξn

0

[
γ

(
N,

(
µ2

F

Q2ξn−1

)ε
, αs; ε

)]
dξn−1

ξ1+ε
n−1

× · · · ×
∫ ξ2

0

[
γ

(
N,

(
µ2

F

Q2ξ1

)ε
, αs; ε

)]
dξ1

ξ1+ε
1

×

×
∫ ξ̄m

0

[
γ

(
N,

(
µ2

F

Q2ξ̄m−1

)ε
, αs; ε

)]
dξ̄m−1

ξ̄1+ε
m−1

× · · · ×
∫ ξ̄2

0

[
γ

(
N,

(
µ2

F

Q2ξ̄1

)ε
, αs; ε

)]
dξ̄1

ξ̄1+ε
1

.

(3.1.54)

We cannot proceed further without specifying better the nature of our observable.
If the particular fixed value of the set {v} does not depend on the number of gluon
emissions occurring in the ladders (hence in Eq. (3.1.54) on the values of n and m), the
iterative subtraction can be performed without problem since any subsequent emission
can be treated as independent from the others. Inclusive cross section and transverse
momentum distribution belong to this category. However, if this is not the case, as
for rapidity distribution, we need to factorize delta constraint by using proper integral
transform. An example of this second type of observable is rapidity distribution of Ref. [76]
or double differential rapidity and transverse momentum distribution which will be the
last application of this chapter, Sec. 3.3.

For the rest of this preliminary derivation, since our main application is high energy
resummation of transverse momentum distribution we limit ourselves to the first class
of observables. Under these assumptions, the factorization of collinear singularities is
performed by requiring Eq. (3.1.54) to be finite after each ξi or ξ̄j integration. This leaves
a single n + m-th order ε pole in the observable that can be subtracted using standard
MS prescription (as explained in Sec. 1.2.2 in standard collinear factorization). After this
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iterative subtraction of the first n− 1, m− 1 singularities, we get [23,76,77]:

Ôn,m
(
N, {v}, µ

2
F

Q2
, αs; ε

)
=

[
γ

(
N,

(
µ2

F

Q2

)ε
, αs; ε

)]2

×
∫ ∞

0

dξn

ξ1+ε
n

∫ ∞
0

dξ̄m

ξ̄1+ε
m

CÔ
(
N, ξn, ξ̄m, {v}, αs; ε

)
×

× 1

(n− 1)!

1

εn−1

∑
j

γ̃j (N,αs; 0)

j

(
1−

(
µ2

F

Q2ξn

)jε
γ̃i (N,αs; ε)

γ̃i (N,αs; 0)

)n−1

×

× 1

(m− 1)!

1

εm−1

[∑
l

γ̃l (N,αs; 0)

l

(
1−

(
µ2

F

Q2ξ̄m

)lε
γ̃i (N,αs; ε)

γ̃l (N,αs; 0)

)]m−1

. (3.1.55)

where we have introduced the expansion

γ

(
N,

(
µ2

F

Q2ξ

)ε
, αs; ε

)
=

∞∑
j=0

γ̃j (N,αs; ε)

(
µ2

F

Q2ξ

)jε
. (3.1.56)

Summing over all the possible n,m emissions, collinear singularities exponentiate:

Ôres =

∞∑
n,m=0

σn,m = γ

(
N,

(
µ2

F

Q2

)ε
, αs; ε

)2 ∫ ∞
0

dξ

ξ1+ε

∫ ∞
0

dξ̄

ξ̄1+ε
CÔ

(
N, ξ, ξ̄, {v}, αs; ε

)
×

× exp

1

ε

∑
j

γ̃j (N,αs; 0)

j

(
1−

(
µ2

F

Q2ξ

)jε
γ̃j (N,αs; ε)

γ̃j (N,αs; 0)

)×
× exp

[
1

ε

∑
l

γ̃l (N,αs; 0)

l

(
1−

(
µ2

F

Q2ξ̄

)lε
γ̃l (N,αs; ε)

γ̃l (N,αs; 0)

)]
. (3.1.57)

The limit ε→ 0 can then be taken after performing the expansion

γ̃i ≡ γ̃i (N,αs) + ε ˙̃γi (N,αs) + ε2 ¨̃γi (N,αs) + . . . , (3.1.58)

reaching the following final expression for Ô

Ôres

(
N, {v}, µ

2
F

Q2
, αs

)
= γ (N,αs)

2R (N,αs)
2

∫ ∞
0

dξ ξγ(N,αs)−1

∫ ∞
0

dξ̄ ξ̄γ(N,αs)−1 CÔ
(
N, ξ, ξ̄, {v}, αs

)
× exp

[
2γ (N,αs) ln

Q2

µ2
F

]
(3.1.59)

where we define [76]

R (N,αs) ≡ exp

[
−
∑
i

˙̃γi (N,αs)

i

]
. (3.1.60)
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Equation (3.1.59) is the resummed form at LLx in the MS scheme of a generic observ-
able whose constraint leaves as independent multiple ladder emissions. Examples of such
observable are inclusive cross section and transverse momentum distribution, but also
leading jet pT or inclusive jet observable. Moreover, as said in Sec. 3.1.1, N dependence
into CÔ is subleading at LLx and then we are free to set N = 0 in the hard part without
loosing our accuracy.

The factor R of Eq. (3.1.59) depends on the choice of factorization scheme [29,76] but
it is not the only source of dependence on MS subtraction. Further scheme changes depend
on the non-commutativity of exponentiation with iterative collinear subtraction [85]; for-
tunately it can be proved [76,77,85] that even this source factorizes in a common prefactor
N (N,αs). Thus, defining

R (N,αs) = R (N,αs)N (N,αs) , (3.1.61)

we obtain our final high energy resummed observable in a generic subtraction scheme as

Ôres

(
N, {v}, µ

2
F

Q2
, αs

)
=

(
µ2

F

Q2

)−2γ(αs,N)

γ (αs, N)
2
R (αs, N)

2
∫ ∞

0

dξ ξγ(αs,N)−1∫ ∞
0

dξ̄ ξ̄γ(αs,N)−1CÔ
(
0, ξ, ξ̄, {v}αs

)
. (3.1.62)

Explicit expression for the factor R is contained in Appendix C, Eq. (C.2.1).

As a last comment we need to show a practical way to compute the γ anomalous
dimension of this formalism. Then we use the fact that for inclusive cross section we can
match derivation of this section, with analogue proof presented in the previous section,
Sec. 3.1.1. By comparing Eq. (3.1.62) with Eq. (3.1.45), we come to

γ (αs, N) = γ+ (αs, N) . (3.1.63)

The anomalous dimension in the generalized ladder expansion framework has to coincide
with the DGLAP anomalous dimension, inverse of the BFKL kernel, as stated from
duality relations (3.1.43). We remember the reader that a practical implementation of
γ+ is contained in Refs. [70, 84], together with some information about its derivation.

Eq. (3.1.63) closes the circle, showing immediately the equivalence between the two
approaches. However, as said before, the GLE derivation is more suitable to extension to
differential distributions and it will be the starting point for any application we are going
to present in the next sections. Before moving on, however, we want to define also in this
formalism, a general Ô−impact factor as

hÔ

(
N,M1,M2, {v},

µ2
F

Q2
, αs

)
= M1M2R (αs,M1)R (αs,M2)

CO (N,M1,M2, {v}, αs)
(
µ2

F

Q2

)−M1−M2

, (3.1.64)

according to which the resummed partonic observable can be derived as

Ôres

(
N, {v}, µ

2
F

Q2
, αs

)
= hÔ

(
0, γ (αs, N) , γ (αs, N) , {v}, µ

2
F

Q2
, αs

)
. (3.1.65)
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We end this preliminary discussion about high energy resummation of a general observ-
able. In Sec. 3.1.1, we have shown original BFKL duality approach of Ref. [29,69,71–75]
for the resummation of inclusive cross section, then we move on generalized ladder deriva-
tion of Ref. [76, 77] for a general observable which, however, continues to treat multiple
ladder emissions as independent.

In the next section we are going to prove that transverse momentum distribution
belongs to this subgroup and we are going to apply general formalism just derived to this
particular example. Then we are going to cover some subtleties we leave apart in this
preliminary derivation: initial quarks contributions in Sec. 3.2.1 and coloured final state
in Sec. 3.2.2.

3.2 Transverse Momentum Distribution at High Energy

The main observable studied in this thesis is the transverse momentum distribution.
Hence, in this section we want to apply the whole machinery presented in Sec. 3.1.2 to
this observable to resum at leading log small-τ̂ contributions at all orders in αs.

As we have described, the high energy resummation for a general partonic observable is
performed in Mellin space, with the variable N conjugate to the variable τ̂ and the small-τ̂
region mapped into poles in N = 0. However, we have learned in Chap. 1, Sec. 1.4.1 that
PDF convolution for this observable is not converted into product by Mellin transform
w.r.t. τ , but w.r.t. τ ′, Eq. (1.4.9). This is a very unlucky situation, since we compute
resummation in τ conjugate Mellin space, then we need to perform the inverse, and finally
to evaluate convolutions with PDFs in momentum space to reach correct hadronic results.

Fortunately, we can prove by looking to definition of x, Eq. (1.4.10), and τ̂ , Eq. (1.4.7),
that the difference between the two Mellin definitions is beyond LLx and then we can
considered them as equivalent at this level of accuracy

x = τ +O
(
τ2
)
. (3.2.1)

Therefore, we are going to compute high energy resummation in Mellin space with
usual technique derived in previous section and then we perform the inversion according
to

dσ

dξp

(
τ ′, ξp, αs

(
µ2

R

)
, µ2

F

)
=
∑
ij

∫ N0+i∞

N0−i∞

dN

2πi
(τ ′)

−N Lij
(
N,µ2

F

) dσ̂res
ij

dξp

(
N, ξp, αs

(
µ2

R

)
, µ2

F

)
(3.2.2)

to obtain the hadronic transverse momentum distribution (for the definition of ξp see for
example Eq. (1.4.7)).

Moreover, in order to apply derivation of Sec. 3.1.2, we need to prove that the delta
constraint contained in our coefficient function definition, Eq. (3.1.16) does not depend
on the number of emission in the ladders.

We decide to study the kinematics for this observable. The generic emission diagram
with n insertions in one leg and m insertions in the other one is depicted in Fig. 3.3. A
Sudakov decomposition for the various momenta could be

p1 = z1p− k1 (3.2.3a)
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q1 = (1− z1) p+ k1 (3.2.3b)

p2 = z2z1p− k2 (3.2.3c)

q2 = (1− z2) z1p+ k2 − k1 (3.2.3d)

. . . . . . . . . (3.2.3e)

pL = z1 . . . znp− k (3.2.3f)

qL = (1− zn) z1 . . . zn−1p+ k− kn−1 (3.2.3g)

n1 = z̄1p− k̄1 (3.2.3h)

r1 = (1− z̄1) p+ k̄1 (3.2.3i)

n2 = z̄2z̄1p− k̄2 (3.2.3j)

r2 = (1− z̄2) z̄1p+ k̄2 − k̄1 (3.2.3k)

. . . . . . . . . (3.2.3l)

nL = z̄1 . . . z̄mn− k̄ (3.2.3m)

rL = (1− z̄m) z̄1 . . . z̄m−1n+ k̄− k̄m−1. (3.2.3n)

The crucial observation here is that the transverse momenta ki and k̄j are independent,
with the only ordering constraint k2

T,1 < k2
T,2 < · · · < k2

T and k̄2
T,1 < k̄2

T,2 < · · · < k̄2
T. They

can therefore be chosen as in Eq. (3.2.3), and the fixed value of p2
T only constraints the

transverse momentum of the last emission, i.e., the values of qL and rL.

We reach our desired conclusion. Transverse momentum constraint does not depend
on the particular value of n and m ladder emissions but only on the off-shellness of the
gluons entering in the hard part. Hence the general derivation of Sec. 3.1.2 can be applied.

High energy resummed partonic transverse momentum distribution is then obtained
from a proper pT-impact factor, defined as in Eq. (3.1.64). In this case we write,

hpT (N,M1,M2, ξp, αs) = M1M2R (αs,M1)R (αs,M2)CpT (N,M1,M2, ξp, αs) , (3.2.4)

where we have set in Eq. (3.1.64) µ2
F = Q2. Coefficient function CpT

(
N, ξ, ξ̄, ξp, αs

)
is

defined as

CpT

( x
zz̄
, ξ, ξ̄, ξp, αs

)
=

∫
dθ

2π

dθ̄

2π

x

2zz̄
H‖,‖

( x
zz̄
, ξ, ξ̄,ΩS , αs

)
δ

(
ξp − ξ − ξ̄ − 2

√
ξξ̄ cos θ

)
=

∫
dθ

2π

dθ̄

2π

x

2zz̄

[
PµνP µ̄ν̄Hµνµ̄ν̄

]
δ

(
ξp − ξ − ξ̄ − 2

√
ξξ̄ cos θ

)
(3.2.5)

and physically represents the transverse momentum distribution for the LO off-shell pro-
cess

g∗ (k) + g∗
(
k̄
)
→ S (p) (3.2.6)

with the following definitions

ξ =
k2

T

Q2
ξ̄ =

k̄2
T

Q2
ξp =

p2
T

Q2
. (3.2.7)
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Figure 3.3. Kinematics of the ladder

Moreover, its Mellin transformed version can be written as

CpT
(N,M1,M2, ξp, αs) =

∫ ∞
0

dξ ξM1−1

∫ ∞
0

dξ̄ ξ̄M2−1CpT

(
N, ξ, ξ̄, ξp, αs

)
. (3.2.8)

Finally from the pT-impact factor, Eq. (3.2.4), using general relation Eq. (3.1.65), it is
straightforward to derive the resummed expression for the partonic transverse momentum
spectrum, up to now in gluon gluon channel:

dσ̂res

dξp
(N, ξp, αs) = hpT

(0, γ (αs, N) , γ (αs, N) , ξp, αs) . (3.2.9)

As you can appreciate by all the discussion in this section, deriving high energy resum-
mation for a generic partonic observable (with some important limitation in the choice
of such observable) using generalized ladder expansion permits us to extend this theory
with apparent simplicity to transverse momentum distributions.

Even if we have described the high energy resummation for transverse momentum
distributions in its general statements, we have left apart some subtleties for a matter
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of presentation simplicity. We thus want now to cover these lacks. Then in the next
subsections first we are going to tackle quarks initial state and resummation of channels
which are different from gluon-gluon one; second we move to study coloured final state,
making the first step into the study of jet variables. Finally we want to propose an example
of observable for which condition about independence on the number of the emissions is
not fulfilled: rapidity and transverse momentum double differential distribution in colour
singlet production.

3.2.1 Quark-initiated channels

Up to now we consider only gluon-gluon initiated process. We want to discuss briefly
modifications occurring when also quarks effects are taken into account at high energy.

First of all, we have already considered the matrix nature of the DGLAP equation,
by defining as γ+ rather than γgg the small-x anomalous dimension which controls the
resummation at high energy. What remains to analyse is the effect of quarks in the initial
state.

The important observation [68] regards the small-N behaviour of the anomalous di-
mension; it turns out that only γqg and γgg contains high energy singularities while both
γgq and γqiqj are NLLx, thus subleading. Moreover the two divergent components γqg
and γgg are related one another by colour-charge relation (also known as Casimir scaling
property)

γqg =
CF

CA

γgg. (3.2.10)

In conclusion, at LLx, a quark can convert into a gluon but a gluon can not convert into
a quark. Therefore, in a quark-initiated process, ladder emissions can be resummed as
explained in Sec. 3.2 by substituting kernel K in the first emission with a colour-charge
version CF

CA
K. There is also another correction we have to insert: while it is possible at

LLx to have an external gluon connected directly to the hard part, in the quark case we
have to admit at least one emission in order to convert the quark into gluon. Indeed, no
high energy contribution arises from an hard part with a quark external line [68].

Summarizing all these observations in a common prescription, you can easily convince
yourself that following expressions give back the correct high energy Ô-impact factor in
the case of qg or qq channels:

hÔ (N,M1,M2, {v}, αs)gq→S =
CF

CA

(
hÔ (N,M1,M2, {v}, αs)gg→S

− hÔ (N,M1, 0, {v}, αs)gq→S
)
, (3.2.11a)

hÔ (N,M1,M2, {v}, αs)qq→S =

(
CF

CA

)2 (
hÔ (N,M1,M2, {v}, αs)gg→S

− 2hÔ (N,M1, 0, {v}, αs)gq→S
+ hÔ (N, 0, 0, {v}, αs)gg→S

)
, (3.2.11b)

with hÔ (N,M1,M2, {v}, αs)gg→S the impact factor defined in Eq. (3.1.64).
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It is important to note that only the singlet quark component resums at high energy
because it is the only component connected to gluons.

3.2.2 Coloured Final State

Last subject we want to analyse in this presentation about high energy resummation of
transverse momentum distributions is a recent development about the study of coloured
final state, and jet observables in general.

The study of jet final states in the context of high energy resummation rises several
problems, not all solved up to now, namely:

• Gauge-invariance and hardness of the off-shell evaluation.

• Gluons indistinguishability between hard and ladder parts.

• Jet algorithm problem.

In this section, we are going to tackle and solve the first two problems, following
discussion of Ref. [78]. Other correlated works, especially about gauge invariance of off-
shell computations are Refs. [86–88]. Jet algorithms constitute a problem in the context
of high energy resummation since they require a completely exclusive knowledge of the
kinematics of each particle in the final state. LLx resummation, instead, needs to be
inclusive on the ladder phase space to perform both BFKL and GLE approaches.

For some particular jets observables, such as one-jet inclusive cross section or the lead-
ing jet pT distribution, however, an exclusive knowledge of only the hard part kinematics
is enough to produce phenomenological result, and we will describe the reason of this
miracle.

It is important to point out that a general theory of high energy resummation of any
jet observables is, up to now, not available. Results presenting in this section have to be
considered as a sort of introduction into this important topic which is currently under
investigation.

We are going to start talking about gauge invariance. First of all, it is important to
stress that, from now on, what we actually mean by saying that some n-gluon amplitude
M(ε1, ..., εn), dependent on the polarization vectors εi with i = 1, ..., n, is gauge-invariant
is that it satisfies the abelian Ward identities, namely

M (ε1, ..., εi−1, ki, εi+1, ..., εn) = 0 ∀i = 1, ..., n. (3.2.12)

Indeed, these are the relations we need to be true in order to be able to exploit the modern
and more efficient techniques relying on gauge invariance, such as the helicity formalism
(e.g. see Ref. [25]).

This necessity is strictly correlated with computation hardness of processes with jets
in the final state. Helicity formalism permits to simplify a lot computations since it
naturally work with only physical degrees of freedom. The impossibility to use such a
formalism in the context of off-shell computations greatly reduces the number of possible
applications, due to the complexity of the calculus with different techniques.
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However, in a non-abelian gauge theory Eq. (3.2.12) is verified for process with at most
one external off-shell gluon; this means in our kT-factorization picture, that Eq. (3.2.12)
has to hold for the partonic observable Ô but not for separate hard and ladder parts since
they are connected by two off-shell external gluon lines. If they do not verify Eq. (3.2.12)
separately, we will not be able to apply helicity formalism to any of the two and we will
be forced to work in a particular fixed gauge (Feynman gauge for example).

It has been pointed out that, when the final state is coloured, a tree-level scatter-
ing amplitude with external off-shell gluon legs – such as the hard coefficient function
Eq. (3.1.16)– does not fulfil the Ward identity Eq. (3.2.12) in general, if the calculation is
performed by means of the standard QCD Feynman rules (see Refs. [86–88] for instance).

If we do not want to give up gauge invariance and to evaluate the hard part by means
of standard technique, making sure to choose the same gauge used in the ladders (namely
the Feynman gauge), we could decide to change somehow the definition of the coefficient
function Eq. (3.1.16) in order to make it independently gauge-invariant. In this way, we
would be able to use modern and efficient helicity techniques in the CÔ computation.

In Refs. [86–88] several approaches have been proposed, aiming at restoring gauge
invariance of a generic off-shell scattering amplitude. In particular, a possible solutions
to this problem is to define a new coefficient function

CÔ

(
τ̂

zz̄
,
k2

T

Q2
,
k̄2

T

Q2
, {v}, αs

)
≡
∫

dθ

2π

dθ̄

2π

τ̂

2zz̄

[
PµνP µ̄ν̄Hµνµ̄ν̄

]
δ (vi − vi (pL, nL, q1, . . . , qn)) , (3.2.13)

where H is the partonic observable for the process

W +W → S (3.2.14)

with W a straight infinite Wilson line which creates the off-shell gluon state. More details
about Wilson line, and the new ensuing Feynman rules which control them, are gathered
in Ref. [78].

Using these different Feynman Rules to produce off-shell diagrams, contributing to C
we are able to define a gauge-invariant hard part, and to compute it with modern simple
helicity technique. First application to one-jet inclusive cross section of Ref. [78] shows the
completely equivalence between Wilson line computation and the standard fixed Feynman
gauge computation in this very simple case, namely

g∗ + g∗ → g. (3.2.15)

Explicit expressions for the off-shell matrix element and for the relevant impact factors
have been evaluated for the one-jet inclusive cross section in Ref. [78], and they are
collected in Appendix C, Sec. C.2.3.

One jet inclusive cross section case of Ref. [78] gives us the opportunity to point out
another important feature of coefficient function (3.1.16) (or Eq. (3.2.13)), which was
highlighted only with the new GLE approach. We have already said that the coefficient
function is defined to be the partonic observable for the LO off-shell gluon-gluon process

g∗ + g∗ → S (3.2.16)
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and no restrictions are provided on the on-shell nature of this object.

This is a difference with respect to standard BFKL derivation for inclusive cross
section, where the reduction to the LO cross section in the collinear limit is of primary
importance. The generalized ladder expansion points out that high energy resummation
at LLx is performed for any observable by dressing with ladder emissions the LO off-shell
process.

The on-shell (collinear) limit of the coefficient function CÔ (ξ, ξ̄ → 0) could be in
principle anything: the LO cross section as for inclusive cross section, a trivial distribution
(∝ δ (ξp)) as for transverse momentum distribution, even 0 as for the one-jet inclusive
cross section Eq. (3.2.15). The only difference is that in the last two cases, final resummed
result would own an expansion starting at least one power in αs after the order of CÔ thus
pretending at least one emission in the ladder. However, the high energy resummation is
still performed.

Last topic of this subsection will cover modification we have to introduce to generalize
the LLx resummation when gluons are considered in the studied final state S. When
gluons are present in the hard part we need to take into account indistinguishability of
them with respect to gluons emitted in the ladders. This means that by considering n
emission from one ladder, m emission from the other ladder, contribution from this process
to the resummed partonic observable should be divided by the combinatorial factor

Õn,m =
1

n+m
Ôn,m. (3.2.17)

A possible way to resum such effect starting from usual Ô-impact factor definition,
Eq. (3.1.64) is contained in Ref. [78] and we are going to refer to that reference for details.
When observable Ô is independent from the number of emissions in the ladders as for the
one-jet inclusive observable or the leading jet pT distribution, the corrected impact factor
could be defined as

h̃Ô(N, γ (αs, N) , γ (αs, N) , {v}, αs) = − [χ0(γ (αs, N))]
m∫ γ(αs,N)

0

dM ′
1

[χ0(M ′)]
1+m

(
dχ0(M ′)

dM ′

)
hÔ(N,M ′,M ′, {v}, αs). (3.2.18)

where hÔ(N,M ′,M ′, {v}, αs) is the usual impact factor defined as in Eq. (3.1.64), m is the
parameter which controls the correction and χ0 is the LO BFKL kernel (see Eq. (C.2.2))
in Appendix C).

We have ended our discussion about further generalization of high energy resummation
of transverse momentum distributions. We have learned how to define this resummation
theory and how to deal with quarks in the initial state and with coloured particle in the
final state.

Last comment will be about jet algorithms. To apply a particular jet algorithms com-
pletely exclusive final state kinematics has to be known, since we are interested to assign
to each particle a value for the transverse momentum, the rapidity and the azimuthal
angle. However this is not possible in our context, due to the fact that we have to be
inclusive in ladder radiation.



116 High Energy Resummation

At first sight, it seems that the application of jet algorithms to high energy resumma-
tion is doomed to fail but this is not the case. Instead, since subsequent ladder emissions
at LLx has to be ordered both in rapidity and in transverse momentum

k2
T1
< k2

T2
< · · · < k2

Tn
= k2

T (3.2.19a)

y1 � y2 � · · · � yn = y (3.2.19b)

(3.2.19c)

k̄2
T1
< k̄2

T2
< · · · < k̄2

Tm
= k̄2

T (3.2.19d)

ȳ1 � ȳ2 � · · · � ȳm = ȳ, (3.2.19e)

for some jet observables, the pure knowledge of only rapidity and transverse momenta of
last emissions, controlled by hard part, is sufficient to completely define the kinematics.
For example, please consider the one-jet inclusive case, and the kinematics depicted in
Fig. 3.3. Imagine to associate to S, qL and rL particles a transverse momentum, a rapidity
and a azimuthal angle with a distribution which follows the off-shell coefficient function
for the process Eq. (3.2.15), and then to use on these three particle an anti-kT (or a kT) jet
algorithm. If these particles does not produce a jet, none of the others would do, because
of ordering Eqs. (3.2.19). Therefore we can generate all other radiation inclusively in all
the phase space without destroying the logarithmic accuracy.

This opens the possibility to study in the high energy regime some particular jet
observable for which Eqs. (3.2.15) assure that any ladders interference is subleading.
However, high energy resummed jet phenomenology study is a fledgling field, and more
research activity is necessary to understand better all the subtleties.

3.3 Double differential distribution at high energy

Surely, a great limitation in all the discussion we made is given by the requirement about
the observable Ô to be independent by the number of emission performed in the ladders.
Hence in this section we are going to present an example of observable which does not
fulfil this requirement and for which however, high energy resummation is in fact possible:
the double differential distribution in rapidity and transverse momentum. Moreover this
observable is very important also for jet phenomenology because in many application with
jets in the final state it is fundamental to have control at the same time of transverse
momentum and rapidity of your studied final state S.

As performed in Ref. [89], here we are going to briefly rebuild generalized ladder
expansion in this case, trying to highlight main differences and existing solutions. The
derivation of course is based on high energy resummation of single differential rapidity
distribution of Ref. [76], and of single differential transverse momentum distribution of
Ref. [77].

We want to study the transverse momentum and the rapidity of a system S in a
generic process like

h1 + h2 → S +X. (3.3.1)

The transverse momentum will be parametrized, as before, throughout the dimension-
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less variable ξp, Eq. (1.4.7), while the rapidity will be defined as

Y =
1

2
ln
ES + pz,S
ES − pz,S

. (3.3.2)

in the hadronic reference frame. The collinear factorization links hadronic distribution
with the partonic one as

dσ

dY dξp

(
τ, ξp, Y, αs

(
µ2

R

)
, µ2

F

)
=
∑
ij

∫ 1

xmin
1

dx1 fi
(
x1, µ

2
F

)
∫ 1

xmin
2

dx2 fj
(
x2, µ

2
F

) dσ̂

dydξp

(
τ̂ , ξp, y, αs

(
µ2

R

)
, µ2

F

)
(3.3.3)

where we define the partonic rapidity as

y = Y − 1

2
ln
x1

x2
(3.3.4)

and kinematic limits turn out to be, using x1, x2, τ, ξp, Y, y as a set of variables:

0 < τ < 1 0 < ξp <
(1− τ)

2

4τ
− Ymax < Y < Ymax

xmin
1 < x1 < 1 xmin

2 < x2 < 1 − ymax < y < ymax (3.3.5)

with

Ymax =
1

2
ln

1 +
√

1− 4τ(1+ξp)

(1+τ)2

1−
√

1− 4τ(1+ξp)

(1+τ)2

, (3.3.6)

xmin
1 =

(√
τ
√

1 + ξpe
Y − τ

)
eY

eY −
√
τ
√

1 + ξp
, (3.3.7)

xmin
2 =

x1
√
τ
√

1 + ξp − τeY

eY
(
x1 −

√
τ
√

1 + ξpeY
) , (3.3.8)

ymax =
1

2
ln

1 +
√

1− 4τ̂(1+ξp)

(1+τ̂)2

1−
√

1− 4τ̂(1+ξp)

(1+τ̂)2

. (3.3.9)

To perform high energy resummation for dσ
dydξp

, we start by rewriting Eq. (3.1.50) in

the case of the double differential cross section:

dσ

dξpdy

(
τ̂ , ξp, y,

µ2
F

Q2
, αs; ε

)
= (µF)

2ε
∫
CpT,y

(
τ̂

zz̄
,
k2

T

Q2
,
k̄2

T

Q2
, ξp, y, αs; ε

)
[
2πL

(1)
‖

(
z,

(
µ2

F

k2
T

)ε
, αs; ε

)][
2πL

(2)
‖

(
z̄,

(
µ2

F

k̄2
T

)ε
, αs; ε

)]
dz

z

dz̄

z̄

dk2
T

(k2
T)

1+ε

dk̄2
T(

k̄2
T

)1+ε , (3.3.10)
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with

CpT,y

(
τ̂

zz̄
,
k2

T

Q2
,
k̄2

T

Q2
, ξp, y, αs; ε

)
≡
∫

dθ

2π

dθ̄

2π

τ̂

2zz̄

[
PµνP µ̄ν̄Hµνµ̄ν̄

]
δ

(
ξp − ξ − ξ̄ − 2

√
ξξ̄ cos θ

)
δ

(
y − 1

2
ln
z

z̄

)
,

and z, z̄, k2
T and k̄2

T defined as in Eq. (3.1.8).

By inspecting general ladder kinematics, Eq. (3.2.3) after kernel multiple insertions,
you can easily convince yourself that the particular value of z, z̄ contained in the rapidity
delta constraint does depend on the number n and m of insertion in each leg. Indeed, we
have the following relations

z = z1 . . . zn (3.3.11)

z̄ = z̄1 . . . z̄m (3.3.12)

and then ladder resummation cannot be performed in exactly the same way as in total
cross section or transverse momentum distribution cases. This situation was already
solved in the case of single rapidity distribution of Ref. [76] and here we are going to
present a similar derivation.

As in Eq. (3.1.51), we expand at LLx ladders L(1,2) of Eq. (3.3.10) through multiple
insertions of a proper kernel K. The only difference with previous derivation is that we
are going to perform such expansion in direct space, rather than in Mellin space. We thus
write:

dσ̂n,m

dydξp

(
τ̂ , ξp, y,

µ2
F

Q2
, αs; ε

)
=

∫ 1

0

dzn

∫ ∞
0

[
K

(
zn,

(
µ2

F

Q2ξn

)ε
, αs; ε

)]
dξn

ξ1+ε
n

×

×
∫ 1

0

dz̄m

∫ ∞
0

[
K

(
z̄m,

(
µ2

F

Q2ξm

)ε
, αs; ε

)]
dξ̄m

ξ̄1+ε
m

CpT,y

(
τ̂

zz̄
, ξ, ξ̄, ξp, y, αs; ε

)
δ

(
1

2
ln
z

z̄
− 1

2
ln
z1 . . . zn
z̄1 . . . z̄m

)
×

×
∫ 1

0

dzn−1

∫ ξn

0

[
K

(
zn−1,

(
µ2

F

Q2ξn−1

)ε
, αs; ε

)]
dξn−1

ξ1+ε
n−1

× · · · ×
∫ 1

0

dz1

∫ ξ2

0

[
K

(
z1,

(
µ2

F

Q2ξ1

)ε
, αs; ε

)]
dξ1

ξ1+ε
1

×

×
∫ 1

0

dz̄m−1

∫ ξ̄m

0

[
K

(
z̄m−1,

(
µ2

F

Q2ξm−1

)ε
, αs; ε

)]
dξ̄m−1

ξ̄1+ε
m−1

× · · · ×
∫ 1

0

dz̄1

∫ ξ̄2

0

[
K

(
z̄1,

(
µ2

F

Q2ξ1

)ε
, αs; ε

)]
ξ̄1

ξ̄1+ε
1

(3.3.13)

where we divide rapidity delta constraint

δ

(
y − 1

2
ln
z1 . . . zn
z̄1 . . . z̄m

)
= δ

(
y − 1

2
ln
z

z̄

)
δ

(
1

2
ln
z

z̄
− 1

2
ln
z1 . . . zn
z̄1 . . . z̄m

)
(3.3.14)
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into its hard and ladder parts. We include the hard part delta constraint into CpT,y

definition in Eq. (3.3.13), according to general CO definition, Eq. (3.1.16).

The goal now is reached by performing the right transform which factorizes rapidity
delta constraint which is the only part which mix ladders emission throughout various zi
and z̄i. By defining the following Mellin Fourier Transform,

dσ̂n,m

dydξp

(
N, ξp, b,

µ2
F

Q2
, αs; ε

)
=

∫ 1

0

dτ̂ τ̂N−1

∫ ∞
−∞

dy e−iby
dσ̂n,m

dydξp

(
τ̂ , ξp, y,

µ2
F

Q2
, αs; ε

)
(3.3.15)

we rewrite Eq. (3.3.13) in the following factorized form

dσ̂n,m

dydξp

(
N, ξp, b,

µ2
F

Q2
, αs; ε

)
=

∫ ∞
0

[
γ

(
N − ib

2
,

(
µ2

F

Q2ξn

)ε
, αs; ε

)]
dξn

ξ1+ε
n

×

×
∫ ∞

0

[
γ

(
N +

ib

2
,

(
µ2

F

Q2ξm

)ε
, αs; ε

)]
dξ̄m

ξ̄1+ε
m

CpT,y

(
N, ξn, ξ̄m, ξp, b, αs; ε

)
×

×
∫ ξn

0

[
γ

(
N − ib

2
,

(
µ2

F

Q2ξn−1

)ε
, αs; ε

)]
dξn−1

ξ1+ε
n−1

× · · · ×
∫ ξ2

0

[
γ

(
N − ib

2
,

(
µ2

F

Q2ξ1

)ε
, αs; ε

)]
dξ1

ξ1+ε
1

×

×
∫ ξ̄m

0

[
γ

(
N +

ib

2
,

(
µ2

F

Q2ξm−1

)ε
, αs; ε

)]
dξ̄m−1

ξ̄1+ε
m−1

× · · · ×
∫ ξ̄2

0

[
γ

(
N +

ib

2
,

(
µ2

F

Q2ξ1

)ε
, αs; ε

)]
ξ̄1

ξ̄1+ε
1

(3.3.16)

where we define CpT,y in Mellin Fourier space as

CpT,y

(
N, ξ, ξ̄, ξp, b, αs

)
=

∫ 1

0

dxτ̂ τ̂N−1

∫ +∞

−∞
dy e−ibyCpT,y

(
τ̂ , ξ, ξ̄, ξp, y, αs

)
. (3.3.17)

It is interesting to observe that the Fourier definition Eq. (3.3.15) with physical range
of integration does not lead to any further complication in the high energy regime since
at LLx

ymax →∞ as τ̂ → 0. (3.3.18)

Since now Eq. (3.3.16) is factorized, following steps to reach the high energy resummation
can be performed exactly as in Sec. 3.1.2. Therefore, we require Eq. (3.3.16) to be finite
after each ξi or ξ̄j integration and we subtract the final single n+m-th order ε pole using
standard MS prescription. At the end, by summing also over all possible emissions and
by taking ε→ 0, we come to

dσ̂res

dydξp

(
N, ξp, b,

µ2
F

Q2
, αs

)
= γ

(
N − ib

2
, αs

)
γ

(
N +

ib

2
, αs

)
R
(
N − ib

2
, αs

)
R
(
N +

ib

2
, αs

)
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∫ ∞
0

dξ ξγ(N−
ib
2 ,αs)−1

∫ ∞
0

dξ̄ ξ̄γ(N+ ib
2 ,αs)−1 CpT,y

(
N, ξ, ξ̄, ξp, b, αs

)
× exp

[
γ

(
N +

ib

2
, αs

)
ln
Q2

µ2
F

]
exp

[
γ

(
N − ib

2
, αs

)
ln
Q2

µ2
F

]
(3.3.19)

where we insert as before the resummation scheme choice factor R.

Eq. (3.3.19) can be further simplified in the case of colour singlet production, due to
the simple 2→ 1 kinematics of CpT,y. In this case we have the following relation:

CpT,y

(
N, ξ, ξ̄, ξp, b, αs

)
= CpT

(
N, ξ, ξ̄, ξp, αs

)
(3.3.20)

since the rapidity dependence in the hard part is a subleading effect for this kinematics.

In conclusion, the resummation for rapidity and transverse momentum double dif-
ferential distribution is obtained by applying Eq. (3.3.19) with CpT,y in Mellin Fourier
space defined as in Eq. (3.3.17). In the case of colour singlet production, high energy
resummation can be achieved directly by using pT-impact factor defined into Eq. (3.2.4),
throughout the substitutions:

M1 = γ

(
N − ib

2
, αs

)
(3.3.21)

M2 = γ

(
N +

ib

2
, αs

)
, (3.3.22)

thus obtaining (with µ2
F = Q2)

dσ̂res

dydξp
(N, ξp, b, αs) = hpT

(
0, γ

(
N +

ib

2
, αs

)
, γ

(
N − ib

2
, αs

)
, ξp, αs

)
, (3.3.23)

where again we set N = 0 in the pT-impact factor since all other N dependence is
subleading at LLx.

Eq. (3.3.19) and Eq. (3.3.23) are new results of this thesis and permit the high energy
resummation for the fully differential colour singlet production case. They have been
published in Ref. [89].

Last comment of this section is about relation between theresummation of partonic
and hadronic double differential distribution. Although collinear factorization for such
observable turn out to be very complicated (see Eq. (3.3.3)), at LLx in Mellin Fourier
space it takes a very simple form. We come to the following conclusion

dσres

dY dξp
(N, ξp, b, αs) =

∑
ij

fi

(
N − ib

2
+ 1, αs

)
fj

(
N +

ib

2
+ 1, αs

)
dσ̂res

ij

dydξp
(N, ξp, b, αs)

(3.3.24)
where Mellin transform is however defined as in the pT case with respect to τ ′ rather than
τ , Fourier transform is defined as in Eq. (3.3.15) on Y , and we set µ2

F = Q2 for simplicity.
We remind the reader that we are free to change our Mellin definition and to still use
Eq. (3.3.19) or Eq. (3.3.23) for the resummed partonic observable, due to Eq. (3.2.1).
Moreover, contributions for channel different from gluon-gluon one are reconstructed using
same steps of Sec. 3.2.1 (see Ref. [89]).
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Coming to conclusions, in this chapter we summarize very recent results about the
high energy resummation for differential observables, focusing our attention in particular
on transverse momentum distributions (with or without rapidity dependence). This re-
summation was achieved by using known results coming from BFKL evolution, described
in Sec. 3.1.1, together with an alternative derivation of kT-factorization, first exposed in
Ref. [76], and here repeated in Sec. 3.1.2.

In the next section, which is the last of this chapter, we are going to present an
explicit calculation of the high energy behaviour for our test case, the EFT Higgs boson
production. We are going also to check our conclusions against fixed order evaluations,
using a technique presented in Ref. [76, 90] to compute the high energy limit of the first
terms in the αs expansion.

3.4 Application: EFT Higgs boson at high energy

This last section will be devoted to the presentation of an explicit application, together
with some simple analytic checks. The aim is to verify in a particular process the whole
theoretical derivation showed up to now. As in Chap. 1 and in Chap. 2, the process we
select to exhibit all the properties of the high energy resummation is the Higgs boson
production case in gluon fusion, in the framework of the effective field theory.

We are going to compute the resummation at high energy at LLx of the logarithms
of x (see Eq. (1.4.9) for the exact definition of x) in the double differential cross section
with respect to the Higgs transverse momentum and rapidity. As presented in Sec. 3.3,
this resummation is performed in Mellin-Fourier space following Eq. (3.3.23). Moreover
due to relation Eq. (3.3.20), for Higgs boson production, the rapidity dependence in the
hard part is subleading in conjugate space. Therefore, we are going to show the explicit
computation of the pT-impact factor, Eq. (3.2.4), in this case.

At the end, the high energy resummation for the Higgs transverse momentum dis-
tribution, as well as the high energy resummation for the Higgs rapidity distribution of
Ref. [76] or for inclusive cross section of Ref. [72] will be recovered from previous compu-
tation following suitable integration over y, pT, or both.

The transverse momentum distribution CpT

(
N, ξ, ξ̄, ξp, αs

)
for the off-shell LO pro-

cess,

g∗ (pL) + g∗ (nL)→ H (pS) (3.4.1)

can be written as [77]

CpT

(
N, ξ, ξ̄, ξp, αs

)
=
α2
s

√
2GF

288π

∫ 1

0

dττN−1

∫ 2π

0

dθ

2π

cos2 θ

τ
δ

(
1

τ
− 1− ξp

)
= 2σ0

∫ 1

0

dττN−1

∫ 2π

0

dθ

2π

cos2 θ

τ
δ

(
1

τ
− 1− ξp

)
(3.4.2)

with σ0 LO EFT total cross section already presented in Sec. 1.3.1, Chap. 1, and τ =
m2

H

zz̄ŝ
the variable associated to the Mellin definition. We can select τ instead of x because the
difference between τ and x is NLLx. Moreover, τ choice will simplify next steps.
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By solving Mellin integration using delta constraint and by inserting Eq. (3.4.2) into
the general definition of the pT-impact factor, Eq. (3.2.4) we obtain:

hpT
(N,M1,M2, ξp, αs) =

σ0

π (1 + ξp)
N
M1M2R (M1)R (M2) (3.4.3)∫ ∞

0

dξ ξM1−1

∫ ∞
0

dξ̄ξ̄M2−1

∫ 2π

0

dθ cos2 θ δ

(
ξp − ξ − ξ̄ − 2

√
ξξ̄ cos θ

)
. (3.4.4)

Following steps are almost trivial. First we use the δ constraint to get rid of θ integration,

hpT
(N,M1,M2, ξp, αs) =

σ0

π (1 + ξp)
N
M1M2R (M1)R (M2) (3.4.5)

∫ ∞
0

dξ ξM1−2

∫ (
√
ξp+
√
ξ)

2

(
√
ξp−
√
ξ)

2
dξ̄ ξ̄M2−2

(
ξp − ξ − ξ̄

)2√
2ξξ̄ + 2ξξp + 2ξ̄ξp − ξ2

p − ξ2 − ξ̄2
, (3.4.6)

then we perform the following change of variable

ξ = ξp ξ1 ξ̄ = ξp ξ2, (3.4.7)

to factorize into Eq. (3.4.5), ξp dependence. We thus come to

hpT (N,M1,M2, ξp, αs) = σ0

ξM1+M2−1
p

π (1 + ξp)
N
I (M1,M2) (3.4.8)

where we define the integral representation I as

I (M1,M2) = M1M2R (M1)R (M2)∫ ∞
0

dξ1 ξ
M1−2
1

∫ (1+
√
ξ1)

2

(1−
√
ξ1)

2
dξ2 ξ

M2−2
2

(1− ξ1 − ξ2)
2√

2ξ1ξ2 + 2ξ1 + 2ξ2 − 1− ξ2
1 − ξ2

2

. (3.4.9)

Computation of ξ1 and ξ2 integrals in I is presented in Appendix C. Substituting result
Eq. (C.2.11) into Eq. (3.4.8), we write:

hpT (N,M1,M2, ξp, αs) = R (M1)R (M2)σ0

ξM1+M2−1
p

(1 + ξp)
N[

Γ (1 +M1) Γ (1 +M2) Γ (2−M1 −M2)

Γ (2−M1) Γ (2−M2) Γ (M1 +M2)

(
1 +

2M1M2

1−M1 −M2

)]
.

(3.4.10)

High energy resummation for the rapidity and transverse momentum double differen-
tial distribution is now performed; using Eq. (3.3.23) we obtain

dσ̂gg
dydξp

(N, b, ξp, αs) = hpT

(
0, γ

(
N − ib

2
, αs

)
, γ

(
N +

ib

2
, αs

)
, ξp, αs

)
(3.4.11)

for the gluon-gluon channel, and

dσ̂gq
dydξp

(N, b, ξp, αs) =
CF

CA

(
hpT

(
0, γ

(
N − ib

2
, αs

)
, γ

(
N +

ib

2
, αs

)
, ξp, αs

)
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− hpT

(
0, γ

(
N − ib

2
, 0, αs

)
, 0, ξp, αs

))
(3.4.12)

dσ̂qg
dydξp

(N, b, ξp, αs) =
CF

CA

(
hpT

(
0, γ

(
N − ib

2
, αs

)
, γ

(
N +

ib

2
, αs

)
, ξp, αs

)
− hpT

(
0, 0, γ

(
N +

ib

2
, αs

)
, 0, ξp, αs

))
(3.4.13)

dσ̂qq
dydξp

(N, b, ξp, αs) =

(
CF

CA

)2 (
hpT

(
0, γ

(
N − ib

2
, αs

)
, γ

(
N +

ib

2
, αs

)
, ξp, αs

)
− hpT

(
0, 0, γ

(
N +

ib

2
, αs

)
, 0, ξp, αs

)
− hpT

(
0, γ

(
N − ib

2
, αs

)
, 0, 0, ξp, αs

)
+ hpT

(0, 0, 0, 0, ξp, αs)
)

(3.4.14)

for the other channel contributions. Resummation is now simply achieved by evaluating
LLx anomalous dimension γ (N,αs), and by performing inverse Fourier-Mellin transform.
A particularly stable implementation for γ is the one presented in Refs. [70, 84] and
implemented in the code HELL.

Moreover, the integration over ξp returns the same impact factor used in Ref. [76] for
the resummation of the rapidity distribution; integration over y (achieved in Fourier space
setting b = 0) reconstructs the known resummation of transverse momentum distribution
of Ref. [77]; finally integration over both ξp and y is consistent with known resummation
of Ref. [72] for the inclusive cross section .

Since our aim in this section is to provide explicit analytic checks about our derivation,
we will not focus on the resummed result but we are going to expand Eq. (3.4.11) in power
of αs and to crosscheck first coefficients against fixed order evaluations. The technique
we will use to perform this check is the one presented in Ref. [90].

We expand our result in powers of αs, using following equalities

R (M) = 1 +
8

3
ζ3M

3 +O
(
M4
)

(3.4.15)

γ (N,αs) =
CA

π

αs
N

+O
(
α4
s

)
, (3.4.16)

obtaining:

dσ̂gg
dydξp

(N, b, ξp, αs) = σ0

∞∑
k=0

αksCk (N, b, ξp) (3.4.17)

with

C0 (N, b, ξp) = δ (ξp) , (3.4.18a)

C1 (N, b, ξp) =
CA

π

[
1

ξp

]
+

(
1

N + ib
2

+
1

N − ib
2

)
, (3.4.18b)
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C2 (N, b, ξp) =

(
CA

π

)2
[ ln ξp

ξp

]
+

(
1

N + ib
2

+
1

N − ib
2

)2

+
1

N − ib
2

1

N + ib
2

δ (ξp)

 .

(3.4.18c)

In Eqs. (3.4.18) the plus distribution is defined as in Eq. (B.3.1) with ξmax →∞.

We limit ourselves to the gluon-gluon case for simplicity; the interested reader can
check also the other channels with similar techniques.

Comparisons with the exact fixed order evaluations for the first coefficient C1 and C2

will be performed in the next subsection.

3.4.1 Check against fixed order evaluation

In this subsection we want to check the leading log limit of the double differential dis-
tribution with respect to the rapidity and the transverse momentum for the Higgs boson
production process in gluon fusion. We will follow analogue comparisons performed in
Ref. [90] and we are going to compute the high energy limit of the first perturbative
order, by explicit computation of relevant Feynman Diagrams. For simplicity, we will use
as independent variables τ̂ , ξp and u = e−2y, hence evaluating dσ̂

dudξp
rather than dσ̂

dydξp
.

We will come back to the set x, ξp and y at the end of the calculus, right before the
computation of the Mellin-Fourier transform.

We start from the single emission. Diagrams contributing at LLx are drawn in Fig. 3.1.
With the red circle we indicate the MS collinear counterterm, which occurs to make the
sum finite. In computing the square modulus of the amplitude we can ignore interferences
between diagrams since they are subleading in the high energy limit.

For the diagrams in the first row of Fig. 3.1, the associated double differential cross
section can be written as

dσ1

dξpdu
=

1

2u

dσ1

dξpdy
= σ0

z̄

τ̂
δ
(

1− z̄

τ̂
+ ξ̄
)[
ᾱs
dz̄

z̄

dξ̄

ξ̄1+ε

]
δ (ξ − ξp) δ (u− z̄)

+
σ0ᾱs
ε

δ (ξp) δ (u− τ̂) . (3.4.19)

where integrations over z̄, ξ̄ are implicitly assumed. We are going to use the bar to
indicate all the Sudakov components related to the upper leg of the diagrams of Fig. 3.1.
Moreover we introduce

ᾱs =
αs
(
µ2
)
µ2εCA

π
(3.4.20)

with ε the dimensional regulator, and we ignore all the (4π)ε

Γ(1−ε) terms which are systemat-

ically subtracted order by order in MS scheme.

Kinematic limits for τ̂ , ξp, u, z̄, ξ̄ in the high energy regime are the following

0 < τ̂ < 1, ξp > 0, 0 < u < 1, 0 < z̄ < 1, ξ̄ > 0. (3.4.21)

It is important to note that, due to the presence of the collinear counterterm, Eq. (3.4.19)
is finite in d = 4 dimension. Now to come to the final result for the single emission we
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Table 3.1. NLO Feynman Diagrams and MS subtraction

perform the integration over ξ̄ and z̄ using the two delta constraints. We thus obtain

dσ1

dξpdu
= σ0ᾱs

[
1

ξ1+ε
p

δ (u− τ̂ (1 + ξp)) +
1

ε
δ (ξp) δ (u− τ̂)

]
. (3.4.22)

with now τ̂ , ξp, u running on the following ranges

0 < τ̂ < 1, 0 < ξp <
1− τ̂
τ̂

, 0 < u < 1. (3.4.23)

In the high energy limit at LLx, two further simplifications on Eq. (3.4.22) occur. First,
the delta constraint on the rapidity can be simplified according to

δ (u− τ̂ (1 + ξp)) ≈ δ (u− τ̂) ; (3.4.24)
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then, the ξp upper limit can be confused with infinity since τ̂ → 0.

The last step that we need to carry out is the ε expansion. Using the following
expansion into Eq. (3.4.22)

1

ξ1+ε
p

= −1

ε
δ (ξp) +

∞∑
j=0

(−1)jεj

j!

[
lnj ξp
ξp

]
+

(3.4.25)

with the plus distribution defined as in Eq. (B.3.1), we come to

dσ1

dξpdu
= σ0 ᾱs

[
1

ξp

]
+

δ (u− τ̂) . (3.4.26)

which is our final result. To obtain the complete NLO correction for the EFT Higgs
boson production at high energy we need to compute the remaining diagrams of Fig. 3.1.
They are obtained from Eq. (3.4.26) by performing the replacement y → −y which means
u→ 1

u . Therefore, the final NLO result turns out to be:

dσ1

dξpdu
= σ0 ᾱs

[
1

ξp

]
+

(
δ (u− τ̂) + δ

(
1

u
− τ̂
))

(3.4.27)

We now move to the NNLO order. The diagrams contributing at this order are
collected in Fig. 3.2 together with the proper collinear subtractions.

We start our computation from the diagrams of the first row. As before the contribu-
tion from the second row of diagrams is obtained from the first one by the substitution
u→ 1

u . The double differential cross section in d = 4− 2ε dimension can be written as

dσ2

dξpdu
= σ0

z̄1z̄2

τ̂
δ
(

1− z̄1z̄2

τ̂
+ ξ̄1

)[
ᾱs
dz̄2

z̄2

dξ̄2

ξ̄1+ε
2

] [
ᾱs
dz̄1

z̄1

dξ̄1

ξ̄1+ε
1

]
δ
(
ξ̄1 − ξp

)
δ (u− z̄1z̄2)

+ σ0 ᾱ
2
s

[
1

2ε2
δ (ξp) δ (u− τ̂) +

1

ε

[
1

ξ1+ε
p

δ (u− τ̂ (1 + ξp))

]]
. (3.4.28)

with the following limits of integrations at high energy for the various quantities

0 < τ̂ < 1, ξp > 0, 0 < u < 1, 0 < z̄1, z̄2 < 1, ξ̄1 > 0, 0 < ξ̄2 < ξ̄1. (3.4.29)

Now we solve the integration over ξ̄1, z̄1 using the delta constraints contained in Eq. (3.4.28).
We thus obtain:

dσ2

dξpdu
= σ0ᾱ

2
s

[
dz̄2

z̄2

dξ̄2

ξ̄1+ε
2

]
1

ξ1+ε
p

δ (u− τ̂ (1 + ξp))

+ σ0 ᾱ
2
s

[
1

2ε2
δ (ξp) δ (u− τ̂) +

1

ε

[
1

ξ1+ε
p

δ (u− τ̂ (1 + ξp))

]]
(3.4.30)
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with now the integration limits given by

0 < τ̂ < 1, 0 < ξp <
1− τ̂
τ̂
≈ ∞, 0 < u < 1, u < z̄2 < 1, 0 < ξ̄2 < ξp. (3.4.31)

By performing the integrations over z̄2 and ξ̄2 we obtain

dσ2

dξpdu
= σ0 ᾱ

2
s ln

1

u

[
−1

ε

1

ξ1+2ε
p

δ (u− τ̂ (1 + ξp))

]
+ σ0 ᾱ

2
s

[
1

2ε2
δ (ξp) δ (u− τ̂) +

1

ε

[
1

ξ1+ε
p

δ (u− τ̂ (1 + ξp))

]]
. (3.4.32)

The last step is to use equality Eq. (3.4.25) twice to expand the result around ε = 0. At
the end, we need also to simplify the delta constraint according to Eq. (3.4.24). We write

dσ2

dξpdu
= σ0 ᾱ

2
s ln

1

u

[
ln ξp
ξp

]
+

δ (u− τ̂) (3.4.33)

which is the final contribution to the double differential cross section from the diagrams of
the first row of Fig. 3.2. As said before, the contribution from the second row is obtained
from Eq. (3.4.33) by performing the substitution u→ 1

u .

Then, we have to evaluate graphs of the third row of Fig. 3.2. Their contribution to
the double differential cross section in d = 4 − 2ε dimension at high energy turns out to

Table 3.2. NNLO Feynman Diagrams and MS subtraction
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be:

dσ2

dξpdu
= σ0

zz̄

τ̂
δ
(

1− zz̄

τ̂
+ ξp

)[
ᾱs
dz

z

dξ

ξ1+ε

] [
ᾱs
dz̄

z̄

dξ̄

ξ̄1+ε

]
cos2 θ

dθ

2π

δ

(
ξp − ξ − ξ̄ − 2

√
ξξ̄ cos θ

)
δ
(
u− z̄

z

)
+
σ0 ᾱ

2
s

u

[
1

ε

1

ξ1+ε
p

+
1

2ε2
δ (ξp)

]
(3.4.34)

The integration domain is composed by two disjointed regions

0 < τ̂ < 1, 0 < τ̂ < 1

τ̂ < u < 1,
⋃

1 < u <
1

τ̂
(3.4.35)

0 < ξp <
u

τ̂
− 1, 0 < ξp <

1

uτ̂
− 1.

and ξ̄, ξ > 0, 0 < z, z̄ < 1, 0 < θ < 2π. We are going to compute next steps limiting
ourselves to the first region. The complete result is obtained by symmetrizing the final
expression with respect to the transformation u→ 1

u . Moreover, Eq. (3.4.34) is invariant
under exchange of ξ and ξ̄. We can thus halve the integration region by requiring ξ > ξ̄
and recover the other part by exploiting this symmetry. We then perform the following
change of variables:

ξ = ξp ξ1, ξ̄ = ξp w ξ1, cos θ = t, (3.4.36)

with

ξ1 > 0, 0 < w < 1, − 1 < t < 1. (3.4.37)

Using this new set of integration variables and using the delta constraints to eliminate
integrations over z and z̄, we rewrite Eq. (3.4.34) as:

dσ2

dξpdu
=

2σ0 ᾱ
2
s

πu

1

ξ1+2ε
p

dw

w1+ε

dξ1

ξ1+2ε
1

t2dt√
1− t2

δ
(
1− ξ1

(
1 + w + 2

√
wt
))

+
σ0 ᾱ

2
s

u

[
1

ε

1

ξ1+ε
p

+
1

2ε2
δ (ξp)

]
. (3.4.38)

Next step is to use the last delta constraint to solve integration over ξ1. Performing the
integrations over w and t we obtain:

dσ2

dξpdu
=
σ0 ᾱ

2
s

πu

1

ξ1+2ε
p

[∫ 1

−1

2t2dt√
1− t2

∫ 1

0

dw
(1 + w + 2

√
wt)

2ε − 1

w1+ε
− π

ε

]

+
σ0 ᾱ

2
s

u

[
1

ε

1

ξ1+ε
p

+
1

2ε2
δ (ξp)

]
(3.4.39)

=
σ0 ᾱ

2
s

u

1

ξ1+2ε
p

[
−1

ε
− ε+O

(
ε2
)]

+
σ0 ᾱ

2
s

u

[
1

ε

1

ξ1+ε
p

+
1

2ε2
δ (ξp)

]
(3.4.40)
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Finally we come to the desired final result by expanding in ε = 0 using relation Eq. (3.4.25)2.
We obtain (recovering also the other region):

dσ2

dξpdu
= σ0 ᾱ

2
s

{[([
ln ξp
ξp

]
+

+
1

2
δ (ξp)

)
Θ (1− u)

u

]
+

[
u↔ 1

u

]}
. (3.4.41)

Performing the sum we obtain the full NNLO:

dσ2

dξpdu
= σ0 ᾱ

2
s

{[
ln

1

u

[
ln ξp
ξp

]
+

δ (u− τ̂) +
1

u

[
ln ξp
ξp

]
+

+
1

2u
δ (ξp)

]
Θ (1− u) +

[
u↔ 1

u

]}
. (3.4.42)

Eq. (3.4.27) and Eq. (3.4.42) represent the high energy limit of the NLO and NNLO
respectively in momentum space. By taking Mellin-Fourier transform with respect to x
(or τ̂ since there is no difference at LLx) and y, they need to coincide with C1 and C2,
Eqs. (3.4.18).

Fourier transform with respect to y can be rewritten in terms of u as∫ ln x

− ln x

dy e−iby
dσ

dydξp
=

∫ x

1
x

duu−
ib
2

1

2u

dσ

dydξp
=

∫ x

1
x

duu−
ib
2

dσ

dudξp
. (3.4.43)

With straightforward calculations, we obtain in Mellin-Fourier space

dσ1

dξpdy
(N, b, ξp, αs) = σ0αs

CA

π

[
1

ξp

]
+

(
1

N − ib
2

+
1

N + ib
2

)
(3.4.44)

for the NLO and

dσ1

dξpdy
(N, b, ξp, αs) = σ0α

2
s

(
CA

π

)2

[

ln ξp
ξp

]
+

(
1

N − ib
2

+
1

N + ib
2

)2

+
1

N2 + b2

4

δ (ξp)


(3.4.45)

for the NNLO. The final results in Mellin-Fourier space are in perfect agreement with our
predictions Eqs. (3.4.18), giving in this way a strong cross-check on the whole construction.

Moreover, our final results permit also to check expansions at first orders for the
resummed single rapidity or transverse momentum distribution of Refs. [76, 77], or for
the resummed total cross section of Ref. [72]. Indeed by integrating over y - thus setting
b = 0 in Fourier space - we recover high energy behaviour of transverse momentum
distribution [77]; while performing integration over ξp using Eq. (1.4.18) we obtain

dσ1

dξpdy
(N, b, αs) = σ0αs

CA

π

1

N

(
1

N − ib
2

+
1

N + ib
2

)
+O

(
1

N

)
(3.4.46)

dσ1

dξpdy
(N, b, ξp, αs) = σ0α

2
s

(
CA

π

)2
1

N2

(
1

N − ib
2

+
1

N + ib
2

)2

+O
(

1

N3

)
(3.4.47)

2Note that in high energy limit even in this case ξp upper limit can be confused with ∞
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which agrees with predictions of Ref. [76]. It is interesting to note that the second term
of Eq. (3.4.42) ( or Eq. (3.4.18c)) which is not subleading at fixed ξp, becomes subleading
after ξp integration. This is due to the pointlike nature of the effective interaction.

Finally, the complete integration over y and ξp clearly recover known result for the
total cross section.

In conclusion, in this chapter we cover all recent developments in the theory of high
energy resummation. Research efforts have been performed in the last years to extend this
resummation theory at LLx accuracy to more exclusive observables. We have presented
the resummation for single transverse momentum distributions and for double differen-
tial distributions. Moreover we have discussed analogies and differences when coloured
particles appear in the final state. As an example we compute high energy resummation
for EFT Higgs boson production in gluon fusion and we crosscheck our prediction against
fixed order evaluation up to NNLO.
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In this chapter, we are going to describe some phenomenological implications of our
studies. In particular we focus our attention on LHC collider physics, by presenting all
the results for a proton-proton collider at 13 TeV.

The main applications contained in this chapter are: the combined resummation at
NNLL for the Higgs boson production case, and a study, performed through a high
energy expansion, about the quark mass impact on the Higgs boson transverse momentum
distribution.

For the first application, we point out that the results presenting in this thesis are
preliminary and incomplete, since research work is still ongoing. We are going to present
resummed results but without any type of matching with a fixed order calculation yet.
However, no difficulties are present in principle in the matching procedure and the com-
plete analysis will be published soon. For the same reason also a complete study about the
factorization and renormalization scale dependence is absent. Nevertheless, our analytic
expressions of Sec. 2 and Appendix C contain all the scale dependent terms and the in-
clusion of factorization and renormalization scale variation is in fact very straightforward
using the results of this thesis.

Even if our phenomenological analysis about combined resummation is still incom-
plete, the derivation of the resummed transverse momentum distribution is far to be
trivial, due to the Landau pole problem. Hence, in the section dedicated to this applica-
tion we will show you a possible solution to the inversion problem. The final result will
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own all the properties we required and some interesting features we are going to highlight
in a while.

The Chapter will be divided as follows: in Sec. 4.1, we focus on the combined resum-
mation, on its inversion problem and we present a concrete solution together with phe-
nomenological results for the Higgs boson transverse momentum distribution at LHC13;
then in Sec. 4.2, we move to the high-pT limit of the Higgs spectrum which is now be-
coming available to experimentalist for the first time at LHC13. In this region, effective
field theory approach starts to fail and the inclusion of mass quark effects becomes essen-
tial. However, the hardness in fixed order evaluations prevents to calculate the complete
process beyond the first not trivial order. A lot of work has been made in this field in
the last three years [91–100] to properly approximate higher order mass quark effects;
one of the solution proposed [95] is the approximation of these effects using high energy
resummation. Phenomenological results of this idea will be exposed in Sec. 4.2.3.

4.1 Combined Resummation for Higgs at LHC13

Our objective in this section is to compute the hadronic Higgs boson transverse momen-
tum distribution resummed in the combined soft and collinear region. The resummed
expression is given by Eq. (2.6.1) and it is composed by two contributions: the consistent

transverse momentum resummation,
dσ̂cons
ij

dξp
, and the threshold resummation at fixed pT,

dσ̂th
ij

dξp
. While threshold resummation at fixed pT is a function of ξp and N , consistent

transverse momentum resummation presents an extra subtlety, since it is expressed in
Eq. (2.5.45) as the inverse Fourier transform of a particular N and b expression.

The evaluation of the inverse Mellin (and Fourier) transform is far to be trivial due to
the presence of several divergences in our expressions. We are going to present the general
problem by looking to threshold resummation at fixed pT where the situation is simpler.
Resummed expression Eq. (2.3.1) shows two logarithmic branch cuts in the complex plane
on the real axis for

N > e
1

2αsβ0 , (4.1.1a)

N < 0, (4.1.1b)

plus single poles for integer value of N lower than 1 due to the particular form of
C0 (N,αs).

Mellin/Laplace inverse exists if and only if it is possible to select a convergence abscissa
N0 to the right of all the singularities of the function. For a complete definition of
the inverse Mellin (and Fourier) transform, together with all its properties we refer the
interested reader to Appendix B. The presence of a logarithmic branch cut extending up
to N → ∞ on the real axis made impossible the existence of such a N0. Therefore the
inverse Mellin transform of our resummed expression should not exist.

This is a known problem of resummation theories in general and it is usually called
as Landau pole problem since the position of the cut is related to the non-perturbative
scale Λ of the coupling (see Appendix A, Eq. (A.1.12)). Strictly speaking, this means
that our resummed expression is sensitive to non-perturbative effects which are not under
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control. Furthermore, it was shown [101] that the computation of the inverse Mellin
transform order by order (where Landau pole problem is absent) returns a series which
grows factorially. This means that by expanding the resummed result we have thrown
away subleading terms that would have compensated the factorial growth. Hence not all
the procedures to reach a phenomenological result bring to a meaningful one.

Summarizing, in order to define our desired hadronic resummed observable, we need
a prescription to evaluate the inverse transform. In defining a prescription, we have to
make sure that our procedure is not introducing subleading terms which grow too fast
with the order of the perturbative expansion in the final physical result. Otherwise, we
are destroying our prediction since it is overhelmed by non-perturbative effects.

In the next subsection we are going to present two general prescriptions which re-
produce analogue and correct results in the case of threshold resummation and standard
transverse momentum resummation.

4.1.1 Resummation Prescriptions in Literature

The first prescription we are going to present is the most-common used and it is called
Minimal Prescription [101,102]. According to Minimal Prescription, the integration path
for the inverse integral transform1 has to be chosen to leave to the left all the singularities
of the function except for the Landau cut, which remains on the right.

In the context of threshold resummation at fixed pT this means that the minimal
prescription abscissa NMP can be chosen in the range

1 < NMP < NL = e

1

2αs(µ2
R)β0 , (4.1.2)

leading to the following expression for the hadronic transverse momentum distribution

dσres

dξp

(
τ, ξp, αs

(
µ2

R

)
, µ2

R, µ
2
F

)
=

1

2πi

∑
ij

∫ NMP+i∞

NMP−i∞
dN τ−N

Lij
(
N,µ2

F

) dσ̂th
ij

dξp

(
N, ξp, αs

(
µ2

R

)
, µ2

R, µ
2
F

)
(4.1.3)

with
dσ̂th
ij

dξp
given by Eq. (2.3.1) (or Eq. (2.7.28) in the case of Higgs boson production) and

Lij the PDFs luminosity.

It can be proved that the minimal result Eq. (4.1.3) owns the following properties [101]:

• The following series

dσres
ij

dξp
(τ) =

∞∑
k=0

∫ NMP+i∞

NMP−i∞
dN τ−NLij (N) Σk (N) (4.1.4)

1Mellin transform for threshold resummation or Fourier transform for transverse momentum resum-
mation
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with
dσ̂th

ij

dξp
(N) =

∞∑
k=0

Σk (N) =

∞∑
k=0

hkλ
k
N̄ (4.1.5)

and λN̄ = αsβ0 ln N̄2 converges asymptotically to the minimal prescription result.

• The coefficients of the series (4.1.4) do not grow factorially.

• If we truncate the series at an order in αs where its terms are at the minimum, the
difference between the truncate expansion and the full MP result is suppressed by
the factor

e−H(1−τ)QΛ (4.1.6)

with H a slowly varying positive function.

The presence of the Landau pole scale Λ in the factor (4.1.6) reflects the fact that
the difference between expanded and resummed expressions probes the non-perturbative
dynamics. Our hope is these effects to be small comparing to our perturbative prediction.
This is in fact the case since all these non-perturbative effects come suppressed by the
factor (4.1.6) which is stronger than any power behaviour.

In conclusion, the Minimal Prescription gives back a resummed hadronic result which
catches all the leading logarithmic behaviour without introducing spurious large non-
perturbative effects. We have presented the explicit procedure in the case of threshold
resummation and inverse Mellin transform but the same prescription can be also extended
to transverse momentum resummation and to Fourier transform. We do not wish to go
into detail about the particular construction in this case, referring the interested reader
to the original Ref. [102].

However, Minimal Prescription is not the only possible solution. In more recent years,
a new approach was proposed in Ref. [103, 104] based on the theory of divergent series.
Indeed, as we have just seen, the series obtained by expanding in power of λN̄ , Eq. (4.1.4)
is divergent. This is a consequence of the Landau pole problem. The Minimal Prescrip-
tion permits to compute the asymptotic result, the divergent series is tending to. The
idea of Ref. [103, 104] is instead to sum the divergent series using the Borel transform
formalism. For this reason, the prescription proposed in Ref. [103, 104] is usually called
Borel Prescription.

Our starting point is the series Eq. (4.1.4). We rewrite it as

dσres
ij

dξp
(τ) =

∞∑
k=0

∫ N0+i∞

N0−i∞
dN τ−NLij (N) Σk (N) ,

=

∞∑
k=0

∫ N0+i∞

N0−i∞
dN τ−NLij (N)hkᾱ

k
s lnk N̄ (4.1.7)

where ᾱs = αsβ0 and in the second line we explicit the αs dependence of Σk.

However, as we have already understood, Eq. (4.1.7) contains a divergent series which
is only asymptotic to the desired result.

Nevertheless, the divergence in the series representation Eq. (4.1.7) can be removed
by performing a Borel transform with respect to ᾱs, permitting us to reach a closed form
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for our hadronic distribution, even if in Borel space. We are going to call w the Borel
variable associated to ᾱs. The effect of the divergence of the original series appears again
when we want to recover the desired result by performing the inverse Borel transform

dσres
ij

dξp
(τ) =

∫ ∞
0

dw e−
w
ᾱs

dσres
ij

dξp
(τ, w) (4.1.8)

since this integral diverges in the w →∞ limit.

The Borel prescription states that a valid resummed expression in τ space can be
achieved by extending integral of Eq. (4.1.8) only up to some bound C. In this way we
are cutting off the singularity of the Borel integral located at infinity. In formula, the
resummed transverse momentum distribution turns out to be:

dσBP
ij

dξp
(τ) =

∫ C

0

dw e−
w
ᾱs

dσres
ij

dξp
(τ, w) (4.1.9)

It can be proved [103,104] that the Borel prescription result owns the following prop-
erties:

• the difference between the divergence series and the Borel prescription result van-
ishes faster than any power of αs as αs → 0.

• the original series Eq. (4.1.7) is an asymptotic expansion of the final result Eq. (4.1.9).

• the value of the cut-off C is related to the O
(

Λ2

Q2

)
we are including in the result.

In this sense Borel prescription is discarding non-perturbative higher twist contri-
butions. Region beyond w = C is equivalent to including a twist-t contribution to
our resummed perturbative expression with

t = 2 + 2C (4.1.10)

and C the value of the cut-off.

All these properties state that also Borel Prescription is a meaningful prescription to per-
form the inverse transform without discarding important non-perturbative contributions.
Even this time all the discussion just presented is in the context of threshold resumma-
tion but the same procedure can be extended to transverse momentum resummation as
performed in Ref. [104]

Phenomenological analysis [103, 104] show that the difference between Minimal and
Borel prescriptions is in fact very small and only located very close to the singularity.
This is a very remarkable result because it assures our resummed construction to be on
solid ground and almost independent on non-perturbative effects.

We have presented these two prescriptions because we are going to use both of them
to produce a meaningful prescription in the case of combined resummation. To the con-
struction of a meaningful resummed formula in x, ξp space for the combined resummation
of Sec. 2.6 will be devoted the next subsection.
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4.1.2 A Prescription for Combined Resummation

As said in the previous sections, the combined resummation is a proper combination of
two different resummations: consistent transverse momentum resummation and threshold
resummation at fixed pT.

Threshold resummation at fixed pT, Eq. (2.3.1) is a function of N and ξp with di-
vergences in Mellin space only on the real axis. Minimal prescription Eq. (4.1.3) can be
applied without any problem by selecting NMP in the range Eq. (4.1.2).

The integral inversion of consistent transverse momentum resummation, however, rep-

resents a harder task. Indeed,
dσ̂cons
ij

dξp
(N, ξp) is written as the inverse Fourier transform of

a particular function
dσ̂cons
ij

dξp
(N, b) in Mellin-Fourier space. Singularities structure in N -b

space of Eq. (2.5.45) or Eq. (2.5.48) is complicated by the particular form of the function
χ. In addition to the two Landau pole logarithmic branch cut,

Re (N) > NL = e
1

2αsβ0 Im (N) = 0, (4.1.11)

Re

(
N2 +

b2

4

)
> e

1
αsβ0 Im

(
N2 +

b2

4

)
= 0, (4.1.12)

consistent resummation presents an additional logarithmic branch cut,

Re

(
N2 +

b2

4

)
< 0 Im

(
N2 +

b2

4

)
= 0 (4.1.13)

due to the existence of the logarithm of the soft scale χ.

Unfortunately, here we are no longer able to apply the Minimal Prescription, since
it does not exist a contour deformation in N -b space which manages to leave all the
singularities on the left and the Landau cuts on the right.

Even if one can think that our resummation is dominated by non-perturbative effects,
and thus not meaningful, this will be an incorrect statement. Due to its simplicity,
Minimal Prescription is often considered as the unique prescription to invert and give
sense to a resummed expression in conjugate space; but this is not true and it is not
guaranteed that it has to work for all the resummed expressions.

In Refs. [61–63], the authors arrive to similar conclusions for the joint resummation
but in order to be able to apply the usual Minimal Prescription technique they decide to
modify their resummed expression by substituting χ with a phenomenological χph

χph (η) =
b

b0
+

N̄

1 + η b
b0N̄

(4.1.14)

with η a phenomenological arbitrary parameter. Singularity structure permits now to
deform integration path in order to meet the assumptions of Minimal Prescription. The
general prescription adopted is discussed in detail for example in Ref. [61].

We do not agree with this approach. Our general analysis about phase space de-
composition in the small-pT regime at threshold shows that the further contributions we
have to resum are combinations of N

b but only with even powers. This is reflected in the
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particular form of our χ. The phenomenological χph introduces instead also spurious odd
power of the ratio N

b which are totally non-physical. Even if you can select, as performed

in Refs. [62, 63], a value of η which cancels the first spurious term N
b higher odd powers

remains in the final results.

In conclusion, in Ref. [61–63], minimal prescription is applied by inserting spurious
perturbative contributions in the resummed expression which permits to deform the inte-
gration path accordingly. The size of these spurious effects is now object of investigation.

We decide to select another path. Our idea is not to touch our resummed expression
but to change the resummation prescription. In this way we are not introducing pertur-
bative contributions but we are changing only the size of non-perturbative effects which,
however, we know to be small. We discard Minimal Prescription and we try to apply on
our resummed expression Borel Prescription.

Our starting point is consistent transverse momentum resummation in N -b space given
by Eq. (2.5.45) (or Eq. (2.7.1) in the case of Higgs boson production) which we can write
as a series expansion in λχ. By defining

dσ̂cons
ij

dξp
(N, ξp, αs) =

∫ ∞
0

db
b

2
J0

(
b̂
√
ξp

)(√
1 + ξp −

√
ξp

)−2N

Σ (N,λχ, αs) ,

=
(√

1 + ξp −
√
ξp

)−2N

Σ̄ (N, ξp, αs) (4.1.15)

(4.1.16)

where we suppress all the dependence from µR and µF for simplicity, we can write the
following expansion for Σ

Σ (N,λχ, αs) =

∞∑
k=0

hk (N,αs)λ
k
χ =

∞∑
k=0

hk (N,αs) ᾱs lnk χ (4.1.17)

with hk (N,αs) expansion coefficients independent from b. This is possible since all the b
dependence in the resummed expression is through the combination χ.

Now we perform the inverse Fourier transform of Σ (N,λχ, αs) term by term using the
following result:∫ ∞

0

db
b

2
J0

(
b̂
√
ξp

)
lnk
(
N̄2 +

b2

b20

)
=

∂k

∂εk

∫ ∞
0

db
b

2
J0

(
b̂
√
ξp

)(
N̄2 +

b2

b20

)ε ∣∣∣∣∣
ε→0

=
∂k

∂εk
M (N, ξp, ε)

∣∣∣∣∣
ε→0

(4.1.18)

with

M (N, ξp, ε) =
2N1+εξ

− 1
2−

ε
2

p K1+ε

(
2N
√
ξp
)

Γ (−ε)
e2γEε (4.1.19)

and K modified Bessel function of the second kind. Eq. (4.1.19) has been simplified by
using the fact that all the integration path of the Mellin inverse transform lies in the
semi-plane Re (N) > 0.
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We are now ready to switch to Borel space and to perform some tricks to reach our
final result. First we take Borel transform with respect to ᾱs obtaining

Σ̄ (N, ξp, ω, αs) =

∞∑
k=0

hk (N,αs)
wk−1

(k − 1)!

∂k

∂εk
M (N, ξp, ε)

∣∣∣∣∣
ε=0

; (4.1.20)

then we rewrite partial derivative w.r.t. ε as a contour integral around the origin, using
the result

∂k

∂εk
M (N, ξp, ε)

∣∣∣∣∣
ε=0

=
k!

2πi

∮
H

dξ

ξ1+k
M (N, ξp, ξ) (4.1.21)

with H a contour which enclosures the origin. Finally we perform the inverse Borel
transform to reach our final result for Σ̄ (N, ξp, αs), the inverse Fourier transform of
Σ (N,λχ, as):

Σ̄ (N, ξp, αs) =
1

2πi

∫ ∞
0

dw e−
w
ᾱs

∮
H

dξ

ξ2
M (N, ξp, ξ)

∞∑
k=0

khk (N,αs)

(
w

ξ

)k−1

=
1

2πi

∫ ∞
0

dw e−
w
ᾱs

∮
H

dξ

ξ

∂

∂w
Σ

(
N,

w

ξ
, αs

)
, (4.1.22)

where in the second step we use

∞∑
k=0

khk (N,αs)

(
w

ξ

)k−1

= ξ
∂

∂w
Σ

(
N,

w

ξ
, αs

)
. (4.1.23)

Now, a resummed expression for
dσ̂cons
ij

dξp
in N , ξp space can be obtained following these

steps. First we insert Eq. (4.1.22) into Eq. (4.1.16), then we integrate by parts in w and
finally we apply the Borel Prescription cutting off w inverse Borel integral up to some
fixed value C. Last two steps would have be performed in the opposite order, leading
to a difference but equivalent Borel prescription [104]. Numerically we have not found
differences between the two approaches and then we decide to present results only for one
procedure for simplicity.

In formula we obtain:

dσ̂cons
ij

dξp
(N, ξp, αs) =

1

2πi

∫ C

0

dw e−
w
ᾱs

1

ᾱs

(√
1 + ξp −

√
ξp

)2N

∮
H

dξ

ξ
M (N, ξp, ξ) Σ

(
N,

w

ξ

)
. (4.1.24)

Our inversion procedure is not concluded yet, since we still need to get rid of the
inverse Mellin transform. However, by inspecting singularities of Eq. (4.1.24), we can
prove that they are completely equal to the one of threshold resummation at fixed pT,
Eq. (4.1.1). Therefore, we are now able to construct our combined expression, to add
PDFs luminosities and then to use the Minimal Prescription on the N inversion integral
to reach the desired final hadronic result.
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Summarizing, we have found a possible prescription for our combined resummation,
based on a combination of a Minimal Prescription in N space and a Borel Prescription in
b space to solve the double inverse transform. This procedure gives back a final hadronic
distribution which contains small non-perturbative effects and no spurious perturbative
contributions.

In the next subsection, we are going to present numerical results for the Higgs boson
transverse momentum distribution at LHC 13 TeV.

4.1.3 Higgs boson resummed transverse momentum distribution

We are finally ready to present the resummed Higgs boson transverse momentum distri-
bution at LHC 13 TeV. In Fig. 4.1, we show the hadronic distribution dσ

dpT
resummed

at LL, NLL, and NNLL logarithmic accuracy using our combined expression Eq. (2.6.1)
(red/dashed line).

We compare our predictions with standard transverse momentum resummation at
LL, NLL and NNLL accuracy of Ref. [30] (black/dotted line). In this implementation of
Collins-Soper-Sterman resummation, large-medium-pT range is constructed by imposing
the unitarity constraint [30]. Therefore the integral of the NNLL CSS resummation is set
equal to the integral of its hard part.

In Fig. 4.1, we show also separately the two components which form our combination,
consistent transverse momentum resummation (blue/solid line) and threshold resumma-
tion at fixed pT (orange/dot-dashed line). As you can appreciate, threshold resummation
at fixed pT starts one order logarithmic after consistent transverse momentum resumma-
tion, since C0 carries an extra power of αs in front of the exponential.

All plots are produced with µ2
R = µ2

F = m2
H and with the PDF4LHC15 NNLO set of

parton distributions PDF4LHC15 nnlo 100 [105–111], for the LHC with
√
s = 13 TeV. We

have accessed to PDFs sets, thanks to the general platform LHAPDF6.1 [112].

In comparing consistent small-pT resummation with original treatment, we see a larger
difference at LL and NLL while the difference is almost zero at NNLL. This is well
understood since threshold N

b components are subleading effects which become smaller
and smaller by increasing logarithmic order.

Moreover, let us highlight the fact that such a small difference at NNLL is typical of
the CSS small-pT resummation enforced with unitarity constraint. If another regulation
of the large-pT limit, as the one proposed in Ref. [113], is used, larger difference even at
NNLL appears in the medium-pT range (50-100 GeV).

Unlike standard pT resummation, consistent small-pT resummation does not require
any regulation procedure to get rid of its medium large-pT behaviour. This is due to
the fact that the b = 0 limit of our resummed expression coincides with the threshold
resummed inclusive cross section and this fix the value of the integral of our distribution.

However, the integral of our consistent distribution is fixed up to O
(

1
N

)
contributions;

the combination of Eq. (2.6.1) with threshold resummation at fixed pT deserves to further
specify some of these subleading contributions. In medium-large-pT range our transverse
momentum distribution contains the correct large-N behaviour at all orders. We will see
that effects of this second type of resummation, due to the matching procedure, starts
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Figure 4.1. Plots at LL (upper-left panel), NLL (upper-right panel) and NNLL (bottom
panel) of the resummed components in the following cases: consistent small-pT resummation
(blue/solid line), CSS transverse momentum resummation of Ref. [30] (black/dotted line),
threshold resummation at fixed pT (orange/dot-dashed line) and combined resummation
(red/dashed line).

to contribute up to 100 GeV, when consistent resummation is already turned off. The
matching function used in Fig. 4.1 is Eq. (2.6.3) with m = 2 and k = 3. We vary m and
k value from 2 to 5 requiring only that k > m: almost no differences appears in the final
combined expression. This assures us that our combination is on solid ground and does
not depend too much on the particular matching procedure we adopt.

As a last comment, we plot in Fig. 4.2 the whole series LL, NLL, NNLL for the
consistent small-pT resummation (left) and for the standard small-pT resummation (right).
Even if NNLL central values are pretty close each other, consistent series converges better
than CSS series. A better convergence of the resummed series brings to a small scale
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Figure 4.2. Whole series behaviour in the CSS case (left) and in the consistent case (right).
Consistent small-pT resummation series shows a better convergence.

variation error for the final NNLL result. However, scale variation analysis is still ongoing
and we will not include seven-point variation plot in this thesis.

We have presented our preliminary phenomenological results about combined resum-
mation for the Higgs boson production process. Phenomenological analysis is up to now
preliminary and incomplete and research activity is still on-going. Future outlooks in-
clude a study of the scale variation error, an analytic comparison with joint resummation
of Ref. [61–63] and an extension to Drell-Yan production process. Moreover, we are going
to match our result with fixed order calculations in order to produce a new resummed
prediction for these processes.

We end our first application about threshold and collinear limit of transverse momen-
tum distribution. Up to now we focus our attention on the pT . mH region where EFT
approximation works very well. We will move in the next section to the high-pT limit of
Higgs spectrum presenting a possible estimate of quark mass effects using high energy
resummation.

4.2 Higgs Quark Mass Effects at High Energy

Up to now, we focus our attention on the Higgs transverse momentum distribution in the
range of pT where pT . mH is at least equal to the hard scale. In this range, Higgs boson
production can be studied with reasonable accuracy by exploiting its pointlike limit, thus
ignoring quark mass effects coming from the quark loop. Indeed, Higgs boson production
is mainly produced at LHC via gluon fusion through the coupling with an heavy quark
(top or bottom). When the mass of the quark can be considered larger than the other
scale, we can shrink the quark loop by considering the gluons coupled directly with the
Higgs through a pointlike interaction. Situation is drawn in Fig. 1.5.

Calculations greatly simplify and fixed order evaluations can be carried on up to even
N3LO [114] at inclusive level an up to NNLO at fully differential level [115–117]. Quark

mass contributions in this framework come up as a overall Wilson coefficient |W (αs)|2,
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which rescales the LO cross section. Up to two loops it turns out to be:

W
(
αs
(
µ2
))

= 1 +W1 αs
(
µ2
)

+W2 α
2
s

(
µ2
)

+O
(
α3
s

)
, (4.2.1a)

W1 =
11

4π
, (4.2.1b)

W2 =
1

π2

[
2777

288
+

19

16
ln
µ2

m2
q

+Nf

(
−67

96
+

1

3
ln
µ2

m2
q

)]
, (4.2.1c)

with mq the mass of the heavy quark.

Such a rescaled EFT cross section works very well at inclusive level [114], where
quark mass effects turn out to be rather small. This is in fact not totally true since
top contribution turns out to be about +7% of the N3LO correction, while top-bottom
contribution comes as a negative contribution of about −5%. The sum over these effects
bring to a tiny overall correction, see Tab. 4.1 [114].

σLOEFT 15.05 pb σNLOEFT 34.66 pb
RLO σ

LO
EFT 16.00 pb RLO σ

NLO
EFT 36.84 pb

σLOex;t 16.00 pb σNLOex;t 36.60 pb
σLOex;t+b 14.94 pb σNLOex;t+b 34.96 pb

σLOex;t+b+c 14.83 pb σNLOex;t+b+c 34.77 pb

Table 4.1. Inclusive cross section in the rEFT framework and with full quark mass effects,
up to NLO.

This situation can be well understood by looking to the transverse momentum dis-
tribution, where the situation is quite different. First of all, this accidental cancellation
does not take place since top contribution starts to be important when pT scale becomes
of the same size of the top mass, while bottom-top interference dominates in the medium
pT region, between the value of the two heavy quark masses. Moreover, as we will see in
a while, high-pT limit behaviour predicted in the EFT framework or in the full Standard
Model (SM from now on) are completely different. This means that when pT becomes
large, real transverse momentum distribution starts to deviate more and more from its
EFT prediction.

Instead at small-pT, the effects of the heavy quark could be considered as pointlike
since the important scale pT is effectively much smaller than the heavy quark mass. Hence
for example, results of Chap. 2, Sec. 2.7 about combined resummation, computed in the
EFT framework can be applied to the full SM case simply by rescaling the LO cross
section σ0 by the Wilson coefficient, Eq. (4.2.1).

This behaviour at small-pT also explains why rescaled EFT prediction works so well
for the inclusive cross section. Indeed, it was shown by Ref. [64, 118–120] using saddle
point analysis, that the Higgs boson production at LHC is dominated by threshold effects.
But in Sec. 2.7, we proved that threshold resummation at inclusive level is completely
controlled by the small-pT region of the transverse spectrum. Therefore since quark mass
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effects are tiny in this region of the transverse momentum distribution, they turn out to
have a small impact on the inclusive cross section, too.

Quark mass effects on the Higgs boson transverse momentum distribution have been
studied extensively in the last years [91–100]. Fixed order evaluation at the first not
trivial order is available since a long time [121] but NLO has not been calculated yet, due
to the complexity of the two loops virtual corrections. Indeed, this computation is a huge
multi-scale process since it involves in addition to pT and mH also all the masses of heavy
quarks, mb and mt.

Since fixed order precision is up to now unsatisfactory in the high-pT limit, several
different approximated approaches have been proposed. Following sections will treat one
of these approaches which exploits high energy resummation to derive all-order consid-
erations about the nature of these corrections. One of the advantage of this technique is
the possibility to study the whole series in a regime where quark mass effects are funda-
mental. The disadvantage is that, since resummation is only at LLx, the overall precision
of the approximation is quite low. Therefore, even if it is possible to approximate the
size of the NLO contribution, more efforts will be necessary to decrease the error of such
a construction. Research activity is on-going and general outlooks will be drawn at the
end of this chapter.

In general, different techniques are used to properly approximate NLO effects of only
top quark and top-bottom interference, which are the only two sizeable contributions.
In the estimate of top mass quark terms at NLO, great accuracy can be achieved by
exploiting Monte-Carlo parton shower merging techniques, as performed in Refs. [93,94].
In this approach, NLO real emissions and one loop virtual-real contributions are evaluated
exactly in the full standard model while the lacking two loops contribution is constructed
as a rescaled EFT term, weighted using parton shower matching. The interested reader
is referred to the original works for a more detailed presentation [93,94].

However, parton shower approach turns out to be inaccurate to describe the medium-
pT region where bottom interference dominates. In this region, instead, a different analysis
can be carried on [97–100]. All virtual and real contributions are approximated in the
limit where the mass of the quark is smaller compared to the hard scale, and computation
is performed in this limit. This brings to the possibility to derive the singular behaviour
in this limit which turns out to be logarithmic in the ratio pT

mq
with mq the mass of

the lighter quark, but suppressed by an overall Yukawa factor
mq

mH
. The NLO singular

approximation of the complete top-bottom interference has been calculated in Ref. [99].

Moreover, this type of logarithmic contribution has been resummed in Refs. [97,100].
This resummation is incredibly interesting since it is one of the first example of soft but
not Sudakov resummation. The origin of this singular component is gluon radiation from
internal loop soft quark lines [100]. The soft nature of this logarithms was anticipated
also in Ref. [122]. In the same Ref. [122], another collinear origin for possible divergent
ln pT

mq
was hypothesised: we will see in the following section that high energy resummation

suggests no exponentiation for this other type of contribution.

In conclusion, great interest has been shown in the last years in the estimate of quark
mass effects on the Higgs boson transverse momentum distribution. Thanks to these
efforts, a general understanding about the size of such contributions has been achieved,
at least at NLO. In the high-pT regime parton shower approach reproduces quite well full
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standard model behaviour, while in the medium-pT regime where interference dominates,
the singular approximation of Refs. [98, 99] catches all the sizeable terms.

We are now going to focus in the following subsections on the high energy approach
of Ref. [95], which constitutes a general analysis at all orders and can be used to verify
approximated conclusion of previous approaches. In particular, we are going to conclude
that power behaviour in the pT → ∞ limit is completely controlled by LO cross section.
Therefore, parton shower approach of Refs. [93,94], based on a rescaling of one loop con-
tributions, catches the leading behaviour in the large-pT region at all the orders. We thus
understand from a theoretical point of view the accuracy found in the phenomenological
applications. In the same way, high energy analysis shows no exponentiation and loga-
rithmic resummation for the ln pT

mq
contributions coming from collinear evolution. This

reinforces the hypothesis that the logarithmic origin found in NLO top-bottom evaluation
of Refs. [97,98] and resummed in Ref. [100] would be the unique logarithmic origin which
requires such an all-order treatment.

Following subsections will be organized as follows. In Sec. 4.2.1, general form for
the pT-impact factor, Eq. (3.2.4) in the case of Higgs boson production with quark mass
effects will be presented. Then, in Sec. 4.2.2, we will focus our attention on its partonic
expansion, checking the accuracy of this construction at LO (and in some sense even at
NLO) both at partonic level and at hadronic level. Finally in Sec. 4.2.3, general results
are drawn and conclusions/outlooks are presented.

4.2.1 Standard Model Higgs pT-Impact Factor

To derive the high energy resummation of the Higgs transverse momentum distribution,
we will follow the steps presented in our general discussion of Sec. 3.2 of Chap. 3. The
object we need to compute is the off-shell transverse momentum distribution CpT

for the
process

g∗ + g∗ → H. (4.2.2)

Using this result into Eq. (3.2.4), we can derive the particular form for the pT-impact
factor. In the case of Higgs boson production in full standard model it turns out to be:

hpT (N,M1,M2, ξp, {yi}) = σ0 ({yi})M1M2R (M1)R (M2)
ξM1+M2−1
p

(1 + ξp)
N

∫ ∞
0

dξ1 ξ
M1−1
1∫ ∞

0

dξ2 ξ
M2−1
2

∫ 1

−1

du√
1− u2

2

π
F (ξ1, ξ2, ξp, {yi}) δ

(
1− ξ1 − ξ2 − 2

√
ξ1ξ2 u

)
, (4.2.3)

where we have introduced

u = cos θ, ξ1 =
ξ

ξp
= −

k2
t,1

p2
T

, ξ2 =
ξ̄

ξp
= −

k2
t,2

p2
T

(4.2.4)

and k2
t,1, k2

t,2 are the off-shellness of the incoming gluons. The complete derivation of
Eq. (4.2.3) is contained in Appendix C, Sec. C.2.2, together with the explicit expressions
for the form factor F and the LO total cross section σ0 (yi). All the mass quark dependence

of Eq. (4.2.3) has been introduced through Yukawa couplings yi =
m2

qi

m2
H

.
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Eq. (4.2.3) has to be compared with analogue expression in the EFT case, Eq. (3.4.10).
By replacing the LO cross section with the complete SM LO inclusive cross section, we
obtain the rEFT prediction for the pT-impact factor:

hpT
(N,M1,M2, ξp, αs) = R (M1)R (M2)σ0 (yi)

ξM1+M2−1
p

(1 + ξp)
N[

Γ (1 +M1) Γ (1 +M2) Γ (2−M1 −M2)

Γ (2−M1) Γ (2−M2) Γ (M1 +M2)

(
1 +

2M1M2

1−M1 −M2

)]
.

(4.2.5)

By using the limit expressions of the form factor F in the small-pT and high quark mass
yi →∞ limits, Eqs. (C.2.47) it is easily to prove that Eq. (4.2.5) is the correct expression
both when the mass of the quark is large compared to the hard scale, both when pT is
much smaller than the quark mass. We thus prove the statement made in Sec. 4.2, about
the region where rEFT approximates well the complete result.

Eq. (4.2.3) can be used to perform LLx high energy resummation for the SM Higgs
transverse momentum distribution. As explained in Sec. 3, to reach the resummed result,
we need to substitute the Mellin momenta Mi with the LLx matched and resummed
anomalous dimension γ, constructed for example in Refs. [70, 84]. However, the impact
of the high energy resummation at LHC is rather mild for the Higgs boson production,
and almost the same accuracy could be obtained more directly by expanding Eq. (4.2.3)
at first orders in αs.

Therefore we decide to study quark mass effects on the Higgs boson transverse mo-
mentum distribution by expanding at first orders in αs Eq. (4.2.3) and Eq. (4.2.5) and by
comparing order by order the two different predictions. To extract from this high energy
comparison phenomenological consequences we need to estimate the goodness of the high
energy approximation. We will do this by comparing HE LLx behaviour with fixed order
results, where available. This will be done in Sec. 4.2.2.

Expanding in power of αs means expanding in power of Mi the pT-impact factor. We
thus obtain [77,95]

hpT
(N,M1,M2, ξp, {yi}) = σ0 ({yi})R (M1)R (M2)

ξM1+M2−1
p

(1 + ξp)
N
×

×

c0 (ξp, {yi}) (M1 +M2) +
∑
j≥k>0

cj,k (ξp, {yi})
(
Mk

1M
j
2 +M j

1M
k
2

) (4.2.6)

for expansion of Eq. (4.2.3), with explicit expressions of c0 and cjk given in Eq. (C.2.48)
and Eq. (C.2.32) of Appendix C, and

hPL
pT

(N,M1,M2, ξp) = σ0 (yi)R (M1)R (M2)
ξM1+M2−1
p

(1 + ξp)
N
×

×

cPL
0 (M1 +M2) +

∑
j≥k>0

cPL
j,k

(
M j

1M
k
2 +Mk

1M
j
2

) . (4.2.7)
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for expansion of Eq. (4.2.5), with the following values for the first cPL
ij coefficients:

cPL
0 = 1, (4.2.8a)

cPL
1,1 = 0, (4.2.8b)

cPL
2,1 = 1. (4.2.8c)

Up to NNLO, only coefficients c0, c1,1 and c2,1 enter in the approximation. Compar-
isons between SM and EFT predictions for these terms are shown in Fig. 4.3.

As expected all the full SM coefficients tend to the corresponding pointlike result as
pT → 0, and they vanish at large pT. This is required in order for the inclusive cross
section to be free of spurious double energy logarithms [77,95].

This is a very important point and we want to discuss it a little more. It was proved
that the inclusive cross section shows a very different behaviour in the high energy regime
in the pointlike case and in the full resolved one. In particular,

σ ∼
x→0

σLO ×


δ (1− x) +

∞∑
k=1

ckα
k
s ln2k−1 1

x
, pointlike (4.2.9)

δ (1− x) +

∞∑
k=1

dkα
k
s lnk−1 1

x
, resolved. (4.2.10)

the effective theory at high energy leads to spurious double logarithmic singularities which
are absent in the full SM case. In Ref. [77], the origin of this fact was found in the different
behaviour of the transverse momentum distribution in the large-pT regime, where quark
mass effects dominate. In formula we have

dσ

dξp
∼
x→0

σLO
ξp
×



∞∑
k=1

αks lnk−1 1

x

k−1∑
n=0

ckn lnn ξp, pointlike (4.2.11)

∞∑
k=1

dk (ξp)α
k
s lnk−1 1

x
, resolved, (4.2.12)

where in the resolved case dk (ξp) coefficients vanish at least as a power of ξ−1
p as ξp →∞

so that the integral is finite.

This fact brings to several important consequences. First, it can be proved at LO that
the EFT LO transverse momentum distribution [123] scales as 1

ξp
at large-pT while the

full SM LO transverse momentum distribution [121] scales as 1
ξ2
p
. The HE LO prediction

c0 (ξp) scales with the same power law of the full SM LO result. Moreover, by inspecting
expansion Eq. (4.2.6), you can easily convince yourself that the leading behaviour at any
order in the ξp →∞ limit is always controlled by the LO coefficient. Hence at HE at any
order, the overall prediction scales at high pT as the full LO cross section. Moreover, the
fact that also in the opposite limit x→ 1, threshold resummation at fixed pT Eq. (2.7.28)
predicts an high-pT power behaviour at all the orders equal to the one of the leading order
result, suggests that high-energy approximation reproduces the correct high-pT behaviour
of the full result to all orders.
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Figure 4.3. The first three coefficients ci,j Eq. (C.2.32) in the expansion of the pT impact
factor Eq. (4.2.6) with finite top and bottom masses, compared to the pointlike result.

All these considerations confirm from the theoretical point of view, the phenomeno-
logical analysis of Refs. [93,94] where LO rescaling was used for higher order corrections.
In the light of high energy analysis, it is reasonable to believe that these approaches
reproduce quite well top contributions which are important in the large-pT regime.
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Furthermore, in Fig. 4.3, we note that pointlike approximation breaks down for
pT ∼ mt. In the high-energy limit, one expects the departure from pointlike to become in-
creasingly marked as the perturbative order is raised, because with an increasingly large
number of hard emissions more energy flows into the loop which is less well approxi-
mated by a pointlike interaction: so higher-order coefficients ci,j deviate more from their
pointlike limit than lower-order ones. On the other hand, the lower order coefficients are
enhanced by higher powers of ln ξp, due to the overall factor ξM1+M2

p , so low-order coeffi-
cients dominate, and the shape of the pT distribution remains similar as the perturbative
order is increased. We will note this fact also at hadronic level in the Sec. 4.2.2.

In Fig. 4.3, overall impact of top and bottom contributions is shown. We want now
to assess the relative impact of the bottom, top and interference contributions. In order
to do this, we write each coefficient as

cj,k (ξp, yt, yb) = Rt (yt, yb) c
t
j,k (ξp, yt)+Rb (yt, yb) c

b
j,k (ξp, yb)+Ri (yt, yb) c

i
j,k (ξp, yt, yb) ,

(4.2.13)
where the normalization ratios

Rt (yt, yb) =
|K(yt)|2

|K(yt) +K(yb)|2
= 1.107 (4.2.14a)

Rb (yt, yb) =
|K(yb)|2

|K(yt) +K(yb)|2
= 0.008 (4.2.14b)

Ri (yt, yb) =
K(yb)

∗K(yt) +K(yb)K(yt)
∗

|K(yt) +K(yb)|2
= −0.115. (4.2.14c)

account for the mismatch in normalization between the Wilson coefficients in the form
factor Eq. (C.2.25) when both the top and bottom contributions are included.

The separate contributions are compared in Fig. 4.4 to each other and to their sums, al-
ready shown in Fig. 4.3, both with and without the normalization coefficients Eq. (4.2.14).
It is clear that while in each case the un-normalized coefficients ct, cb and ci are all of the
same order, after multiplying by the Wilson coefficients Eqs. (4.2.14) the top contribution
is dominant, while the pure bottom contribution becomes entirely negligible. However,
in the region mb . pT . mt and even for somewhat larger pT values, the interference
contribution provides a small but non-negligible correction.

In Ref. [95], this bottom contribution was studied and logarithmic dependence from
pT

mb
appears in the resummed result. However it was proved that no resummation occurs

at LLx for these contributions. This suggests that hard collinear bottom logarithms does
not exponentiate even if a complete prove beyond LLx is up to now not available. We
refer to Refs. [95, 122] the interested reader for a more detailed discussion.

After this general presentation about the pT-impact factor expansion in the Higgs
boson production case, let us move to a parton and hadron level check of the high energy
approximation against complete fixed order results.

4.2.2 Validation of the high-energy approximation

In this section, we want to compare our LLx approximation (in particular LO and NLO
coefficients) against known fixed order results, both at partonic level both at hadronic
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Figure 4.4. Contribution from top (red, solid), bottom (green, dot-dashed) and interference
(purple, dashed) to the coefficients shown in Fig. 4.3, with their sum also shown as blue line:
the three coefficients c0, c1,1 and c2,1 are shown from top to bottom, including (left) or not
including (right) the normalization due to the Wilson coefficient Eqs. (4.2.13), (4.2.14).

level.

At partonic level, we compare leading O (αs) prediction with fixed order evaluation
of Ref. [121]. At leading O (αs), Eq. (4.2.6) reduces to

dσ̂LLx−LO

dξp
= σ0 (yb, yt) c0 (ξp, yt, yb)

2CAαs
π

1

ξp
, (4.2.15)

with σ0 given by Eqs. (C.2.20) and c0, Eq. (C.2.32); note in particular that it does not
depend on x because the LLx cross section is proportional to σ0 α

k
s lnk−1 x, k = 1. The

coefficient c0 can be determined in fully analytic form, see Eq. (C.2.48) in Appendix C.
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Figure 4.5. The partonic leading order transverse momentum distribution in the high-
energy limit (blue, solid) compared to the exact result of Ref. [121] (black, dotted). The
leading order pointlike result [123] is also shown for comparison (red, dot-dashed). Results
are shown for three different values of x Eq. (1.4.10): x = 0.01 (top left), x = 0.1 (top right),
x = 0.5 (bottom left), x = 0.9 (bottom right); in each case, the ratio to the exact result is
also plotted.

In Figure 4.5 we compare the exact [121], high-energy and pointlike [123] LO results
for four different values of x (see Eq. (1.4.10) for a definition of x). Here and henceforth
we only show predictions for large enough pT > 30 GeV: indeed we learned in Chap. 2
that fixed order prediction ceases to be valid under this value and transverse momentum
resummation has to be performed. The relation of the latter to the high-energy approxi-
mation was discussed in Ref. [46]. As expected, the pointlike approximation breaks down
for pT & mt where the finite-mass result drops rather faster; moreover the deficit which is
seen in the pointlike result in the region mb . pT . mt is due to top-bottom interference,
as shown also in Fig. 4.4. The high-energy approximation appears to be very accurate
for x . 0.1; for higher x values it starts deteriorating and for large x ∼ 0.5 it is typically
off by 20%. However, the accuracy of the high-energy approximation does not depend on
pT if pT & mH : this is understood since we have just said in the previous subsection that
the large-pT behaviour of the high-energy approximation is qualitatively the same as that
of the full result.

The pointlike approximation instead departs from the exact result by an increasingly
large amount as pT grows: in fact, as pT → ∞, c0 (ξp, yt, yb) Eq. (4.2.15) drops as 1

p2
T

,

while it is constant in the effective theory, so dσLLx−LO

dξp
∼

pT→∞

1

(p2
T)
a with a = 2 in the
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Figure 4.6. The ratio of the high-energy approximation (in solid blue) and of the effective
theory result (in dotted red) to the full result for the hadron-level transverse momentum
distribution at LO plotted as a function of pT (GeV) at the LHC 13 TeV.

full theory, and a = 1 in the effective theory. In the opposite limit pT → 0 instead, the
high-energy limit becomes pointlike, up to an overall rescaling: it is indeed clear from the
plots that in the region x . 0.1 in which the high-energy approximation holds, as pT → 0
the high-energy and pointlike results coincide.

Now we are going to move to hadronic comparisons. In particular, we validate the
high energy approximation at leading and next-to-leading order. As derived at the parton
level (see Fig. 4.5), the high energy approximation is mostly relevant in the region pT >
mH , where the pointlike approximation fails, while for lower pT values the high-energy
result rapidly approaches its pointlike limit, and eventually, for low enough pT, Sudakov
resummation of transverse momentum logs becomes necessary. In the region of interest
for this study, as demonstrated in Sect. 4.2.1, the contribution of the bottom quark is
entirely negligible. Therefore, in the remainder of this section we will only include the
top contribution.

All plots are produced with µ2
R = µ2

F = Q2 and with the PDF4LHC15 NNLO set of
parton distributions PDF4LHC15 nnlo 100 [105–111], for the LHC with

√
s = 13 TeV.

To perform the comparison, we define the NLO transverse momentum distribution

dσ

dξp
(τ ′, ξp, yt, αs) = αs

dσ(0)

dξp
+ α2

s

dσ(1)

dξp
+O

(
α3
s

)
, (4.2.16)

and the K-factor

K = 1 +
dσ(1)/dξp
dσ(0)/dξp

. (4.2.17)

In Fig. 4.6 we compare the leading order contribution dσ(0)

dξp
computed in the high-energy

approximation to the exact result of Ref. [121], and also with the effective-field theory
result. It is clear that, as expected, the high-energy approximation is most accurate for
pT ∼ mH but only slowly deteriorates for larger pT: in fact, for all 0.5 . pT . 1 TeV
the high-energy approximation is about 60% of the full theory LO result. The effective
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field theory result instead is driven by the fact that at the parton level it has the wrong
large-pT power behaviour, and is off by an increasingly large factor: at pT ∼ 1 TeV it is
in fact too large by about one order of magnitude.
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Figure 4.7. The ratio of the high-energy approximation to the pointlike result for the
hadron-level transverse momentum distribution plotted as a function of pT (GeV) at the
LHC 13 TeV for the LO, on the left and for the NLO contribution, on the right.

Beyond leading order we do not have any exact result to compare to, as only the
effective field theory result is available. We expect a similar pattern to hold, and we
can provide some evidence for this by studying the relation between the high-energy
approximation and the full result, both determined in the pointlike limit.

This comparison is shown in Fig. 4.7 (left) for the LO contribution dσ(0)

dξp
. It is apparent

that the quality of the high-energy approximation in the pointlike limit is quite similar

to that in the full theory discussed above. The NLO contribution dσ(1)

dξp
is also shown in

Fig. 4.7 (right): we compare the high-energy pointlike result of Ref. [77] to the full result
of Ref. [124]. Again, in the medium-high pT region we are interested in the pattern is
quite similar to that seen at LO.

This suggests that the high-energy approximation might remain accurate in a rela-
tively wide kinematic region. In order to test this, we have repeated the comparison of

the high-energy to the full result for the NLO term dσ(1)

dξp
, both in the pointlike limit,

shown in Fig. 4.7, for a wide range of values of pT and the collider energy. Results are
shown in Fig. 4.8 [90]. As expected, the high-energy approximation becomes better as
the center-of-mass energy is increased at fixed pT. On the other hand, if pT is varied
at fixed energy the quality of the approximation remains constant in a wide range of
transverse momenta, and it only starts deteriorating when the transverse momentum is
larger than say ∼ 20% of its upper kinematic limit

√
s/2. This is expected because the

high-energy limit holds when
√
s is much larger than all other scales: for instance, at

large pT there are ln pT contributions which should be resummed to all orders [125], but
are increasingly subleading in the high-energy expansion. However, in this region the
transverse momentum distribution is tiny, so in practice the high-energy approximation
is uniformly accurate throughout the physically relevant region.

Summarizing, we have compared our high energy approximation w.r.t. available fixed
order evaluations, both at partonic level and at hadronic level. Results show that HE
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Figure 4.8. The ratio of the NLO contribution dσ(1)

dξp
in the high-energy approximation

to exact result, both computed in the pointlike limit, for the Higgs transverse momentum
distribution at a proton-proton collider plotted as a function of the transverse momentum
pT (in GeV) and the center-of-mass energy

√
s (in TeV).

LLx prediction turn out to be off of around 40% both at LO and at NLO at LHC 13 TeV,
but with a uniform accuracy throughout the physically relevant region. This accuracy
guarantees that all order considerations made in Sec. 4.2.1 for the high-energy prediction
should work with reasonable precision also for the complete result.

As a last remark of this section we are going to present in the next subsection possible
approximations for the pT spectrum of the Higgs boson with finite top mass beyond
leading order.

4.2.3 Top Mass Effect at NLO on Higgs spectrum

In Fig. 4.9 we propose three different determinations of the K-factor Eq. (4.2.17) in the
high-pT region we are interested in: using the full pointlike NLO result, the high-energy
approximation to it (i.e. pointlike, and high-energy), and the high-energy result, but with
full mass dependence. In each case, both the LO and NLO contributions are computed
using the same approximation. This plot shows that for pT & 200 GeV all these K-factors
have a similar behaviour, and differ by comparable amounts.

This plot suggests two main conclusions. First, in the only case in which we can
compare the high-energy approximation to the full result, namely the pointlike limit, we
see that the high-energy approximation is quite good (red vs. green curve in Fig. 4.9),
with an accuracy of about 20% or better for all pT & 200 GeV, which does not deteriorate
as pT increases. Second, even though (recall Sect. 4.2.2) the shape of the distribution at
high pT differs between the pointlike and massive case (a different power of pT) the K
factors are similar and approximately pT independent, at least in the only case in which
we can compare the pointlike and massive results, namely the high-energy limit (green
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Figure 4.9. The NLO K-factor Eq. (4.2.17) computed using the full result in the pointlike
limit (red, dashed), and the high-energy approximation, either with full mass dependence
(blue, solid) or in the pointlike limit (green, dot-dashed). In each case, the LO cross-section
is computed using the same approximation as the NLO term.

and blue curve).

These two observations, taken together, suggest that the best approximation to the
full NLO result can be obtained by combining the full LO result with a K-factor computed
in the high-energy approximation, namely, by multiplying the LO cross-section by the K
factor (blue curve) of Fig. 4.9, corresponding to the high-energy fully massive result. This
is our preferred approximation, and it is shown in Fig. 4.10, where it is also compared to
the LO exact result and to the NLO pointlike approximation; all results are also shown
as ratios to the LO. It is clear that the pointlike result has the wrong power behaviour at
large pT and thus fails for pT & 200 GeV.

The comparison of K-factors of Fig. 4.9 suggests that if one wishes to use the NLO
pointlike result, rather than the high-energy approximation, a better approximation can
be obtained by using the pointlike NLO to compute the K factor (red curve of Fig. 4.9),
and using this K factor to rescale the full massive leading order. The quality of this
approximation is possibly comparable to that of our favourite approximation based on
the high-energy limit: indeed, as discussed in Sect. 4.2.1 this approximation captures the
leading large pT term proportional to c0. This curve is also shown in Fig. 4.10: it is
seen to be quite close to our favourite approximation in a wide range of pT but it starts
departing from it only at the largest pT where we expect the high-energy approximation
to be more accurate.

If our approximation to the K-factor based on the high-energy limit is used, it is
natural to ask what is the associated uncertainty. Having observed that, at the level of
K-factors, the difference between the pointlike and massive cases is somewhat smaller
than the difference between the high-energy and full results (see Fig. 4.10), we can con-
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Figure 4.10. Various approximations to the NLO Higgs transverse momentum distribution.
The curves shown correspond (from top to bottom) to adding the pointlike approximation
to the NLO contribution to the full LO result (red, dashed), or to multiplying the full LO
result by the K-factors of Fig. (4.9) computed respectively in the high-energy approximation
but with full mass dependence (blue, solid) or in the pointlike approximation (green dot-
dashed). The full LO result is also shown for comparison (black, dotted). In the bottom
plot all curves are shown as ratios to the exact LO result.

servatively estimate the uncertainty on the high-energy approximation to be given by the
percentage discrepancy between high-energy and full results (both pointlike) shown in
Fig. 4.8. Of course, this is just the uncertainty related to the high-energy approximation,
which will then have to be supplemented with all other sources of uncertainty (missing
higher orders, αs, PDFs, etc.).

Giving the overall accuracy of about 20% it is natural that high energy approach can
not compete in precision with parton shower approaches of Refs. [93, 94]. Nevertheless,
central value predictions turn out to be compatible one with each others, and the all
order structure of high energy resummed result permits to fulfil general matching matrix
element procedure with a theoretical background which holds even beyond NLO. For this
reason, a critical comparison between approximations just presented and similar results
of Refs. [93,94,96] is highly desired. This fact was also highlighted in the last LesHouches
Workshop Physics at TeV 2017 as a primary topic in Higgs boson research activity.

Even if the high energy resummation could produce meaningful approximation at
NLO for top contributions, the same is not true for bottom-top interference. Indeed, high
energy resummation does not show the logarithmic non-Sudakov enhancement which
was found in the soft regime in Refs. [97–100]. If on one hand this suggests that no
logarithmic resummation is needed to deal with pure collinear logs ln pT

mq
, on the other

hand this prevent to study medium-pT region with this technique.

In conclusion, high energy resummation provides a reasonable approximation for top
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contribution in the large-pT range, which has to be compared critically with other ap-
proximations presented in literature [93, 94, 96]. To all of them top-bottom interference
and resummation of soft bottom logs of Refs. [98, 100] has to be added to increase the
precision in the region where pT is comparable with the Higgs mass. We acknowledge that
the join of all these considerations can provide an approximation of the NLO coefficient
in the full theory with an overall error of about 10% throughout the whole pT spectrum.

Of course the 20% of accuracy of our final approximation can not satisfy us. Therefore
we are working to decrease the error; future outlooks include the will to produce a unique
resummation which takes into account high-energy and threshold contribution at the
same time, as done for inclusive cross section in Refs. [56, 64, 118]. We believe that a
full resummation in all the coloured regions of Fig. 2.1 of Chap. 2, expanded in power of
αs, can provide high-accurate approximations for the unknown higher order coefficients
of transverse momentum distributions. However, more research activity is necessary and
this thesis has to be considered as a first step in the construction of a general resummation
formula able to resums all the singular behaviours in transverse momentum spectrum.



Conclusions and Outlooks

We have presented a detailed overview about possible resummations of transverse momen-
tum distributions in different kinematic limits. On the theoretical side, we have obtained
several results.

First of all, we have presented a general description about matrix element and phase
space factorization in the collinear and soft limit. We have proved that the phase space
factorization takes place in different ways in the following three conditions

1. pT � 1 (1− x) ∼ 1;

2. pT � 1 (1− x)� 1;

3. pT ∼ 1 (1− x)� 1;

with x defined as in Eq. (1.4.10). In each region, a different resummation theory can then
be constructed; we proved that original Collins-Soper-Sterman transverse momentum re-
summation resums leading contributions only from the first region. Then we derive a new
resummation theory which takes into account at the same time all leading contributions
from the first two regions; as a by-product our final resummation formula, called consis-
tent transverse momentum resummation, owns a finite pT integral which coincides in N
space up to subleading O

(
1
N

)
terms with a threshold resummed inclusive cross section.

Finally as final result we have produced a combined expression which contains also
the leading contributions from the third region. Since a unique expression which studies
all previous limits at the same time is up to now not available, we decide to introduce
a profile matching function which interpolates between consistent transverse momentum
resummation and threshold resummation at fixed pT of the third region.

Then we move to the high energy limit. In these years, we have improved a lot the
state of the art in this field. First we have extended general LL high energy resummation
framework from inclusive cross section to transverse momentum distributions; then we
moved from transverse momentum distributions to any general observable which is inde-
pendent from the number of the emissions in the initial legs. For all these observables,
we have proved that high energy factorization goes as in the inclusive case as long as the
correct LO off-shell quantity is computed.

Several other minor achievements have then been obtained, some of them reported
in this thesis, some excluded for lack of space. We joined high energy resummation of
single differential transverse momentum or rapidity distribution in a unique high energy

157
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resummation for the double differential distribution. Then we studied a proper extension
to coloured final state, producing for the first time an high energy prediction for the one-
jet inclusive cross section. Even if this theoretical extension results to be trivial, several
important ideas turn out to be necessary in order to overcome the technical difficulty of
the actual off-shell computation. Finally, some recent developments we contributed have
not been inserted in this thesis. In particular, we concluded the high energy computation
of DIS structure functions, considering also the case of weak NC and CC contributions,
and we presented a stable numerical implementation of the LLx resummed and matched
DGLAP anomalous dimension γ, currently available in the public code HELL [70].

From the phenomenological point of view, some applications of the new theories we
studied in this three years of Ph.D. are still on-going. We have already used high energy
resummation to size the impact of quark mass effects on the high-pT tail of the Higgs
boson transverse momentum distribution. This analysis permitted us to deduce some
important all-order considerations about the leading behaviour at large-pT of the SM and
EFT distributions respectively; moreover, it permitted us to produce a reasonable NLO
approximation for the full SM K factor. In the context of combined resummation, we
present in this thesis for the first time a practical way to perform the integral inversion
avoiding the problem of the Landau pole. The prescription adopted in this case is par-
ticular interesting since for the first time we are forced to use also Borel prescription to
reach the final result.

Summarizing, we have presented some important recent achievements in the context
of resummations for transverse momentum distributions. Looking to Fig. 2.1, we reach
the point where in all the coloured regions a resummation theory is actual available.

However, there is still a lot of work to do. Our final desire is to produce a unique
formula able to take into account all the information coming from coloured regions of
Fig. 2.1. This means that combined resummation has to be matched with high energy
resummation as already done for example for inclusive cross section in Refs. [56,64,118].
Phenomenological analysis of consistent transverse momentum resummation and com-
bined resummation has to be concluded. The resummed result presented in this thesis
has to be matched with fixed order calculation and a critical comparison between this
result and similar results, like CSS transverse momentum resummation or joint resum-
mation has to be performed.

In the context of high energy resummation, our preliminary analysis about LLx re-
summation of jet observables has to be extended; in particular, it is important to improve
our comprehension about the impact of different jet algorithms in the analysis of our
parton result.

In these three years of Ph.D. we try to answer about the possibility to extend known
resummation tools for inclusive cross section, to transverse momentum distributions. This
procedure delivered many new questions about the relations among these resummation
theories and their actual impact on phenomenological predictions.

This is torment and delight of the research...

We would like this thesis to be the starting point for other physicists to continue this
work, in order to fill the holes and answer the questions that for incompetence or lack of
time we left. This is our conclusion, our will, our desire...
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In this Appendix, we want to focus our attention on the DGLAP equations: after a
detailed presentation of this set of relations, we are going to present a complete perturba-
tive solution up to some logarithmic accuracy in the factorization and hard scales. The
application to transverse momentum resummation and consistent transverse momentum
resummation will be also discussed in detail, highlighting the main differences in the loga-
rithmic counting. We are going to follow in all the Appendix the approach of Ref. [126]; in
this derivation, central role is covered by strong coupling constant αs, since µ2

F evolution
of PDFs is rewritten as a proper evolution of the anomalous dimension through its αs
running coupling. Therefore, before entering in the presentation of the Altarelli-Parisi
equations, we want to remind how running coupling evolution is usually performed in
QCD.

A.1 Running Coupling evolution

Strong running coupling constant has to fulfil the following renormalization group equa-
tion:

µ2
R

d

dµ2
R

αs
(
µ2

R

)
= β

(
αs
(
µ2

R

))
(A.1.1)

where we introduce a beta function β (αs) which admits the following series expansion:

β (αs) = −β0 α
2
s − β1 α

3
s − β2 α

4
s +O

(
α5
s

)
. (A.1.2)

The inclusion of extra terms into the beta function permits the prediction of towers of µ2
R

logarithms with lower and lower power. Using resummation terminology, β0 resums the
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highest logarithm of the renormalization scale at any order, β1 NLL components and so
on.

For our scope, a NNLL solution is enough to reproduce all the results of this thesis,
and therefore we are going to limit ourselves to this logarithmic accuracy. First of all, we
report the explicit expressions of the first three coefficients:

β0 =
11CA − 2Nf

12π
(A.1.3a)

β1 =
17C2

A − (5CA + 3CF)Nf
24π2

(A.1.3b)

β2 =
1

(4π)
3

[2857

54
C3

A +

(
C2

F −
205

18
CFCA −

1415

54
C2

A

)
Nf

+

(
11

9
CF +

77

54
CA

)
N2
f

]
, (A.1.3c)

which we are going to use in our generic solution.

We start by separating variables into Eq. (A.1.1), rewriting it as:

− dαs
β0α2

s + β1α3
s + β2α4

s

=
dµ2

R

µ2
R

. (A.1.4)

Our aim is to predict the NNLL evolution of the running coupling from an initial scale µ2
i

to a final scale µ2
f . We prefer not to specify further the values of these scales in order to

remain as general as possible. Integrating on each side, we obtain the following implicit
equation:

[
1

β0αs
−

2
(
β2

1 − 2β0β2

)
arctan

(
β1+2αsβ2√
4β0β2−β2

1

)
2β2

0

√
4β0β2 − β2

1

+
β1

β2
0

ln (αs)−
β1

2β2
0

ln
(
β0 + αsβ1 + α2

sβ2

) ]αs(µ2
f)

αs(µ2
i )

= ln
µ2
f

µ2
i

. (A.1.5)

Now using a procedure similar to a general resummed solution, we express αs

(
µ2
f

)
as a

NNLL function of αs
(
µ2
i

)
:

αs
(
µ2
f

)
= αs

(
µ2
i

)
f1 (λµi) + αs

(
µ2
i

)2
f2 (λµi) + αs

(
µ2
i

)3
f3 (λµi) +O

(
α4
s

)
(A.1.6)

with λµi = αs
(
µ2
i

)
β0 ln

µ2
f

µ2
i
, and we expand Eq. (A.1.5) in power of αs

(
µ2
i

)
at fixed λµi

to find the explicit form of various fi.

We obtain:

1− f1

β0αsf1
+
β1f

2
1 ln f1 − β0f2

β2
0f

2
1

+

(
β2

1 − β0β2

β3
0

+

(
β0β2 − β2

1

)
f4

1 + β0β1f
2
1 f2 + β2

0f
2
2 − β2

0f1f3

β3
0f

3
1

)
αs = ln

µ2
f

µ2
i

, (A.1.7)
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where we suppress λµi dependence of fi and µ2
i dependence of αs for simplicity.

A comparison performed order by order brings to the following system of equations

1− f1

β0αsf1
= ln

µ2
f

µ2
i

, (A.1.8a)

β1f
2
1 ln f1 − β0f2

β2
0f

2
1

= 0, (A.1.8b)

β2
1 − β0β2

β3
0

+

(
β0β2 − β2

1

)
f4

1 + β0β1f
2
1 f2 + β2

0f
2
2 − β2

0f1f3

β3
0f

3
1

= 0, (A.1.8c)

which permits us to find f1, f2, f3. Denoting

X = 1 + λµi = 1 + αs
(
µ2
i

)
β0 ln

µ2
f

µ2
i

, (A.1.9)

the explicit expressions for the various fi turn out to be:

f1 (X) =
1

X
, (A.1.10a)

f2 (X) = −β1

β0

lnX

X2
, (A.1.10b)

f3 (X) =
1

X3

[
β2

1

β2
0

(
ln2X − lnX − (1−X)

)
+
β2

β0
(1−X)

]
. (A.1.10c)

By substituting Eqs. (A.1.10) into Eq. (A.1.6), we obtain the desired NNLL solution for
the running coupling evolution:

αs
(
µ2
f

)
=
αs
(
µ2
i

)
X

−
α2
s

(
µ2
i

)
β1

β0

lnX

X2

+
α3
s

(
µ2
i

)
X3

[
β2

1

β2
0

(
ln2X − lnX − (1−X)

)
+
β2

β0
(1−X)

]
+O

(
α4
s

(
µ2
i

))
. (A.1.11)

Before proceeding, please note the presence in our general solution of the Landau Pole
at any logarithmic order. At a particular energy scale, the running coupling constant
explodes; this critical scale is usually denote Λ and it is given by:

Λ

Q
= e

1
2αsβ0 . (A.1.12)

Running coupling evolution in the context of resummation leads to the same singularity
in our resummed formula in conjugate space. We refer the reader to Sec. 4.1 of Chap. 4
or to Ref. [101–104] for a more detailed description about Landau pole problem in the
context of resummation in QCD.

With such a result under our belt, we are now ready to move to PDFs evolution and
to a general solution for the Altarelli-Parisi equations.
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A.2 DGLAP Equations

In Sec. 1.2.3 of Chap. 1 we understood that in order to make QCD radiative corrections
finite in the context of the näıve parton model we need to factorize into bare PDFs, the
remaining collinear divergences. This procedure leads to a new factorized version of the
parton distribution functions which is finite and can then be fitted from experimental
data.

However, the scale at which this factorization procedure takes place is totally arbi-
trary, and final PDFs will depends on this choice of factorization scale, µ2

F. Evolution of
PDFs can be derived in the context of perturbative QCD, using renormalization group ar-
guments. This brings to the famous Dokshitzer-Gribov-Lipatov-Altarelli-Parisi equations
(DGLAP) [20–22]:

µ2
F

∂

∂µ2
F

(
qi
(
N,µ2

F

)
g
(
N,µ2

F

)) =

(
γqi,qj

(
N,αs

(
µ2

F

))
γqi,g

(
N,αs

(
µ2

F

))
γg,qj

(
N,αs

(
µ2

F

))
γg,g

(
N,αs

(
µ2

F

)) )(qj (N,µ2
F

)
g
(
N,µ2

F

)) .
(A.2.1)

With respect to Eq. (1.2.32), written in the text, we decide to present here the equations
directly in Mellin space to convert multiplicative convolutions into normal products. The
Mellin transforms of the splitting functions Pij are called Altarelli-Parisi anomalous di-
mensions.

Our objective in this section is to perturbatively solve previous equation to predict
the first towers of logarithms of the factorization scale. We are going to present a general
procedure to compute PDFs evolution following the work of Ref. [126].

A.2.1 Flavour Decomposition

First of all, we need to separate the different quarks components which are linked in
Eq. (A.2.1) by the matrix nature of the Altarelli-Parisi anomalous dimension γij . It turns
out that the (Nf + 1) × (Nf + 1) matrix can in fact be block decomposed, in Nf − 1,
1 × 1 matrices and a single 2 × 2 matrix which couples a particular quark combination,
the singlet one, with the gluon. Usually in literature we refer to them as non-singlet and
singlet sectors.

We start from the non-singlet sector; there are three different types of non-singlet
quark combination

q+
ns,i = (1− i) (qi + q̄i) +

i−1∑
j=1

(qj + q̄j) , (A.2.2a)

q−ns,i = (1− i) (qi − q̄i) +

i−1∑
j=1

(qj − q̄j) , (A.2.2b)

qvns =

Nf∑
j=1

(qj − q̄j) , (A.2.2c)

which evolve with three different one-dimensional anomalous dimension:

γ+
ns = γqiqi + γqiq̄i = γqq + γqq̄, (A.2.3a)
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γ−ns = γqiqi − γqiq̄i = γqq − γqq̄, (A.2.3b)

γvns = γqiqi − γqiq̄i +Nf
(
γqiqj − γqiq̄j

)
= γqq − γqq̄ +Nf

(
γqQ − γqQ̄

)
(A.2.3c)

where in the second equality we introduce the shorter notation qq (qq̄) and qQ (qQ̄) to
indicate the splitting between quark (anti-quark) of same or different flavour.

It is important to note that only γqq starts at order αs; γqq̄, γqQ and γqQ̄ instead are

of O
(
α2
s

)
and a non-vanishing difference between γqQ and γqQ̄ comes for the first time

only at order α3
s.

We now move to the singlet sector; the quark combination which is linked to gluon is
the following

qs =

Nf∑
r=1

(qr + q̄r) (A.2.4)

and the 2× 2 matrix which controls the evolution turns out to be

γs =

(
γqsqs γqsg
γgqs γgg

)
(A.2.5)

with

γqsqs = γqiqi + γqiq̄i +Nf
(
γqiqj + γqiq̄j

)
= γqq + γqq̄ +Nf

(
γqQ + γqQ̄

)
, (A.2.6a)

γqsg = Nfγqig = Nfγq̄ig, (A.2.6b)

γgqs = γgqi = γgq̄i . (A.2.6c)

In general all the anomalous dimensions presented here have been computed up to two
loops. Their expressions can be found in Ref. [127] for the non-singlet sector, and in
Ref. [128] for the singlet sector. Here we limit ourselves to report their LO contribution

γ(0)
qq (N) =

CF

2π

[
3

2
− 1

N + 1
− 1

N + 2
− 2ψ (N + 1)− 2γE

]
, (A.2.7a)

γ(0)
qg (N) =

Nf
2π

[
1

N + 1
− 2

N + 2
+

2

N + 3

]
, (A.2.7b)

γ(0)
gq (N) =

CF

2π

[
2

N
− 2

N + 1
+

1

N + 2

]
, (A.2.7c)

γ(0)
gg (N) =

CA

π

[
1

N
− 2

N + 1
+

1

N + 2
− 1

N + 3
− ψ (N + 1)− γE

]
+ β0, (A.2.7d)

together with the corresponding z-space splitting functions P (0)

P (0)
qq (z) =

CF

2π

1 + z2

(1− z)+

+
3CF

4π
δ (1− z) , (A.2.8a)

P (0)
qg (z) =

Nf
2π

[
z2 + (1− z)2

]
, (A.2.8b)

P (0)
gq (z) =

CF

2π

[
1 + (1− z)2

z

]
, (A.2.8c)
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P (0)
gg (z) =

CA

π

[
z

(1− z)z+
+

1− z
z

+ z (1− z)
]

+ β0δ (1− z) (A.2.8d)

with plus distribution defined as in Eq. (B.3.2) and ψ the PolyGamma function, Eq. (B.4.8).
More properties about plus distributions, and special functions involved in Mellin evalu-
ations are collected in the next Appendix B.

In Eqs. (A.2.7) and Eqs. (A.2.8), we call with the pedix qq any singlet or non-singlet
combination since at LO

γ+,(0)
ns = γ−,(0)

ns = γv,(0)
ns = γ(0)

qsqs = γ(0)
qq . (A.2.9)

As a last comment about flavour decomposition, we want to describe how to relate
observables computed in the usual base qi, g with their counterparts in the block diagonal
base q+

ns, q
−
ns, q

v
rmns, qs, g. For simplicity, we are going to present the decomposition

for a generic inclusive cross section, but same combinations could be used for any other
factorized observable.

The hadronic cross section can be written in the standard base, making explicit the
sum over different partonic channel, as:

σ = σ̂gggg + σ̂gqg

Nf∑
i=1

(qi + q̄i) + σ̂qq̄

Nf∑
i=1

(qiq̄i + q̄iqi) + σ̂qq

Nf∑
i=1

(qiqi + q̄iq̄i)

+ σ̂qQ

Nf∑
i=1

Nf∑
j=1

(1− δij) (qiqj + q̄iq̄j) + σ̂qQ̄

Nf∑
i=1

Nf∑
j=1

(1− δij) (q̄iqj + qiq̄j) . (A.2.10)

Now switching to the block diagonal base we obtain for the same hadronic quantity,

σ = σ̂gggg + σ̂gqgqs + σ̂SSqsqs + σ̂V V q
v
nsq

v
ns

+ σ̂++

Nf∑
i=2

1

i (i− 1)
q+
nsq

+
ns + σ̂−−

Nf∑
i=2

1

i (i− 1)
q−nsq

−
ns (A.2.11)

resulting in the following equalities:

σ̂SS = σ̂qq + σ̂qq̄ + σ̂qQ + σ̂qQ̄, (A.2.12a)

σ̂V V = σ̂qq − σ̂qq̄ + σ̂qQ − σ̂qQ̄, (A.2.12b)

σ̂++ =
Nf − 1

Nf
(σ̂qq + σ̂qq̄)−

1

Nf

(
σ̂qQ + σ̂qQ̄

)
, (A.2.12c)

σ̂−− =
Nf − 1

Nf
(σ̂qq − σ̂qq̄)−

1

Nf

(
σ̂qQ − σ̂qQ̄

)
(A.2.12d)

After this discussion about how to link the non-singlet, singlet base with the standard
quark flavour base, we can focus our attention on the computation of PDFs evolution up
to some logarithmic accuracy in the factorization scale.
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A.3 General Solution

Our scope in this section is to derive the general solution which relates PDFs evaluated at
the final scale µ2

f to PDFs evaluated at the initial scale µ2
i , retaining terms up to NNLL

in the logarithms ln
µ2
f

µ2
i
.

We start again from the non-singlet sector; in this case since the evolution of non-
singlet components is completely decoupled, we write the Altarelli-Parisi equation for q+

ns,
q−ns and qvns as

µ2
F

∂qins

(
N,µ2

F

)
∂µ2

F

= γins

(
N,αs

(
µ2

F

))
qins

(
N,µ2

F

)
, (A.3.1)

with index i = +,−, v.

The solution of the differential equation Eq. (A.3.1) can be easily written as

qins

(
N,µ2

f

)
= gins

(
N,µ2

i

)
exp

[∫ µ2
f

µ2
i

dq2

q2
γins

(
N,αs

(
q2
))]

, (A.3.2)

to obtain a NNLL solution we need γins up to O
(
α3
s

)
and the NNLL solution of the

running coupling evolution Eq. (A.1.11). Performing the integral at the exponent and
retaining only the first three contributions, we obtain

qins

(
N,µ2

f

)
= gins

(
N,µ2

i

)
exp

[
gi,(1)

ns (N,λµi) + αs
(
µ2
i

)
gi,(2)

ns (N,λµi) + αs
(
µ2
i

)2
gi,(3)

ns (N,λµi)
]
, (A.3.3)

where λµi is defined as in Eq. (A.1.6), and

gi,(1)
ns (N,λµi) =

γ
i,(0)
ns (N)

β0
ln (1 + λµi) , (A.3.4a)

gi,(2)
ns (N,λµi) =

γ
i,(0)
ns (N)β1

β2
0

ln (1 + λµi)− λµi
1 + λµi

+
γ
i,(1)
ns (N)

β0

λµi
1 + λµi

, (A.3.4b)

gi,(3)
ns (N,λµi) =

γ
i,(0)
ns (N)β2

1

2β2
0

λ2
µi − ln2 (1 + λµi)

(1 + λµi)
2 +

γ
i,(0)
ns (N)β2

2β2
0

λ2
µi

(1 + λµi)
2

− γ
i,(1)
ns (N)β1

2β2
0

λµi (2 + λµi)− 2 ln (1 + λµi)

(1 + λµi)
2 +

γ
i,(2)
ns (N)

2β0

λµi (2 + λµi)

(1 + λµi)
2 .

(A.3.4c)

The time is ripe to tackle the singlet sector. Of course a simple solution as Eq. (A.3.4)
is not possible since the evolution of the singlet quark combination is coupled with gluon
dynamics. The differential equation, we need to solve, is the following:

µ2
F

∂

∂µ2
F

(
qs
(
N,µ2

F

)
g
(
N,µ2

F

) ) =

(
γqsqs

(
N,αs

(
µ2

F

))
γqsg

(
N,αs

(
µ2

F

))
γgqs

(
N,αs

(
µ2

F

))
γgg
(
N,αs

(
µ2

F

)) )(qs (N,µ2
F

)
g
(
N,µ2

F

) ) .
(A.3.5)
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The main idea of the general approach of Ref. [126] is: we are going to find logarithmic
corrections more and more subleading by solving perturbatively Eq. (A.3.5) around the
LO solution. By LO solution we means the solution of Eq. (A.3.5) found with γs computed
at first not trivial order.

The LO solution is our starting point; we are going to write it in the following way:

pLO
s

(
N,µ2

f

)
= L (N,λµi) pLO

s

(
N,µ2

i

)
(A.3.6)

with pLO
s =

(
qs
g

)
the singlet doublet and L the LO singlet evolution matrix. To evaluate

it, we need to diagonalize γ
(0)
s the LO singlet anomalous dimension matrix and then apply

solution Eq. (A.3.4) to each eigenvector. We call γ
(0)
+ and γ

(0)
− the greater and the smaller

eigenvalue of γ
(0)
s respectively. Their explicit expressions as a function of the entries of

γ
(0)
s turn out to be:

γ
(0)
± (N) =

1

2

[
γ(0)
qsqs (N) + γ(0)

gg (N)±
√(

γ
(0)
qsqs (N)− γ(0)

gg (N)
)2

+ 4γ
(0)
qsg (N) γ

(0)
gqs (N)

]
.

(A.3.7)

Clearly the same combination defines other eigenvalues at any order in αs of γs; hence
it is perfectly meaningful to talk about anomalous dimension γ+ as the series expansion
formed by the largest eigenvalue of γs at any order in αs. For example we have seen in
Chap. 3 that it is the largest eigenvalue γ+ (N,αs) which diverges at any order in the
high enery regime and it is the one which is resummed using BFKL duality (see also
Ref. [70, 84]).

In conclusion, a general NNLL expression for L
(
N,µ2

f , µ
2
i

)
can be written as

L (N,λµi) = e+ (N) exp
[
GLO

+ (N,λµi)
]

+ e− exp
[
GLO
− (N,λµi)

]
(A.3.8)

where we define the projector e± as

e± (N) =
1

γ
(0)
± (N)− γ(0)

∓ (N)

[
γ(0)
s (N)− γ(0)

∓ I
]

(A.3.9)

and the exponential GLO
± as

GLO
± (N,λµi) =

γ
(0)
±
β0

ln (1 + λµi) + αs
(
µ2
i

) γ(0)
± (N)β1

β2
0

ln (1 + λµi)− λµi
1 + λµi

+ αs
(
µ2
i

) [γ(0)
± (N)β2

1

2β2
0

λ2
µi − ln2 (1 + λµi)

(1 + λµi)
2 +

γ
(0)
± (N)β2

2β2
0

λ2
µi

(1 + λµi)
2

]
.

(A.3.10)

Now, to introduce higher order corrections to γs, we search for a particular ”rotation”
U (N,αs), by which the general solution can be written as

ps
(
N,µ2

f

)
= U

(
N,αs

(
µ2
f

))
L (N,λµi) U

(
N,αs

(
µ2
i

))−1
pLO
s

(
N,µ2

i

)
. (A.3.11)



A.3 General Solution 167

For all the details we refer the interested reader to Ref. [126]. Here we limit ourselves
to present a suitable definition of the operator U which permits us to reach the desired
result. Let us highlight that the general solution of Eq. (A.3.11) was used in Sec. 2.4
and Sec. 2.5 of Chap. 2 to express PDFs at the soft scale as a function of PDFs at the
factorization scale.

To end our discussion about a general NNLL solution of DGLAP equations we need
to specify the perturbative expansion of the operator U. It can be proved [126] that U
can be found recursively as

U (N,αs) = 1 +

∞∑
k=1

αksU
(k) (N) , (A.3.12)

with

U(k) = −1

k

[
e−R̃ke− + e+R̃ke+

]
+

e+R̃ke−
1
β0

(
γ

(0)
− − γ

(0)
+

)
− k

+
e−R̃ke+

1
β0

(
γ

(0)
+ − γ(0)

−

)
− k
(A.3.13)

where we suppress N dependence for simplicity and we define

R̃k (N) = Rk (N) +

k−1∑
i=1

Rk−i (N) U(i) (N) (A.3.14)

and

Rk (N) =
1

β0
γ(k)
s (N)−

k∑
i=1

βi
β0

Rk−i (N) . (A.3.15)

For the sake of completeness, we write explicitly the NNLL general solution as a function
of L and of the first two orders of the operator U:

pNNLL
s

(
N,µ2

f

)
=

[
L (N,λµi) + αs

(
µ2
f

)
U(1) (N) L (N,λµi)

− αs
(
µ2
i

)
L (N,λµi) U(1) (N) + α2

s

(
µ2
f

)
U(2) (N) L (N,λµi)

− αs
(
µ2
f

)
αs
(
µ2
i

)
U(1) (N) L (N,λµi) U(1) (N)

+ α2
s

(
µ2
i

)
L (N,λµi)

((
U(1) (N)

)2

−U(2) (N)

)]
pNNLL
s

(
N,µ2

i

)
.

(A.3.16)

We are going to end this section with an important remark about logarithmic accuracy
in the context of transverse momentum resummation and consistent resummation. In
original transverse momentum resummation at NNLL, the evolution of PDFs from scale

b20
b2

to factorization scale µ2
F has to be performed at NLL, hence including only operator U(1).

However, in consistent resummation this logarithmic accuracy is not enough at NNLL
since we are also interested in components lnk−3 χ lnN which are created by NNLL PDFs

evolution from scale Q2

χ to factorization scale µ2
F. Therefore, in this case, the evolution

is performed at NNLL but with U(2) substituted by its leading large-N behaviour. This
simplify the whole derivation, since in the large-N limit operator U is diagonal.
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In this Appendix, we collect some useful definitions and results concerning Fourier and
Mellin transformations. We will also define properties of plus distributions and of some
special functions we have extensively used throughout the whole thesis. Last section will
be devoted to the computation of Mellin transform of Harmonic Polylogarithms which
enter in any fixed order calculations up to NNLO.

B.1 Fourier and Hankel Transform

Multidimensional Fourier transform of a generic function g : Rn → Rn is defined as

g(~b) ≡ F [g(~ξ)] ≡ 1

(2π)
n
2

∫
Rn
g(~ξ)e−i

~b·~ξdnξ, (B.1.1)

169
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where another time we distinguish between the function and its transform by the name
of the argument.

According to Eq. (B.1.1), the inverse Fourier transform is given by

g(~ξ) ≡ F−1[g(~b)] ≡ 1

(2π)
n
2

∫
Rn
g(~b)ei

~b·~ξdnb. (B.1.2)

In collider phenomenology, many times we have to deal with central functions in Rn,
i.e. dependent only from the radius r

g (x1, . . . , xn) ≡ g(r). (B.1.3)

In this case, Fourier transform Eq. (B.1.1) can be simplified as

g (b) = F [g(r)] =
1

(2π)
n
2

∫
Rn
g(r)e−i

~b~ξdnξ,

= b1−
n
2

∫ ∞
0

dr r r
n
2−1f(r)Jn

2−1 (br) (B.1.4)

with J the Bessel function of order n
2 − 1 (see Sec. B.4.2 for complete definition), b the

modulus of ~b and of course r the modulus of ~ξ.

Due to angular symmetry, inverse Fourier transform of g(b) can be obtained with
Eq. (B.1.4) simply by switching b with r.

The case with n = 2 is particular important in literature and in this thesis and it is
usually called as Hankel Transform:

g(b) ≡ H[g(r)] ≡
∫ ∞

0

dr r J0 (b r) g(r), (B.1.5a)

g(r) ≡ H−1[g(b)] ≡
∫ ∞

0

db b J0 (b r) g(b). (B.1.5b)

B.1.1 Additive Convolution

Let us define the additive convolution product ∗:

(f ∗ g) (ξ) =
1

(2π)
n
2

∫
Rn
dny f(~y) g

(
~ξ − ~y

)
, (B.1.6)

Looking at definition Eq. (B.1.6), it is clear that it is commutative

(f ∗ g) = (g ∗ f) . (B.1.7)

Now we are going to prove that under Fourier transformation, additive convolution prod-
uct diagonalizes:

F [(f ∗ g) (ξ)] =
1

(2π)
n
2

∫
Rn
dnξ e−i

~b·~ξ 1

(2π)
n
2

∫
Rn
dny f(~y) g(~ξ − ~y)

=
1

(2π)
n
2

∫ 1

0

dny e−i
~b·~yf(~y)

1

(2π)
n
2

∫
Rn
dnξ′ e−i

~b·~ξ′g(~ξ′) = f(~b)g(~b). (B.1.8)
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B.2 Laplace and Mellin Transform

The Mellin transform is a particular case of Laplace transform. Therefore we decide to
start considering some definitions and results about Laplace transform which remain also
valid in the case of Mellin transform.

Laplace transform of a function g(t) is given by

g(s) ≡
∫ ∞

0

dt e−stg(t) (B.2.1)

where, as usual in this thesis, we distinguish the Laplace transformed function by its
argument.

If the function g(s) is well defined, then it is free of singularities for Re s > c for
some value c depending on g(t). Indeed, in order for the integral Eq. (B.2.1) to converge,
the function g(t) can grow at most as ect as t → ∞ and then the transform is free of
singularities for Re s > c.

The inverse is defined as (c0 > c):

g(t) =
1

2πi

∫ c0+i∞

c0−i∞
ds estg(s). (B.2.2)

The proof is trivial:

1

2πi

∫ c0+i∞

c0−i∞
ds estg(s) =

∫ ∞
0

dt′ g(t′)
1

2πi

∫ c0+i∞

c0−i∞
ds es(t−t

′), (B.2.3)

=

∫ ∞
0

dt′ g(t′)δ (t− t′) , (B.2.4)

=

{
g(t) = t ≥ 0

0 t < 0.
(B.2.5)

If g(t) is real, then g(s) is a real function, i.e. it satisfies

g(s∗) = (g(s))
∗

(B.2.6)

with ∗ indicates complex conjugation. You can immediately verify relation Eq. (B.2.6)
from the definition Eq. (B.2.1).

When a function g(z) is defined in the range 0 < z < 1 (this is quite common in QCD
collider phenomenology) we can decide to take a Laplace transform by using z = e−t.
The resulting transform is generally called Mellin transform,

g(N) ≡M[g(z)] ≡
∫ 1

0

dz zN−1g(z). (B.2.7)

Clearly, the inverse, according to Eq. (B.2.2), is defined as

g(x) ≡M−1[g(N)] ≡ 1

2πi

∫ N0+i∞

N0−i∞
dN z−Ng(N) (B.2.8)
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with N0 chosen greater than the real part of the rightmost singularity (N0 must exist,
because again g(N) has a convergence abscissa).

Here a list of some basic properties of the Mellin transform we extensively use through-
out the thesis:

1. Shift operation
M[zcg(z)] = g(N + c) = Nc g(N) (B.2.9)

2. Dilatation (Hard Scale changing)

M[g(az)Θ(a− x)] =

∫ a

0

dz zN−1g(az) = aN
∫ 1

0

dξ ξN−1g(ξ) = aNg(N), (B.2.10)

with 0 < a < 1.

3. Logarithm treatment

M[lnk (g(z))] =
∂k

∂εk
M[(g(z))

ε
] =

∂k

∂εk
G (N, ε) (B.2.11)

with G usually called generating function of g(z).

4. Useful series representation If N is limited to integers we can simplify Mellin com-
putation by exploiting the following series representations:

M[
g(z)

1− z
] =

∞∑
N ′=N−1

∫ 1

0

dz zN
′−1g(z) =

∞∑
N ′=N−1

g(N ′), (B.2.12a)

M[
g(z)

1 + z
] = (−1)

N
∞∑

N ′=N−1

(−1)
N ′
∫ 1

0

dz zN
′−1g(z) = (−1)

N
∞∑

N ′=N−1

g(N ′),

(B.2.12b)

M[
g(z)

(1± z)α
] =

∞∑
N ′=0

(
α

N ′

)
(±)

N ′
∫ 1

0

dz zN+N ′−1g(z)

=

∞∑
N ′=0

(
α

N ′

)
(±)

N ′
g(N +N ′). (B.2.12c)

Usually, at the end, final result is analytic continued to all the complex plane.

Last remark of this section is about actual numerical computation of inverse Mellin
transform, Eq. (B.2.8). The integration contour can be deformed at will, as long as it does
not cross any singularity (all the singularities must remain at the left of the contour). A
typical deformation, since x < 1, consists in giving a phase to the upper and lower parts
of the integration path in such a way that the real part of N be negative and increasing
as its absolute value goes to infinity.

In particular we find pretty useful following manipulations, if g(N) is a real function
(see Eq. (B.2.6)):

g(z) =
1

2πi

∫ N0+i∞

N0−i∞
dN z−Ng(N),
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=
1

π
Im

[∫ N0+i∞

N0

dN z−Ng(N)

]
,

=
1

π
Im

[
r + I∫ 1

0

du

u
z−N0+(r+I) lnug(N0 − (r + I) lnu)

]
, (B.2.13)

=
1

π
Im

[
r − I∫ 1

0

du

u
z−N0+(r−I) lnug(N0 − (r − I) lnu)

]
, (B.2.14)

where in the last two equalities we perform the following variable change

N = N0 − (r ± I) lnu (B.2.15)

with r > 0 arbitrary slope. All the numerical Mellin evaluations performed in this thesis
have been carried out using the following parametrization for the integrand function.

B.2.1 Multiplicative Convolutions

Let us define the multiplicative convolution product ⊗:

(f ⊗ g) (z) =

∫ 1

z

dy

y
f(y)g

(x
z

)
,

=

∫ 1

0

dy

∫ 1

0

dw f(w) g(y) δ(z − yw). (B.2.16)

Looking at the second line of Eq. (B.2.16), it is clear that it is commutative

(f ⊗ g) = (g ⊗ f) (B.2.17)

and it can be trivially extended to many functions

(g1 ⊗ · · · ⊗ gn) (z) =

∫ 1

0

dw1· · ·
∫ 1

0

dwn g1 (w1) . . . gn (wn) δ (z − w1 . . . wn) . (B.2.18)

Now we are going to prove that under Mellin transformation, multiplicative convolution
product diagonalizes:

M[(f ⊗ g) (z)] =

∫ 1

0

dz zN−1

∫ 1

0

dy

∫ 1

0

dw f(y) g(w) δ(z − yw)

=

∫ 1

0

dy yN−1f(y)

∫ 1

0

dwwN−1g(w) = f(N)g(N). (B.2.19)

B.3 Plus distribution

In this thesis, we define and use two types of plus distributions which arise from the
cancellation of soft divergences.
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First, given a function f divergent in ξ → 0 we define the following plus distribution
as ∫ ξmax

0

dξ [f(ξ)]+ φ(ξ) =

∫ ξmax

0

dξf(ξ) [φ(ξ)−Θ(1− ξ)φ(0)] (B.3.1)

with φ a Schwartz test function and Θ the Heaviside distribution. ξmax is the upper limit
of the ξ variable; in almost all our applications it coincides with ∞.

Another plus distribution we can introduce works for a function g, defined in the range
0 < z < a, and singular in z → a. We write∫ a

0

dz [g(z)]
a
+ φ(z) =

∫ a

0

dz g(z) [φ(z)− φ(a)] . (B.3.2)

The most important case in this second group is when a = 1. We have called in the text
this particular plus distribution as [g (z)]

z
+ = [g (z)]

1
+, due to its importance.

From the two definition it follows that, formally

[f(ξ)]+ = f(ξ)− δ(ξ)
∫ 1

0

dξ′f(ξ′), (B.3.3)

[g(z)]
a
+ = g(z)− δ(a− z)

∫ a

0

dz′g(z′), (B.3.4)

but, since f(ξ) diverges as ξ → 0 and g(z) as z → a, these expressions make sense only
in a regularized form:

[f(ξ)]+ = lim
η→0+

[
Θ (ξ − η) f(ξ)− δ(ξ)

∫ 1

η

dξ f(ξ)

]
, (B.3.5)

[g(z)]
a
+ = lim

η→0+

[
Θ (a− η − z) g(z)− δ(a− z)

∫ a−η

0

dz g(z)

]
, (B.3.6)

where the limit is intended to be performed after the integration over the test function
φ.

Plus distributions, defined in Eq. (B.3.1) and in Eq. (B.3.2) with a = 1, regularize
functions which diverge as ξ → 0 or z → 1 at most as

ξ−α (1− z)−α α < 2 (B.3.7)

in the sense that the integral Eq. (B.3.1) (or Eq. (B.3.2)) over any test function φ is finite.
In particular the usual logarithms

lnk ξ

ξ

lnk (1− z)
1− z

(B.3.8)

are properly regularized.

Some useful identities can be derived directly from the definitions. For plus distribu-
tion Eq. (B.3.1), we have

[h(ξ)f(ξ)]+ = h(ξ) [f(ξ)]+ − δ(ξ)
∫ 1

0

dξ′ g(ξ′) [f(ξ)]+ , (B.3.9a)
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h(ξ) [f(ξ)]+ = h(0) [f(ξ)]+ + [h(ξ)− h(0)] f(ξ) (B.3.9b)

with h(ξ) a regular function in ξ → 0; instead, for plus distribution Eq. (B.3.2), we can
write

[q(z)g(z)]
a
+ = q(z) [g(z)]

a
+ − δ(a− z)

∫ a

0

dy q(y) [g(y)]+ , (B.3.10a)

q(z) [g(z)]
a
+ = q(a) [g(z)]

a
+ + [q(z)− q(a)] g(z). (B.3.10b)

We want also to note that a regular function h or q can be dressed by plus distribution
by adding a proper bound term. In formulas we have

h(ξ) = [h(ξ)]+ + δ(ξ)

∫ 1

0

dξ′ h(ξ′), (B.3.11a)

q(z) = [q(z)]
a
+ + δ(a− z)

∫ a

0

dy q(y). (B.3.11b)

We have used Eq. (B.3.11) in Chap. 1 and in Chap. 2 in Sec. 2.4 and Sec. 2.5 to make
explicit the presence of a soft and collinear divergence.

B.3.1 Mellin and Fourier transform of plus distribution

We want to study the behaviour in b space (using Fourier/Hankel transform) or in N
space (using Mellin transform) of plus distributions defined in the previous section. For
this discussion and in all the following sections we are going to limit Eq. (B.3.2) to the
case a = 1. Therefore we will talk about properties of plus distribution [g(z)]

z
+.

From the definition Eq. (B.1.5) (with ξ = r2), the Fourier (Hankel) transform of plus
distribution Eq. (B.3.1) is given by

H
[
(f(ξ))+

]
=

1

2

∫ ∞
0

dξ
[
J0

(
b
√
ξ
)
− 1
]
f(ξ). (B.3.12)

Analogously, from the definition Eq. (B.2.7), the Mellin transform of plus distribution
Eq. (B.3.2) turns out to be

M
[
(g(z))

z
+

]
=

∫ ∞
0

dz
[
zN−1 − 1

]
g(z). (B.3.13)

We want now to prove that the behaviour in b, N space of a plus distribution is
qualitatively different from that of an ordinary function. To see this, we recall first the
famous Riemann-Lebesgue Lemma

Theorem B.3.1. If f(ξ) is integrable (∈ L1), then

lim
b→∞

F [f(ξ)] = 0 (B.3.14)

and its generalization to Mellin transform
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Theorem B.3.2. If g(z) is integrable (∈ L1), then

lim
N→∞

M [g(z)] = 0. (B.3.15)

Therefore any continuous function of ξ or z must vanish in the large-b or -N limit.

This is not true for distributions. For example, the Fourier transform of δ(ξ) or the
Mellin transform of δ(1− z) is 1, hence a constant for all values of b or N . In particular,
it does not vanish as b or N increases.

For the interesting case of plus distributions, Eq. (B.3.1) and Eq. (B.3.2), we can prove
the following theorems:

Theorem B.3.3. For real b > 1, if f(ξ) is singular in ξ = 0 as ξ−α with α < 2 then∣∣F [(f(ξ))+

]∣∣ diverges as b→∞;

Proof. Proof is almost trivial; first we note∣∣F [(f(ξ))+

]∣∣ =
∣∣H [(f(ξ))+

]∣∣ =

∣∣∣∣∫ ∞
0

dξ,
ξ

2

[
J0

(
b
√
ξ
)
− 1
]
f(ξ)

∣∣∣∣ b→∞→ ∣∣∣∣∫ ∞
0

dξf(ξ)

∣∣∣∣
(B.3.16)

where in the last step we use Riemann-Lebesque Lemma. We reach the conclusion since

lim
b→∞

∣∣F [(f(ξ))+

]∣∣ =

∣∣∣∣∫ ∞
0

dξ f(ξ)

∣∣∣∣ (B.3.17)

which is divergent.

Theorem B.3.4. For real N > 1, if g(z) is singular in z = 1 as (1 − z)−α with α < 2
then

∣∣M [
(g(z))+

]∣∣ diverges as N →∞;

Proof. In this case we first note

∣∣M [
(g(z))+

]∣∣ ≤ ∫ 1

0

dz
∣∣(zN−1 − 1

)∣∣ |g(z)| N>1
= −M

[
(|g(z)|)+

]
(B.3.18)

where the minus sign comes from the fact that zN−1 − 1 < 0 for N > 1. The boundary
function −M

[
(|g(z)|)+

]
is an monotone increasing function for all N > 1. Then we come

to the conclusion using monotone convergence theorem to pass the limit N → ∞ under
the integral:

lim
N→∞

∣∣M [
(g(z))+

]∣∣ =

∣∣∣∣∫ 1

0

dz g(z)

∣∣∣∣ (B.3.19)

which again is divergent.

We thus conclude this section with the following message. The difference between the
Fourier or Mellin transform of a function and that of a plus distribution of a ξ = 0 or
z = 1 singular function is that the first is limited and goes to zero as b or N tends to
infinity, while the second at some point starts increasing and goes to infinity at large b or
N .
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B.4 Special Functions

In this section we collect definitions and properties of some special functions which appear
in this thesis or which are useful in conjugate transform computations. We will mainly
concentrate on those properties which are useful in the context of resummation. This
Appendix is not intended as a complete overview on the subject.

B.4.1 Euler Gamma and related functions

The base function of this group is Euler Gamma function which is defined as

Γ(z) ≡
∫ ∞

0

dt e−ttz−1; (B.4.1)

the integral converges in the half-plane Re z > 0. The Gamma function is a real function,
i.e. it satisfies

Γ (z∗) = (Γ(z)) ∗; (B.4.2)

in particular, Im Γ(z) = 0 for z ∈ R. Integrating by parts, it is easy to show that Γ(z)
satisfy the recursion relation

Γ(z + 1) = zΓ(z). (B.4.3)

Then, because additionally Γ(1) = 1, for z = n ∈ N we have

Γ(n+ 1) = n! (B.4.4)

extending the factorial to complex values. Eq. (B.4.3) in reverse allows to analytically
extend the Gamma function to the whole complex plane, apart from some singular points.
Indeed, the Gamma function has poles for non-positive integer values of its argument;
more precisely, for n ∈ N, Γ(−n) has a simple pole with residue

Res
z=−n

Γ(z) =
(−1)

n

n!
. (B.4.5)

Around one of such poles, the Gamma function satisfies the expansion

Γ(z − n) =
(−1)

n

n!

[
1

z
+ ψ(n+ 1) +O(z)

]
(B.4.6)

where ψ is the PolyGamma function, defined in Eq. (B.4.8).

Another important property satisfied by Gamma function is the so called Euler re-
flection formula

Γ(z)Γ(1− z) =
π

sin (πz)
, (B.4.7)

which is useful to relate the region of convergence of the integral in Eq. (B.4.1), with the
region Re (z) < 0.

Logarithmic derivatives of the Gamma function are usually called PolyGamma func-
tion of order k

ψk(z) ≡ dk+1

dzk+1
ln Γ(z), (B.4.8)
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with the identification of ψ0(z) = ψ(z), the original polygamma function. From the
recursion property of the Euler Gamma, Eq. (B.4.3), we deduce the recursion formula for
the k-order polygamma

ψn(z + 1) ≡ ψn(z) + n! (−1)
n 1

zn+1
. (B.4.9)

Our last comment is about the behaviour of polygamma functions at large |z|. At
large |z| with arg z < π, only ψ(z) is divergent

ψ(z + 1) ≈ ln z +O
(

1

z

)
(B.4.10)

while all the polygammas of higher orders, ψn with n ≥ 1, vanish as 1
zn .

B.4.2 Bessel Function

Bessel functions are the canonical solutions y(x) of Bessel’s differential equation:

x2 d
2y

dx2
+ x

dy

dx
+
(
x2 − α2

)
y = 0 (B.4.11)

for an arbitrary complex number α, which is usually denoted as the order of the Bessel
function.

Because Eq. (B.4.11) is a second-order differential equation, there must be two linearly
independent solutions. They are called Bessel functions of first and second kind.

Real values of the order α define Bessel functions of the first kind Jα (x) and Bessel
functions of the second kind Yα (x). The difference is that Jα (x) always vanishes for
x = 0 and it is a single-valued function, while Yα (x) diverges at the origin and it is a
multi-value function.

Useful integral representations are in particular

Jα (x) =
1

π

∫ π

0

cos (ατ − x sin τ) dτ − sin (αx)

π

∫ ∞
0

e−x sinh(t)−αtdt, (B.4.12)

Yα (x) =
1

π

∫ π

0

sin (x sin (τ)− τα) dτ − 1

π

∫ ∞
0

e−x sinh(t)
(
e−αt cos (απ) + eαt

)
dt,

(B.4.13)

while series representations are given by

Jα (x) =

∞∑
k=0

(−1)
k

k! Γ (k + α+ 1)

(x
2

)2k+α

, (B.4.14)

Yα (x) = csc (πα)

(
cos (απ)

∞∑
k=0

[
(−1)

k

k! Γ (k + α+ 1)

(x
2

)2k+α
]

−
∞∑
k=0

[
(−1)

k

k! Γ (k − α+ 1)

(x
2

)2k−α
])

. (B.4.15)
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We have used both integral and series representation for the function J0 in Chap. 2.

On the contrary, if α is purely imaginary, relative solutions of Eq. (B.4.11) are de-
nominated modified Bessel functions of first or second kind, and denoted by Iα and Kα.
They are expressed as a function of Jα and Yα as:

Iα (x) = i−αJα (ix) , (B.4.16)

Kα (x) =
π

2

I−α (x)− Iα (x)

sin (αx)
. (B.4.17)

We have employed modified Bessel function of second kind K in Chap. 4 to invert our
consistent transverse momentum resummation.

B.4.3 Hypergeometric Function

The Hypergeometric functions are a class of very general special functions, which contains
many other examples of this Section as special cases. The most general definition can be
given in term of the power series, for |z| < 1:

pFq (a1, . . . , ap; b1, . . . , bq; z) =

∞∑
k=0

(a1)k . . . (ap)k
(b1)k . . . (bq)k

zk

k!
, (B.4.18)

where (a)k is the Pochhammer symbol

(a)k =
Γ (a+ k)

Γ(a)
= a(a+ 1) . . . (a+ k − 1). (B.4.19)

Even if when p > q + 1 the series Eq. (B.4.18) has zero radius of convergence, in
some case it is still possible to give sense to these functions by exploiting some analytic
relations. In these cases, power series Eq. (B.4.18) has to be interpreted as asymptotic
expansion.

Many other ordinary or special functions can be written as Hypergeometric functions
of some order. For example

• Exponential Functions

0F0 ( ; ; z) = ez; (B.4.20)

• Logarithmic Functions

(z − 1) 2F1 (1, 1; 2; 1− z) = ln z; (B.4.21)

• PolyLogarithmic Functions

zn+1Fn (1, 1, 1, . . . , 1; 2, 2, . . . , 2; z) = Lin (z) ; (B.4.22)

• Bessel Functions

Jα (z) =
1

Γ (α+ 1)

(z
2

)α
0F1

(
;α+ 1;−z

2

4

)
, (B.4.23)
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Yα (z) = −2αz−αΓ (α)

π
0F1

(
;α+ 1;−z

2

4

)
− 2−αzα cos (απ) Γ (−α)

π
0F1

(
;α+ 1;−z

2

4

)
, (B.4.24)

Iα (z) =
1

Γ (α+ 1)

(z
2

)α
0F1

(
;α+ 1;

z2

4

)
, (B.4.25)

Kα (z) = 2α−1z−αΓ (α) 0F1

(
; 1− α;

z2

4

)
+ 2−α−1zαΓ (−α) 0F1

(
;α+ 1;

z2

4

)
;

(B.4.26)

• Polygamma Functions

(−1)
n+1

n!z−n−1
n+2Fn+1 (1, z, z, . . . , z; z + 1, z + 1, . . . , z + 1; 1) = ψn (z) .

(B.4.27)

One of the most used Hypergeometric Function is the so-called Euler Hypergeometric
Function, which is characterized by p = 2 and q = 1. Its definition is

2F1 (a, b; c; z) =

∞∑
k=0

(a)k (b)k
(c)k

zk

k!
. (B.4.28)

We have already met this particular special function in Chap. 2, since it appears both
in Higgs threshold resummation at fixed pT and in consistent transverse momentum re-
summation. The expansion of this function in powers of a, b, c has been studied in detail
in recent years, see Refs. [66, 67]. General solution was found by using another type of
special functions, the Harmonic Polylogarithms (HPL), which are the subject of the next
subsection.

B.4.4 Polylogarithms and Harmonic Polylogarithms (HPL)

The Harmonic Polylogarithms or HPL are another wide class of special functions which
are formed by subsequent integration of the basis

1

1− x
1

x

1

1 + x
. (B.4.29)

They are extremely useful in analytically solving most of the loop integrals appearing at
higher orders; for this reason NNLO analytic computations present in literature are very
often written as proper combination of Harmonic Polylogarithms of various order.

They have been widely studied in literature [129–133,135,135] and we refer the inter-
ested reader to these papers for a more exhaustive treatment of the subject.

In this subsection we limit ourselves to properly define the Harmonic Polylogarithms
of weight m and to list its main properties.

The harmonic polylogarithms of weight m and argument z are classified by a set of m
indices, grouped into a m-dimensional vector ~ωm and are usually indicated by H(~ωm, z)
or H~ωm(z). Each entry of the vector ~ωm can assume the values 0, 1,−1.
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They are defined by a recursive procedure. For m = 1, one states

H (0; z) =

∫ z

0

dx
1

x
= ln z, (B.4.30)

H (1; z) =

∫ z

0

dx
1

1− x
= − ln (1− z) , (B.4.31)

H (−1; z) =

∫ z

0

dx
1

1 + x
= ln (1 + z) (B.4.32)

and higher weight HPL are defined by integration of Harmonic Polylogarithms of lower
weight. In particular, let us call a the last index added to the vector ~ωm

~ωm = (a, ~ωm−1) ; (B.4.33)

HPL of weight m associated to the vector indexed ~ωm is going to be

H (~ωm; z) =

∫ z

0

dx f (a;x)H (~ωm−1;x) (B.4.34)

with basis function f (a;x) defined as

f (0;x) =
1

x
, (B.4.35a)

f (1;x) =
1

1− x
, (B.4.35b)

f (−1;x) =
1

1 + x
. (B.4.35c)

Harmonic Polylogarithms give back as particular cases both normal Polylogarithms
Lin and Nielsen Polylogarithms Sn,p. In particular, we have:

Lin (z) =

∫ z

0

dx

x
Lin−1(x) = H(~0n−1, 1; z), (B.4.36)

Sn,p (z) =
(−1)

n+p−1

(n− 1)!p!

∫ 1

0

(ln t)
n−1

lnp (1− zt)
t

= H(~0n,~1p; z) (B.4.37)

with Li1 (z) = − ln (1− z), and ~0n, ~1m vectors of 0s or 1s of length n or m respectively.

In many applications in collider physics it is useful to analytically compute the Mellin
transform of lengthy expressions written as a function of HPL of different weights. The
Mellin transform of HPL can be computed in terms of particular objects denoted as
Harmonic Sums. To the Mellin transformation of Harmonic Polylogarithms is devoted
the last section of this Appendix. We use these results in the computation of Mellin
transform of H at two loops in transverse momentum resummation and to expand the
Hypergeometric function in the consistent resummation.

However, before moving to Mellin space, we want to list some important general
properties of HPL which help to deal with the algebra of this class of functions:
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Weight Full Basis Minimal Set
2 9 3
3 27 8
4 81 18
5 243 48
6 729 116
7 2187 312
8 6561 810

Table B.1. Size of the full base and of the minimal set for the first weights

1. Given a only-zero, only-one, only-minus one vector ~0m, ~1m,
(
−~1
)
m

we have

H
(
~0m; z

)
=

1

m!
lnm z, (B.4.38a)

H
(
~1m; z

)
=

(−1)
m

m!
lnm (1− z) , (B.4.38b)

H
((
−~1
)
m

; z
)

=
1

m!
lnm (1 + z) . (B.4.38c)

2. if ~ωm 6= ~0m then
H (~ωm; 0) = 0 (B.4.39)

3. Derivative: if ~ωm = (a, ~ωm−1)

d

dz
H (~ωm; z) = f (a; z)H (~ωm−1; z) (B.4.40)

4. Reflection Rule: if m1 6= 0 then

H (ωm, . . . , ω1;−z) = (−1)
m
H (−ωm, . . . ,−ω1; z) (B.4.41)

5. Reduction Rules: the following two identities permits to express higher order HPL
as combination of lower order HPL; they are found by exploiting integration by
parts or fraction reduction on definition Eq. (B.4.34). In formulas we have:

H (ω1, . . . , ωm; z) = H (ω1; z)H (ω2, . . . , ωm; z)−H (ω2, ω1; z)H (ω3, . . . , ωn; z)

+H (ω3, ω2, ω1; z)H (ω4, . . . , ωm; z)− · · · − (−1)
m
H (ωm, . . . , ω1; z) ,

(B.4.42)

H (a; z)H (ωm, . . . , ω1; z) = H (a, ωm, . . . , ω1; z) +H (ωm, a, ωm−1, . . . , ω1; z)

+H (ωm, ωm−1, a, . . . , ω1; z) + · · ·+H (ωm, . . . , ω1, a;x) . (B.4.43)

Using reduction relations, Eq. (B.4.42), (B.4.43) we can lower the number of inde-
pendent HPL and construct at any weight m a set of minimal HPL which permits to
reconstruct the whole group. In Table B.1, we report for the first weights the total
number of possible Harmonic Polylogarithms and the dimension of the minimal set.
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B.5 Mellin Transform of Harmonic Polylogarithms (HPL)

In many applications, we wonder to compute analytically the Mellin transform of our
expressions. This is particularly true in the context of resummation in conjugate space,
where the analytic requirement is often necessary to reach the desired factorized expres-
sion. However, switching from inclusive cross section to differential observables, explicit
expressions of our anomalous dimensions and hard functions tend to become complicated,
thus involving even Harmonic Polylogarithms of higher weights. In the applications of
this thesis, we face the problem to compute analytically Mellin transform of HPLs of
weight four and lower.

Therefore in this section, we want to highlight the procedure we use to evaluate these
Mellin transforms. Final results are going to be proper combination of a particular set
of special functions called Harmonic Sums. To the numerical computation of Harmonic
Sums for complex argument will be devoted next subsection.

We are ready to present the general procedure, we use in the computation of Mellin
Transforms of all the Harmonic Polylogarithms [136]. It is constitute by several steps:

1. First of all, we consider N as a integer value n, and we compute the solution
according to this hyphothesis.

2. Looking at the integrand, if there is a power of 1
1−x or 1

1+x , replace it by a sum
according to Eqs. (B.2.12).

3. Powers of ln (1− x), if any, have to be treated separately according to∫ 1

0

dxxm lnp (1− x)F (x) =

∫ 1

0

dxxm lnp (1− x) (F (x)− F (1))

+ F (1)

∫ 1

0

dxxm lnp (1− x) (B.5.1)

where we call F (x) the rest of the integrand and it has a finite value at x = 1. The
second term can now be directly integrated.

4. Do a partial integration on the powers of x. Thanks to the second step, the values
at x = 0 and x = 1 never present any problems.

5. If there is only a power of x left one can integrate and the integration phase is
finished. Otherwise one should repeat previous steps until all functions have been
broken down.

6. At the end of the integration we end up with terms which may contain nested sums,
either to a finite upper limit or to infinity. These sums can all be expressed as
combination of proper Harmonic Sums (SH).

7. Analytic continuation of the final result from integers to a generic complex value
has to be performed as explained at the end of this appendix in Sec. B.5.2.5.
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B.5.1 Harmonic Sums (SH)

Harmonic Sums (SH) of different weights m are defined on natural number n ∈ N recur-
sively as follows. In the following we define the weight of an Harmonic Sums the number
of nested sums is forming to; instead, we call the order of an Harmonic Sums the sum of
the values of its indexes. For weight m = 1 we introduce

SH

ω (n) =

n∑
i=1

1

iω
, (B.5.2a)

SH

−ω (n) =
n∑
i=1

(−1)
i

iω
, (B.5.2b)

and then for higher weights the following relation holds

SH

ω,j1,...,jm−1
(n) =

n∑
i=1

1

im
SH

j1,...,jm−1
(i) , (B.5.3a)

SH

−ω,j1,...,jm−1
(n) =

n∑
i=1

(−1)
i

im
SH

j1,...,jm−1
(i) . (B.5.3b)

The Harmonic Sums of weight 1 can all be expressed as a proper combination of other
known special functions, according to

SH

1 (N) = Ψ (N) = ψ0 (N + 1) + γE, (B.5.4a)

SH

k (N) =
(−1)

k−1

(k − 1)!
ψk−1 (N + 1) + ζk, k > 1, (B.5.4b)

SH

−1 (N) = (−1)Nβ (N + 1)− ln 2, (B.5.4c)

SH

−k (N) =
(−1)

−k−1

(−k − 1)!
(−1)

N
β(−k−1) (N + 1)−

(
1−

(
1

2

)−k−1
)
ζ−k, k > 1; (B.5.4d)

On the contrary, no relations are in general present for Harmonic sums of higher weight.

Using Harmonic Sums all the Harmonic Polylogarithms can be analytically Mellin
transformed. Up to now this is a standard procedure and many tools exist to perform
it automatically. We want only to mention the Mathematica package MT [137] and the
FORM procedure SUMMER [136] which we use during this thesis work to perform Mellin
transformations.

Of course, at the end, the result is a function of these special sums and in order
to evaluated them, we need a procedure to perform the analytic continuation of defini-
tion (B.5.3) from natural numbers to all the complex plane. This is not a totally trivial
task. In Refs. [138, 139], a general procedure to perform the analytic continuation of
Harmonic Sums up to fourth order was presented and expressions for all the SH

j1,j2,j3,j4
with j1 + j2 + j3 + j4 = 4 are written explicitly. Unfortunately, in both the references
some typos are present, and moreover the important caveat of Sec. B.5.2.5 is completely
absent and some equalities, which seems to be valid for all the complex plane, are in fact
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true only for integers1.

For this reason we find useful to write again explicitly in the next subsection the
expressions of the analytic continuation of the Harmonic Sums up to fourth order, which
are the special functions we use in all our applications. Furthermore, we want to specify
better the way in which such expressions have to be used in Mellin integral computations.
To derive these formulas, we apply a similar technique of the one presented in Refs. [138,
139].

B.5.2 Analytic continuation of Harmonic Sums up to fourth order

The main idea to perform the analytic continuation of various SH is to construct a set
of functions, whose Mellin transform is in relation one to one with the minimal set of
Harmonic Sums at some fixed order. All the other SH are then computed by exploiting
the properties listed for example in Ref. [136].

Mellin transform of the selected set of functions is then evaluated using proper polyno-
mial interpolations. We decide to define three sets of coefficients, approximating different
classes of functions. Set a(l) is defined according to

lnl (1 + x) ≈
8+l∑
k=0

a
(l)
k x

k+1; (B.5.5)

its values up to l = 3 are explicitly (starting from k = 0):

a(1) =
{

0.999999974532238, −0.499995525889840, 0.333203435557262,

− 0.248529457782640, 0.191451164719161, −0.137466222728331,

0.0792107412244877, −0.0301109656912626, 0.00538406208663153,

0.0000001349586745
}
, (B.5.6a)

a(2) =
{

0, 0.999999980543793, −0.999995797779624,

0.916516447393493, −0.831229921350708, 0.745873737923571,

− 0.634523908078600, 0.467104011423750, −0.261348046799178,

0.0936814286867420, −0.0156249375012462
}

(B.5.6b)

a(3) =
{

0, 0, 0.999999989322696, −1.49999722020708,

1.74988008499745, −1.87296689068405, 1.91539974617231,

1In particular, in Ref. [139] we do not agree with Eqs. (62), (72), (124), (134) where typos are present;
furthermore in all the equations where coefficients c(k) are used, their values have been modified to

contain also polynomial P
(k)
1 . Instead in Ref. [138], for example, Eq. (43) shows two different way to

compute the same analytic continuation of the Harmonic Sums SH
−1,−1. However, this equality does not

hold for values of N which are non-integers. This can be proved simply by performing numerically the

Mellin transform of the function
(

ln(1+x)
x−1

)
+
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− 1.85963744001295, 1.62987195424434, −1.17982353224299,

0.628710122994999, −0.211307487211713, 0.0328953352932140
}
. (B.5.6c)

Set b(l) approximates following functions:

lnl (1 + x)− lnl 2

x− 1
≈

L(l)∑
k=0

b
(l)
k x

k (B.5.7)

with L(1) = 8, L(2) = 9, L(3) = 15. b
(l)
k values are:

b(l) =
{

0.693147166991375, −0.306850436868254, 0.193078041088284,

− 0.139403892894644, 0.105269615988049, −0.0746801353858524,

0.0427339135378207, −0.0161809049989783, 0.00288664611077007
}
, (B.5.8a)

b(2) =
{

0.480453024731510, 0.480450679641120, −0.519463586324817,

0.479285947990175, −0.427765744446172, 0.360855321373065,

− 0.263827078164263, 0.146927719341510, −0.0525105367350968,

0.00874144396622167
}
, (B.5.8b)

b(3) =
{

0.33302465198526926, 0.33302465294458333, 0.33302458698245874,

− 0.6669733788751905, 0.8329914797601391, −0.9166248356766676,

0.9555225313767898, −0.9626278376733954, 0.9315917979228248,

− 0.8411435378489305, 0.6749616810627938, −0.4530769450120006,

0.23754927911496704, −0.08942075739064419, 0.021221995497457305,

− 0.00236584329575064
}
. (B.5.8c)

Then we are going to use a third set c(l) with l = 1, 2, 3, 4 to approximate some special
functions entering in our computation. In particular we define:

Li2(x) ≈ P (1)
0 (x) + P

(1)
1 (x) ln (1− x) , (B.5.9)

Li3(x) ≈ P (2)
0 (x) + P

(2)
1 (x) ln (1− x) , (B.5.10)

S1,2(x) ≈ P (3)
0 (x) + P

(3)
1 (x) ln (1− x) + P

(3)
2 (x) ln2 (1− x) , (B.5.11)

Li22(x) ≈ P (4)
0 (x) + P

(4)
1 (x) ln (1− x) + P

(4)
2 (x) ln2 (1− x) , (B.5.12)

with

P
(1)
0 (x) =

11∑
k=0

c
(1)
k xk, (B.5.13a)
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P
(1)
1 (x) =

11

6
− 3x+

3

2
x2 − 1

3
x3 =

3∑
k=0

P
(1)
1,kx

k; (B.5.13b)

P
(2)
0 (x) =

12∑
k=0

c
(2)
k xk, (B.5.14a)

P
(2)
1 (x) = −1 +

5

2
x− 2x2 +

1

2
x3 =

3∑
k=0

P
(2)
1,kx

k; (B.5.14b)

P
(3)
0 (x) =

9∑
k=0

c
(3)
k xk, (B.5.15a)

P
(3)
1 (x) =

205

144
− 25

12
x+

23

24
x2 − 13

36
x3 +

1

16
x4 =

4∑
k=0

P
(3)
1,kx

k, (B.5.15b)

P
(3)
2 (x) = −25

24
+ 2x− 3

2
x2 +

2

3
x3 − 1

8
x4 =

4∑
k=0

P
(4)
2,kx

k; (B.5.15c)

P
(4)
0 (x) =

12∑
k=0

c
(4)
k xk, (B.5.16a)

P
(4)
1 (x) = −

(
167

36
− 25

6
ζ2

)
+

(
235

18
− 8ζ2

)
x−

(
40

3
− 6ζ2

)
x2

+

(
109

18
− 8

3
ζ2

)
x3 −

(
41

36
− 1

2
ζ2

)
x4 =

4∑
k=0

P
(4)
1,kx

k, (B.5.16b)

P
(4)
2 (x) =

35

12
− 26

3
x+

19

2
x2 − 14

3
x3 +

11

12
x4 =

4∑
k=0

P
(4)
2,kx

k; (B.5.16c)

and

c(1) =
{

2.2012182965269744E − 8, 2.833327652357064, −1.8330909624101532,

0.7181879191200942, −0.0280403220046588, −0.181869786537805,

0.532318519269331, −1.07281686995035, 1.38194913357518,

− 1.11100841298484, 0.506649587198046, −0.100672390783659
}
, (B.5.17a)

c(2) =
{

0, −6.050453690953361E − 6, 2.12530461606213,

− 1.0523034829446278, 0.160180000661971, −0.351982379713689,

1.41033369447519, −3.53344124579927, 5.93934899678262,
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− 6.60019998525006, 4.66330491799074, −1.89825521858848,

0.339773000152805
}
, (B.5.17b)

c(3) =
{

0, 1.423616247405256, −0.08001203559240111,

− 0.39875367195395994, 0.339241791547134, −0.0522116678353452,

− 0.0648354706049337, 0.0644165053822532, −0.0394927322542075,

0.0100879370657869
}
, (B.5.17c)

c(4) =
{
− 1.84461401708802E − 8, 2.2150086978693073, −0.9133677154535804,

3.4783104357500143, −2.823955592989266, 0.992890266001707,

− 1.30026190226546, 3.41870577921103, −5.76763902370864,

6.45554138192407, −4.59405622046138, 1.88510809558304,

− 0.340476080290674
}
. (B.5.17d)

We need a last set of coefficient d(l), l = 1, 2 to approximate a particular combination of
Nielsen Polylogarithms which turn out to be very useful with Harmonic Sums of fourth
order. We define the combination

I1 (x) =
1

2
S1,2

(
x2
)
− S1,2 (x)− S1,2 (−x) (B.5.18)

and we approximate I1 (x) as

I1 (x) ≈ P I0 (x) + P I2 (x) ln (1− x) (B.5.19)

with

P I0 (x) =

9∑
k=0

d
(1)
k xk, (B.5.20a)

P I2 (x) =

9∑
k=0

d
(2)
k xk, (B.5.20b)

and

d(1) =
{

0, −0.822467033400776, 0.0887664705657325, −0.0241549406045162,

0.00965074750946139, −0.00470587487919749, 0.00246014308378549,

− 0.00116431121874067, 0.000395705193848026, −0.0000664699010014505
}
,

(B.5.21a)

d(2) =
{
− 0.822467033400776, 0.999999974532241, −0.249997762945014,
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0.111067811851394, −0.0621323644338330, 0.0382902328987004,

− 0.0229110370338977, 0.0113158200819689, −0.00376387065979726,

0.000598229109013054
}
. (B.5.21b)

Let us remind you that all the vectors presented before start with k = 0 as first number.

Using previous approximations, we are now able to compute the Mellin transform of
the following set of 39 functions. Then we are going to express the analytic continuation
of all the Harmonic Sums up to fourth order as a combination of these transforms.

We explicitly write:

g1 (N) = M

[
ln (1 + x)

1 + x

]
=

1

2

(
ln2 2− (N − 1)

10∑
k=1

a
(2)
k

N + k

)
, (B.5.22)

g2 (N) = M

[
ln2 (1 + x)

1 + x

]
=

1

3

(
ln3 2− (N − 1)

12∑
k=2

a
(3)
k

N + k

)
, (B.5.23)

g3 (N) = M

[
Li2 (x)

1 + x

]
= ζ2 ln 2−

9∑
k=0

a
(1)
k

(
N − 1

N + k
ζ2 +

k + 1

(N + k)
2 Ψ (N + k)

)
, (B.5.24)

g4 (N) = M

[
Li2 (−x)

1 + x

]
= −1

2
ζ2 ln 2 +

9∑
k=0

a
(1)
k

(
N − 1

N + k

ζ2
2

+
k + 1

(N + k)
2 (ln 2− β (N + k + 1))

)
,

(B.5.25)

g5 (N) = M

[
Li2 (x) lnx

1 + x

]
= −

9∑
k=0

a
(1)
k

(
k + 1

(N + k)
2

(
ζ2 + ψ1 (N + k + 1)− 2

Ψ (N + k)

N + k

))
, (B.5.26)

g6 (N) = M

[
Li3 (x)

1 + x

]
= ζ3 ln 2−

9∑
k=0

a
(1)
k

(
N − 1

N + k
ζ3 +

k + 1

(N + k)
2

(
ζ2 −

Ψ (N + k)

N + k

))
, (B.5.27)

g7 (N) = M

[
Li3 (−x)

1 + x

]
= −3

4
ζ3 ln 2

+

9∑
k=0

a
(1)
k

(
N − 1

N + k

3

4
ζ3 +

k + 1

(N + k)
2

1

2
ζ2 −

k + 1

(N + k)
3 (ln 2− β (N + k + 1))

)
,

(B.5.28)

g8 (N) = M

[
S1,2 (x)

1 + x

]
= ζ3 ln 2
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−
9∑
k=0

a
(1)
k

(
N − 1

N + k
ζ3 +

k + 1

(N + k)
2

1

2

(
Ψ2 (N + k) + ζ2 − ψ1 (N + k + 1)

))
,

(B.5.29)

g9 (N) = M

[
S1,2 (−x)

1 + x

]
=

1

8
ζ3 ln 2

−
9∑
k=0

a(1)
k

N − 1

N + k

ζ3
8
− 1

2

10∑
j=1

a
(2)
j

N + k + j + 1

− 1

2

12∑
i=2

a
(3)
i

N + i
, (B.5.30)

g10 (N) = M

[
I1 (x)

1 + x

]
= −5

8
ζ3 ln 2 +

10∑
k=1

[
a

(2)
k

Ψ (N + k)

N + k

]

+

9∑
k=0

a(1)
k

N − 1

N + k

5

8
ζ3 −

9∑
j=0

a
(1)
j

Ψ (N + k + j + 1)

N + k + j + 1

 , (B.5.31)

g11 (N) = M

[
Li2 (x) ln (1− x)

1 + x

]

=

11∑
k=0

c(1)
k

1

2

(
ln2 2− ζ2

)
−

9∑
j=0

a
(1)
j

(
j + 1

N + k + j
Ψ (N + k + j)−Ψ (j + 1)

)
+

3∑
k=0

P
(1)
2,k

(
7

4
ζ3 − ζ2 ln 2 +

1

3
ln2 2 +

9∑
j=0

a
(1)
j

(
j + 1

N + k + j

(
Ψ2 (N + k + j) + ζ2 − ψ1 (N + k + j + 1)

)
−Ψ2 (j + 1)− ζ2 + ψ1 (j + 2)

))
,

(B.5.32)

g12 (N) = M

[
Li2 (−x) ln (1− x)

1 + x

]
=

9∑
k=0

a
(1)
k

k + 1

(
1

2

ln2 2−
10∑
j=1

[
a

(2)
j

N + k

N + k + j + 1

]
−
(
β(1) (N + k) + β (N + k) (Ψ (N + k)− ln 2)

))
, (B.5.33)

g13 (N) = M

[
Li2 (−x) ln (1 + x)

1 + x

]
= −1

4
ζ2 ln2 2

+
1

2

(
11∑
k=2

[
a

(3)
k

N + k

]
+

10∑
k=1

[
a

(2)
k

N − 1

N + k

(
1

2
ζ2 −

ln 2− β (N + k + 1)

N + k

)])
,

(B.5.34)

g14 (N) = M

[
− ln (1 + x)

2 − ln2 2

1− x

]
=

9∑
k=0

b
(2)
k

N + k
, (B.5.35)

g15 (N) = M

[
−Li2 (x) (ln (1 + x)− ln 2)

1− x

]
=

8∑
k=0

b
(1)
k

N + k

(
ζ2 −

Ψ (N + k)

N + k

)
, (B.5.36)
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g16 (N) = M

[
−Li2 (−x) (ln (1 + x)− ln 2)

1− x

]
=

8∑
k=0

b
(1)
k

N + k

(
−1

2
ζ2 +

ln 2− β (N + k + 1)

N + k

)
, (B.5.37)

g17 (N) = M

[
− lnx ln (1 + x)

2

1− x

]
= ln2 2ψ1 (N)−

9∑
k=0

b
(2)
k

(N + k)
2 , (B.5.38)

g18 (N) = M

[
−Li2 (x)− ζ2

1− x

]
=

1

N − 1

(
Ψ2 (N − 1) + ζ2 − ψ1 (N)

)
− ζ2Ψ (N − 1)

+

11∑
k=0

[
c
(1)
k

N − 1

N + k − 1
Ψ (N + k − 1)

]

−
3∑
k=0

P
(1)
2,k

N − 1

N + k − 1

(
Ψ2 (N + k − 1) + ζ2 − ψ1 (N + k)

)
, (B.5.39)

g19 (N) = M

[
−

Li2 (−x) + ζ2
2

1− x

]
=

1

2
ζ2Ψ (N − 1)−

8∑
k=0

a
(1)
k

k + 1
Ψ (N + k) , (B.5.40)

g20 (N) = M

[
−Li3 (x)− ζ3

1− x

]
=

1

2
ζ2
2 − ζ3Ψ (N − 1)

+

12∑
k=0

[
c
(2)
k

N − 1

N + k − 1
Ψ (N + k − 1)

]
− 1

2

12∑
k=0

[
c
(4)
k

N − 1

N + k − 1

]

−
3∑
k=0

[
P

(2)
2,k

N − 1

N + k − 1

(
Ψ2 (N + k − 1) + ζ2 − ψ1 (N + k)

)]

+
N − 1

2

4∑
k=0

[
P

(4)
2,k

Ψ (N + k − 1)

N + k − 1
− P (4)

3,k

Ψ2 (N + k − 1) + ζ2 − ψ1 (N + k)

N + k − 1

]
,

(B.5.41)

g21 (N) = M

[
−S1,2 (x)− ζ3

1− x

]
= −ζ3Ψ (N − 1)

+
1

2 (N − 1)

(
Ψ3 (N − 1) + 3Ψ (N − 1) (ζ2 − ψ1 (N)) + 2ζ3 + ψ2 (N)

)
+

9∑
k=0

[
c
(3)
k

N − 1

N + k − 1
Ψ (N + k − 1)

]
+

4∑
k=0

N − 1

N + k − 1(
P

(3)
3,k

(
Ψ3 (N + k − 1) + 3Ψ (N + k − 1) (ζ2 − ψ1 (N + k))

+ 2ζ3 + ψ2 (N + k)
)
− P (3)

2,k

(
Ψ2 (N + k − 1) + ζ2 − ψ1 (N + k)

))
,

(B.5.42)
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g22 (N) = M

[
−Li2 (x) lnx

1− x

]
=

11∑
k=1

[
c
(1)
k ψ1 (N + k)

]
−

3∑
k=0

P
(1)
2,k

(
Ψ (N + k − 1)ψ1 (N + k)− 1

2
ψ2 (N + k)

)
, (B.5.43)

g23 (N) = M

[
−

Li3 (−x) + 3
4ζ3

1− x

]
= −1

2
ζ2
2 + ζ3 ln 2 +

3

4
ζ3Ψ (N − 1)− g6 (N)

−
8∑
k=0

a
(1)
k

N − 1

N + k

(
ζ3 −

ζ2
N + k

− ζ2
k + 1

+ Ψ (N + k)

(
1

(N + k)
2 +

1

(k + 1)
2 +

1

k (N + k)

))
, (B.5.44)

g24 (N) = M

[
−
I1 (x) + 5

8ζ3

1− x

]
= −2ζ3 ln 2 + 2g8 (N) +

5

8
ζ3Ψ (N − 1)

+

8∑
k=0

[
a

(1)
k

N − 1

N + k

(
2ζ3 −

Ψ2 (N + k) + ζ2 − ψ1 (N + k + 1)

N + k

)]

+

8∑
k=0

[
d

(1)
k

N − 1

N + k
Ψ (N + k)

]

−
9∑
k=0

[
d

(2)
k

N − 1

N + k − 1

(
Ψ2 (N + k − 1) + ζ2 − ψ1 (N + k)

)]
, (B.5.45)

g25 (N) =
5

16
ζ3 ln 2 +

1

2
g10 (N)− 1

8
ζ3Ψ (N − 1)

+
1

2

10∑
k=1

[
a

(2)
k

k + 1

N − 1

N + k
Ψ (N + k)

]

+
1

2

8∑
k=0

a(1)
k

N − 1

N + k

−5

8
ζ3 +

8∑
j=0

a
(1)
j

Ψ (N + k + j + 1)

N + k + j + 1

 , (B.5.46)

g26 (N) = M

[
ln2 (1− x)

1 + x

]
=

7

4
ζ3 − ζ2 ln 2 +

1

3
ln3 2 +

9∑
k=0

a
(1)
k(

k + 1

N + k

(
Ψ2 (N + k) + ζ2 − ψ1 (N + k + 1)

)
− (Ψ (k + 1) + ζ2 − ψ1 (k + 2))

)
, (B.5.47)

g27 (N) = M

[
ln (1− x)

1 + x

]
=

1

2

(
ln2 2− ζ2

)
−

9∑
k=0

a
(1)
k

(
k + 1

N + k
Ψ (N + k)−Ψ (k + 1)

)
,

(B.5.48)
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g28 (N) = M

[
− ln (1 + x)− ln 2

1− x

]
=

8∑
k=0

b
(1)
k

N + k
, (B.5.49)

g29 (N) = M

[
ln3 (1− x)

1 + x

]
= −6Li2

(
1

2

)
−

9∑
k=0

a
(1)
k(

k + 1

N + k

(
Ψ3 (N + k) + 3Ψ (N + k) (ζ2 − ψ1 (N + k + 1))

+ 2ζ3 + ψ2 (N + k + 1)
)
−
(

Ψ3 (k + 1) + 3Ψ (k + 1) (ζ2 − ψ1 (k + 2))

+ ζ2 + ψ2 (k + 2)
))

(B.5.50)

g30 (N) = M

[
ln3 (1 + x)

1 + x

]
= ln4 2

−
9∑
k=0

a(1)
k

(N − 1)

12∑
j=2

[
a

(3)
j

N + j + k + 1

]
+ 3g2 (N + k)

 , (B.5.51)

g31 (N) = M

[
− ln3 (1 + x)− ln3 2

1− x

]
=

15∑
k=0

b
(3)
k

N + k
, (B.5.52)

g32 (N) = M

[
−
S1,2

(
1−x

2

)
1− x

]
= −
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k=1

[
c
(3)
k

2−kΓ (k) Γ (N)
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]

+

4∑
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(P (3)
1,k − 2 ln 2P

(3)
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[
b
(1)
j
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Γ (N + k + j + 1)

]
+
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P (3)
2,k

9∑
j=0

[
b
(2)
j

2−kΓ[k + 1]Γ[n+ j]

Γ (N + k + j + 1)

] , (B.5.53)

g33 (N) = M
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Li3
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]
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k
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[
a

(1)
j
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P
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(
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j
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+
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k
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P
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(
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[
b
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j
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− ln 2

8∑
j=0

[
b
(1)
j

2−kΓ (k + 1) Γ (N + j)

Γ (N + j + k + 1)

])]
, (B.5.54)

g34 (N) = M

[
−

Li3
(

1−x
2

)
1− x

]
= −

12∑
k=1

[
c
(2)
k

2−kΓ (k) Γ (N)
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]

+
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P (2)
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[
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(1)
j

2−kΓ (k + 1) Γ (j +N)

Γ (N + k + j + 1)

] , (B.5.55)
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(
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)
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]
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k
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a
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j
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]
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[
P
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(
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j
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P
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(3)
j

2−kΓ (k + 2) Γ (N + j − 1)
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]
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(1)
j
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− 1

2

(
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[
b
(3)
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k
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]
+ ln2 2
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[
b
(1)
k
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])
, (B.5.56)

g36 (N) = M
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]
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2
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k
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j
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2
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P
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1,k

(
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[
b
(3)
j

2−kΓ (k + 2) Γ (N + j − 1)
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]
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[
b
(2)
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+
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(
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b
(2)
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])
, (B.5.57)
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g37 (N) = M

[
ln2 (1 + x) ln (1− x)

1 + x

]
=

10∑
k=0

a
(2)
k g27 (N + k) , (B.5.58)

g38 (N) = M

[
−
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(

1−x
2

)
ln (1− x)

1− x

]

= −
11∑
k=1

[
c
(1)
k

2−kΓ (k) Γ (N) (Ψ (k − 1)−Ψ (N + k − 1))
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]

+
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[
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] ,
(B.5.59)

g39 (N) = M

[
−

ln (1− x)
(
Li2
(

1+x
2

)
− ζ2

)
1− x

]
= −g38 (N)

−
8∑
k=0

b
(1)
k

(
Ψ2 (N + k) + ζ2 − ψ1 (N + k + 1)

N + k
+

Ψ (N + k) ln 2

N + k

)
, (B.5.60)

where we use the functions

Ψ (x) = ψ0 (x+ 1) + γe, (B.5.61)

β (x) =
1

2

(
ψ0

(
1 + x

2

)
− ψ0

(x
2

))
, (B.5.62)

in addition to usual Gamma and PolyGamma special functions.

Now we are going to write analytic continuation for all the Harmonic Sums up to four
order; we are going to divide them for orders. We recall the fact that all the Harmonic
Sums of weight 1 can be expressed as combination of ordinary special functions as given
in Eqs. (B.5.4).

Then we are going to use Harmonic Sums of lower order to define the analytic contin-
uation of SH of higher order. We are going to use also definitions of functions Ψ, β and
their derivatives, indicated with the symbol f (j) in the next formulas.

B.5.2.1 Harmonic Sums of order 1

SH

1 (N) = Ψ (N) = ψ0 (N + 1) + γE, (B.5.63)

SH

−1 (N) = (−1)Nβ (N + 1)− ln 2, (B.5.64)

(B.5.65)

B.5.2.2 Harmonic Sums of order 2

SH

2 (N) = ζ2 − ψ1 (N + 1) , (B.5.66)
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SH

−2 (N) = − (−1)
N
β(1) (N + 1)− ζ2

2
, (B.5.67)

SH

−1,−1 (N) =
1

2

((
SH

−1 (N)
)2

+ SH

2 (N)
)
, (B.5.68)

SH

−1,1 (N) = (−1)
N
g1 (N) + SH

1 (N)SH

−1 (N) + SH

−2 (N)

+
(
SH

1 (N)− SH

−1 (N)
)

ln 2− 1

2
ln2 2, (B.5.69)

SH

1,−1 (N) = − (−1)
N
g1 (N)−

(
SH

1 (N)− SH

−1 (N)
)

ln 2 +
1

2
ln2 2, (B.5.70)

SH

1,1 (N) =
1

2

(
(SH

1 (N))
2

+ SH

2 (N)
)

; (B.5.71)

B.5.2.3 Harmonic Sums of order 3

SH

3 (N) =
1

2
ψ2 (N + 1) + ζ3, (B.5.72)

SH

−3 (N) =
1

2
(−1)

N
β(2) (N + 1)− 3

4
ζ3, (B.5.73)

SH

−2,−1 (N) = −g19 (N) + ln 2
(
SH

2 (N)− SH

−2 (N)
)
− 5

8
ζ3, (B.5.74)

SH

−2,1 (N) = − (−1)
N
g3 (N) + ζ2S

H

−1 (N)− 5

8
ζ3 + ζ2 ln 2, (B.5.75)

SH

2,−1 (N) = − (−1)
N
g4 (N)− ln 2

(
SH

2 (N)− SH

−2 (N)
)
− 1

2
ζ2S

H

−1 (N)

+
1

4
ζ3 −

1

2
ζ2 ln 2, (B.5.76)

SH

2,1 (N) = −g18 (N) + 2ζ3, (B.5.77)

SH

−1,−2 (N) = −SH

−2,−1 (N) + SH

−2 (N)SH

−1 (N) + SH

3 (N) , (B.5.78)

SH

−1,2 (N) = −SH

2,−1 (N) + SH

−3 (N) + SH

−1 (N)SH

2 (N) , (B.5.79)

SH

1,−2 (N) = −SH

−2,1 (N) + SH

−3 (N) + SH

−2 (N)SH

1 (N) , (B.5.80)

SH

1,2 (N) = −SH

2,1 (N) + SH

3 (N) + SH

2 (N)SH

1 (N) , (B.5.81)

SH

−1,−1,−1 (N) =
1

6

(
2SH

−3 (N) +
(
SH

−1 (N)
)3

+ 3SH

−1 (N)SH

−2 (N)
)
, (B.5.82)

SH

−1,1,−1 (N) =
1

2
g14 (N) + ln 2

(
SH

−1,−1 (N)− SH

−1,1 (N)
)

+
1

2
ln2 2SH

−1 (N)

+
1

8
ζ3 −

1

2
ζ2 ln 2 +

1

3
ln3 2, (B.5.83)

SH

1,1,−1 (N) =
1

2
(−1)

N
g2 (N) + ln 2

(
SH

1,−1 (N)− SH

1,1 (N)
)

+
1

2
ln2 2

(
SH

1 (N)− SH

−1 (N)
)
− 1

6
ln3 2, (B.5.84)

SH

1,−1,−1 (N) =
1

2

(
− SH

−1,1,−1 (N) + SH

−1 (N)SH

1,−1 (N)− SH

2,1 (N)− SH

−1,−2 (N)

+ SH

1 (N)SH

2 (N) + SH

−1 (N)SH

−2 (N) + 2SH

3 (N)
)
, (B.5.85)
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SH

−1,−1,1 (N) =
1

2

(
−SH

−1,1,−1 (N) + SH

−1 (N)SH

−1,1 (N) + SH

−1,−2 (N) + SH

2,1 (N)
)
,

(B.5.86)

SH

−1,1,1 (N) = SH

1,1,−1 (N)− SH

1 (N)SH

1,−1 (N) + SH

−2,1 (N) + SH

−1,2 (N)

+
1

2

(
(SH

1 (N))
2
SH

−1 (N)− SH

−1 (N)SH

2 (N)
)
− SH

−3 (N) , (B.5.87)

SH

1,−1,1 (N) = −2SH

1,1,−1 (N) + SH

1 (N)SH

1,−1 (N)− SH

−2,1 (N)− SH

−1,2 (N)

+ SH

1 (N)SH

−2 (N) + SH

−1 (N)SH

2 (N) + 2SH

−3 (N) , (B.5.88)

SH

1,1,1 (N) =
1

6

(
(SH

1 (N))
3

+ 3SH

1 (N)SH

2 (N) + 2SH

3 (N)
)
, (B.5.89)

B.5.2.4 Harmonic Sums of order 4

SH

4 (N) =
2

5
ζ2
2 −

1

6
ψ3 (N + 1) , (B.5.90)

SH

−4 (N) = −1

6
(−1)

N
β(3) (N + 1)− 7

20
ζ2
2 , (B.5.91)

SH

−2,−2 (N) =
1

2

((
SH

−2 (N)
)2

+ SH

4 (N)
)
, (B.5.92)

SH

−3,1 (N) = (−1)
N
g6 (N) + ζ2S

H

−2 (N)− ζ3SH

−1 (N)− 3

5
ζ2
2

+ 2Li4

(
1

2

)
+

3

4
ζ3 ln 2− 1

2
ζ2 ln2 2 +

1

12
ln4 2, (B.5.93)

SH

−2,2 (N) = (−1)
N
g5 (N)− 2SH

−3,1 (N) + 2ζ2S
H

−2 (N) +
3

40
ζ2
2 , (B.5.94)

SH

2,−2 (N) = −SH

−2,2 (N) + SH

−4 (N) + SH

−2 (N)SH

2 (N) , (B.5.95)

SH

2,2 (N) =
1

2

(
(SH

2 (N))
2

+ SH

4 (N)
)
, (B.5.96)

SH

3,−1 (N) = (−1)
N
g7 (N)− ln 2

(
SH

3 (N)− SH

−3 (N)
)
− 1

2
ζ2S

H

−2 (N)

+
3

4
ζ3S

H

−1 (N)− 1

8
ζ2
2 +

3

4
ζ3 ln 2, (B.5.97)

SH

−3,−1 (N) = g23 (N) + ln 2
(
SH

3 (N)− SH

−3 (N)
)
− 1

2
ζ2S

H

2 (N)− 2Li4

(
1

2

)
+

11

10
ζ2
2 −

7

4
ζ3 ln 2 +

1

2
ζ2 ln2 2− 1

12
ln4 2, (B.5.98)

SH

3,1 (N) =
1

2
g22 (N)− 1

4
SH

4 (N)− 1

4
(SH

2 (N))
2

+ ζ2S
H

2 (N)− 3

20
ζ2
2 , (B.5.99)

SH

−1,−3 (N) = −SH

−3,−1 (N) + SH

−3 (N)SH

−1 (N) + SH

4 (N) , (B.5.100)

SH

−1,3 (N) = −SH

3,−1 (N) + SH

3 (N)SH

−1 (N) + SH

−4 (N) , (B.5.101)

SH

1,−3 (N) = −SH

−3,1 (N) + SH

−3 (N)SH

1 (N) + SH

−4 (N) , (B.5.102)

SH

1,3 (N) = −SH

3,1 (N) + SH

3 (N)SH

1 (N) + SH

4 (N) , (B.5.103)
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SH

−2,1,1 (N) = − (−1)
N
g8 (N) + ζ3S

H

−1 (N)− Li4

(
1

2

)
+

1

8
ζ2
2 +

1

8
ζ3 ln 2 +

1

4
ζ2 ln2 2− 1

24
ln4 2, (B.5.104)

SH

−2,1,−1 (N) = −g25 (N)− ln 2
(
SH

−2,1 (N)− SH

−2,−1 (N)
)

+
1

2
ln2 2

(
SH

−2 (N)− SH

2 (N)
)

+
3

40
ζ2
2 , (B.5.105)

SH

−2,−1,−1 (N) =
1

2

(
−SH

−1,−2,−1 (N) + SH

−2,2 (N) + SH

3,−1 (N) + SH

−1 (N)SH

−2,−1 (N)
)
,

(B.5.106)

SH

−2,−1,1 (N) =
ζ2
2

4
− g24 (N)− SH

2,−1,−1 (N)

+
(
−SH

2,−1 (N) + SH

2,1 (N)
)

ln 2− 2Li4

(
1

2

)
− 1

2
SH

−2 (N)
(
ζ2 − ln2 2

)
+

1

2
SH

2 (N)
(
ζ2 − ln2 2

)
+

1

2
ζ2 ln2 2− 1

12
ln3 2− 7

4
ζ3 ln 2, (B.5.107)

SH

2,1,−1 (N) = − (−1)
N
g9 (N)− ln 2

(
SH

2,1 (N)− SH

2,−1 (N)
)

+
1

2
ln2 2

(
SH

2 (N)− SH

−2 (N)
)

+
1

8
ζ3S

H

−1 (N) + 3Li4

(
1

2

)
− 6

5
ζ2
2 +

11

4
ζ3 ln 2− 3

4
ζ2 ln2 2 +

1

8
ln4 2,

(B.5.108)

SH

1,2,−1 (N) = (−1)
N
g13 (N)− 6

5
ζ2
2 −

1

2
ζ2S

H

1,−1 (N)− 2SH

2,1,−1 (N)

+ SH

1,−2 (N) ln 2− SH

1,2 (N) ln 2 + 2SH

2,−1 (N) ln 2− 2SH

2,1 (N) ln 2 +
1

8
ln4 2

+
1

2
ζ2 ln 2SH

−1 (N)− 1

2
ζ2 ln 2SH

1 (N)− ζ2 ln2 2− 1

2
SH

−2 (N) ln2 2

+ SH

2 (N) ln2 2 + 3Li4

(
1

2

)
+

1

4
SH

1 (N) ζ3 +
105

40
ζ3 ln 2, (B.5.109)

SH

−1,2,−1 (N) = g16 (N)− 2SH

−2,1,−1 (N)− 1

2
ζ2S

H

−1,−1 (N) + ln2 2
(
SH

−2 (N)− SH

2 (N)
)

− ln 2
(
2
(
SH

−2,1 (N)− SH

−2,−1 (N)
)

+ SH

−1,2 (N)− SH

−1,−2 (N)
)

− ln 2

(
SH

−2,−1 (N)− ln 2
(
SH

2 (N)− SH

−2 (N)
)

+
1

2
ζ2S

H

1 (N)

)
+

(
1

4
ζ3 −

1

2
ζ2 ln 2

)(
SH

−1 (N)− SH

1 (N)
)

+
1

4
ζ3S

H

1 (N)

+
33

20
ζ2
2 − 4Li4

(
1

2

)
− 13

4
ζ3 ln 2 +

3

4
ζ2 ln2 2− 1

6
ln4 2, (B.5.110)

SH

−1,2,1 (N) = (−1)
N
g11 (N) + ζ2

2 + ζ2S
H

−1,1 (N)− 2SH

−2,1,1 (N)

+
1

4
ζ2 ln2 2− 1

8
ln4 2− 3Li4

(
1

2

)
+ 2ζ3S

H

−1 (N) , (B.5.111)

SH

−1,1,−2 (N) = −g17 (N)

2
+

7

8
ζ2
2 −

1

2
ζ2S

H

−1,1 (N)− SH

−2,1,−1 (N)− SH

−1,2,−1 (N)
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− 1

2
SH

2 (N) ln2 2− ln4 2

12
+
(
SH

3 (N)− SH

−2,1 (N)− SH

−1,2 (N)
)

ln 2

+
1

2
SH

−2 (N)
(
ln2 2 + 2SH

−1 (N) ln 2
)
− 2Li4

(
1

2

)
+

1

8
ζ3
(
SH

−1 (N)− 21 ln 2
)

+
5

4
ζ2 ln2 2, (B.5.112)

SH

2,−1,−1 (N) =
1

2

(
−SH

−1,2,−1 (N) + SH

−3,−1 (N) + SH

−1 (N)SH

2,−1 (N) + SH

2,2 (N)
)
,

(B.5.113)

SH

−1,−1,2 (N) =
1

2

(
SH

−1 (N)SH

−1,2 (N) + SH

−1,−3 (N) + SH

2,2 (N)− SH

−1,2,−1 (N)
)
,

(B.5.114)

SH

2,1,1 (N) = −g21 (N) +
6

5
ζ2
2 , (B.5.115)

SH

1,2,1 (N) = −2SH

2,1,1 (N) + SH

3,1 (N) + SH

1 (N)SH

2,1 (N) + SH

2,2 (N) , (B.5.116)

SH

1,1,2 (N) = SH

2,1,1 (N) +
1

2

(
SH

1 (N)
(
SH

1,2 (N)− SH

2,1 (N)
)

+ SH

1,3 (N)− SH

3,1 (N)
)
,

(B.5.117)

SH

1,−2,1 (N) = −2SH

−2,1,1 (N) + SH

−3,1 (N) + SH

1 (N)SH

−2,1 (N) + SH

−2,2 (N) , (B.5.118)

SH

1,1,−2 (N) = SH

−2,1,1 (N) + SH

−2 (N)SH

2 (N)− SH

−2,2 (N)

− SH

−2 (N)SH

1,1 (N) + SH

1 (N)SH

1,−2 (N) + SH

1,−3 (N)− SH

1 (N)SH

−3 (N) ,

(B.5.119)

SH

−1,−2,−1 (N) = 2 (−1)
N
g12 (N)− ζ2SH

−1,1 (N)− 3

2
ζ2 ln2 2 +

1

3
ln4 2− SH

2 (N)
(
ζ2 − ln2 2

)
− SH

−2 (N)
(
−ζ2 + ln2 2 + 2SH

−1 (N) ln 2
)
− 3ζ2

2 − SH

−2,2 (N)− SH

3,−1 (N)

− 2SH

2,−1,1 (N)− 2SH

3 (N) ln 2 + 2
(
SH

−2,1 (N) + SH

−1,2 (N)
)

ln 2 + 8Li4

(
1

2

)
+

21

4
ζ3 ln 2− SH

−1 (N)SH

−2,−1 (N)− 5

4
ζ3S

H

−1 (N) , (B.5.120)

SH

−1,−2,1 (N) = g15 (N)− 19

40
ζ2
2 − SH

−2,−1,1 (N)− SH

2,−1,−1 (N) + Li4

(
1

2

)
+

1

2
ζ2
(
SH

−1 (N)
)2

+ ζ2S
H

2 (N)− SH

2,−1 (N) ln 2 +
1

3
ζ2 ln2 2− 1

2
SH

2 (N) ln2 2

+
1

24
ln4 2− 1

2
SH

−2 (N)
(
ζ2 − ln2 2

)
+

1

4
ζ3 ln 2 + SH

−1 (N) ζ2 ln 2

− 5

8
ζ3S

H

−1 (N) , (B.5.121)

SH

2,−1,1 (N) = −SH

1,2,−1 (N)− SH

2,1,−1 (N) + SH

3,−1 (N)

+ SH

2 (N)
(
SH

−1,1 (N) + SH

1,−1 (N)
)

+ SH

2,−2 (N)− SH

2 (N)SH

−2 (N)

− SH

1 (N)SH

−1,2 (N) + SH

1 (N)SH

−3 (N) , (B.5.122)

SH

−1,−1,−2 (N) =
1

2

(
−SH

−1,−2,−1 (N) + SH

2,−2 (N) + SH

−1 (N)SH

−1,−2 (N) + SH

−1,3 (N)
)
,

(B.5.123)
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SH

1,−1,−2 (N) = −SH

−1,−2,1 (N)− SH

−1,1,−2 (N) + SH

−1,−3 (N)

+ SH

−2,−2 (N) + SH

1 (N)SH

−1,−2 (N) , (B.5.124)

SH

1,−2,−1 (N) = SH

−1,−2,1 (N)− SH

−1 (N)SH

−2,1 (N)− SH

−1,−3 (N) + SH

−1 (N)SH

−3 (N)

+ SH

1 (N)SH

−2,−1 (N) + SH

1,3 (N)− SH

1 (N)SH

3 (N) , (B.5.125)

SH

1,−1,2 (N) = −SH

1,2,−1 (N)− SH

2,1,−1 (N) + SH

1,−3 (N) + SH

3,−1 (N) + SH

2 (N)SH

1,−1 (N) ,

(B.5.126)

SH

−1,1,2 (N) = SH

1,2,−1 (N) + SH

2,1,−1 (N)− SH

−1,2,1 (N) + SH

−2,2 (N) + SH

−3,1 (N)

− SH

−4 (N) + SH

−1,3 (N)− SH

3,−1 (N)− SH

2 (N)SH

1,−1 (N)

+ SH

1 (N)SH

−1,2 (N)− SH

1 (N)SH

−3 (N) , (B.5.127)

SH

−1,−1,−1,−1 (N) =
1

4
SH

4 (N) +
1

8
(SH

2 (N))
2

+
1

3
SH

−3 (N)SH

−1 (N)

+
1

4
SH

2 (N)
(
SH

−1 (N)
)2

+
1

14

(
SH

−1 (N)
)4
, (B.5.128)

SH

−1,1,1,1 (N) = − (−1)
N 1

6
g29 (N)− Li4

(
1

2

)
, (B.5.129)

SH

−1,1,1,−1 (N) = −1

6
g31 (N) +

12

30
ζ2
2 − SH

−1,1,1 (N) ln 2 +
1

2
ζ2 ln2 2

+ SH

−1,1,−1 (N) ln 2− Li4

(
1

2

)
− 1

6
ln2 4− 1

6
SH

−1 (N) ln3 2

− 1

2

(
SH

−1,−1 (N)− SH

−1,1 (N)
)

ln2 2− ζ3 ln 2, (B.5.130)

SH

1,−1,1,−1 (N) = − Π4

720
− g32 (N)− SH

1,−1,1 (N) ln 2− 1

2
SH

1,−1 (N) ln2 2

− 1

6
SH

1 (N) ln3 2− 1

24
ln4 2 +

1

8
SH

1 (N) ζ3 +
1

2
ζ3 ln 2, (B.5.131)

SH

−1,1,−1,−1 (N) = (−1)
N
g33 (N) +

1

8
ζ2
2 − SH

−1,1,−1 (N) ln 2− 1

4
ln2 2− 1

6
SH

−1 (N) ln3 2

+
1

2
SH

−1,1 (N)
(
ζ2 − ln2 2

)
+

1

2
SH

−1 (N) ζ2 ln 2 +
1

2
ζ2 ln2 2

− 7

8
SH

−1 (N) ζ3 −
7

8
ζ3 ln 2− 1

24
ln4 2, (B.5.132)

SH

−1,−1,1,−1 (N) = − (−1)
N
g35 (N)− 6

5
ζ2
2 − SH

−1,−1,1 (N) ln 2− 3

4
ζ2 ln2 2

− 1

2
SH

−1,−1 (N) ln2 2− 1

6
SH

−1 (N) ln3 2 +
1

12
ln4 2 + 3Li4

(
1

2

)
+

1

8
SH

−1 (N) ζ3 +
11

4
ζ3 ln 2, (B.5.133)

SH

1,1,−1,−1 (N) = g34 (N)− SH

1,1,−1 (N) ln 2− 1

6
SH

1 (N) ln3 2 +
1

2
SH

1,1 (N)
(
ζ2 − ln2 2

)
+

1

2
SH

1 (N) ζ2 ln 2 + Li4

(
1

2

)
− 7

8
SH

1 (N) ζ3, (B.5.134)

SH

1,1,1,−1 (N) = − (−1)
N 1

6
g30 (N) + ln 2

(
SH

1,1,−1 (N)− SH

1,1,1 (N)
)

+
1

24
ln4 2
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+
1

2

(
SH

1,1 (N)− SH

1,−1 (N)
)

ln2 2− 1

6

(
SH

1 (N)− SH

−1 (N)
)

ln3 2,

(B.5.135)

SH

1,1,1,1 (N) =
1

4
SH

4 (N) +
1

8
(SH

2 (N))
2

+
1

3
SH

3 (N)SH

1 (N)

+
1

4
SH

2 (N) (SH

1 (N))
2

+
1

24
(SH

1 (N))
4
, (B.5.136)

SH

1,−1,−1,−1 (N) = (−1)
N
g36 (N)− 6

5
ζ2
2 − 2SH

−1,−1,1,−1 (N) +
1

6
ln4 2

+
(
SH

−1,−1,−1 (N)− 2SH

−1,−1,1 (N) + SH

1,−1,−1 (N)
)

ln 2− ζ2 ln2 2

+
1

6

(
SH

−1 (N)− SH

1 (N)
)

ln3 2 +
1

2

(
SH

1 (N)− SH

−1 (N)
)
ζ2 ln 2

+
1

2
SH

1,−1 (N)
(
ζ2 − ln2 2

)
+

1

4

(
SH

−1 (N)− SH

1 (N)
)
ζ3

+ 3Li4

(
1

2

)
+

23

8
ζ3 ln 2, (B.5.137)

SH

1,1,−1,1 (N) = − (−1)
N g37 (N)

2
− 2

5
ζ2
2 − SH

−1,−1,1,−1 (N)− SH

1,−1,−1,−1 (N)

+
1

2

(
SH

1 (N)− SH

−1 (N)
)
ζ2 ln 2− 1

2
ζ2 ln2 2 +

1

6
ln4 2

+
(
SH

−1,−1,−1 (N)− SH

−1,−1,1 (N)− SH

1,−1,−1 (N) + SH

1,−1,1 (N)
)

ln 2

+
1

2

(
SH

−1,−1 (N)− SH

−1,1 (N)
)

ln2 2 +
1

3

(
SH

−1 (N)− SH

1 (N)
)

ln3 2

+
1

2

(
SH

1,−1 (N)− SH

1,1 (N)
) (
ζ2 − ln2 2

)
+ Li4

(
1

2

)
+

1

8

(
SH

−1 (N)− SH

1 (N)
)
ζ3 + ζ3 ln 2, (B.5.138)

SH

1,−1,1,1 (N) = −SH

−1,1,1,1 (N)− SH

1,1,−1,1 (N)− SH

1,1,1,−1 (N) +
1

6
SH

−1 (N) (SH

1 (N))
3

+
1

2

(
(SH

1 (N))
2
SH

−2 (N) + SH

−1 (N)SH

1 (N)SH

2 (N) + SH

−2 (N)SH

2 (N)
)

+ SH

1 (N)SH

−3 (N) +
1

3
SH

−1 (N)SH

3 (N) + SH

−4 (N) , (B.5.139)

SH

−1,−1,−1,1 (N) = −SH

1,−1,−1,−1 (N)− SH

−1,1,−1,−1 (N)− SH

−1,−1,1,−1 (N) + SH

−4 (N)

+
1

2

((
SH

−1 (N)
)2
SH

−2 (N) + 3SH

1 (N)SH

−1 (N)SH

2 (N) + SH

−2 (N)SH

2 (N)
)

+
1

6
SH

1 (N)
(
SH

−1 (N)
)3

+ SH

−1 (N)SH

3 (N) +
1

3
SH

1 (N)SH

−3 (N) ,

(B.5.140)
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1,−1,−1,1 (N) =
1

2
g39 (N)− 1

2
SH

1,−1,−1,1 (N)− 1

2

(
SH

−1,−1,1 (N) + SH

1,−1,−1 (N)
)

ln 2

+
1

12

(
SH

−1 (N)− SH

1 (N)
)

ln3 2 +
1

12
ln4 2− 1

4
SH

1,−1 (N)
(
ζ2 + ln2 2

)
+

1

4

(
SH

−1 (N)− SH

1 (N)
)
ζ2 ln 2 +

3

2
Li4

(
1

2

)
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+
7

8

(
SH

1 (N)− SH

−1 (N)
)
ζ3 −

1

4
ζ2 ln2 2 +

7

16
ζ3 ln 2, (B.5.141)

SH

−1,1,−1,1 (N) = −SH

−1,−1,1,1 (N)− SH

1,−1,−1,1 (N)− SH

1,1,−1,−1 (N)− SH

1,−1,1,−1 (N)

− SH

−1,1,1,−1 (N) +
1

4
SH

2 (N)SH

−2 (N) +
1

2

(
SH

−2 (N)
)2

+
3

2
SH

4 (N)

+
1

4

(
(SH

1 (N))
2 (
SH

−1 (N)
)2

+ (SH

1 (N))
2
SH

2 (N) +
(
SH

−1 (N)
)2
SH

2 (N)
)

+ SH

−1 (N)SH

1 (N)SH

−2 (N) + SH

1 (N)SH

3 (N) + SH

−1 (N)SH

−3 (N) ;
(B.5.142)

B.5.2.5 Important Caveat in the use of SH to solve Mellin Integrals

We need to stress you about an important caveat in using the formulas just listed to
solve Mellin integrals using Harmonic Sums. Harmonic Sums are defined for integer value
of Mellin argument n; the analytic extension to all the complex plane we perform in
the previous sections destroy some of the properties of SH which are valid for integers.
In particular, problems arise in dealing with factors (−1)

N
which are present in our

expressions. In particular, if for integer values it is always true

(−1)
n

(−1)
n

= (−1)
2n

= 1 (B.5.143)

this is no longer true in the complex plane.

In general, then, if you apply in your Mellin computations our analytic continuation
of SH or the results of Ref. [138] (even correcting all the typos) without paying attention,
you will probably come to the incorrect result for the integral for complex value of N . The
reason is that in order to express the solution of the integral as a function of Harmonic
Sums or in expressing the Harmonic Sums using previous equations we explicitly make
use of the fact that N is in fact integer and we simplify (−1)

N
factor according to

Eq. (B.5.143).

The following statement helps us to solve this problem and to compute all the Mellin
integrals of HPL using previous equations. It can be proved that in all the Mellin trans-
form results no (−1)

N
factor could appear. They have to cancel between integral repre-

sentations as function of SH, and explicit SH expressions of previous sub-subsections.

To reach the correct result the following steps have to be performed in the following
order during Mellin integral computation2

1. We solve the Mellin integral for a general integer value of N = n; in this sense, we
can use sum rules Eqs. (B.3.11) to express our solution as a function of Harmonic
Sums of integer value. In this phase, available routine as Mathematica package
MT [137] or as SUMMER form procedure [136] could be used.

2. We express the Harmonic Sums of integer values using expressions contained in the
previous sub-subsections.

2In Refs. [138,139] there is no indication about this problem; some relations as for example Eq. (43) of
Ref. [138] are in fact wrong if you compute both members for a complex value of N . Moreover if you are
going to use results of program ANCONT [139] for SH numerical evaluation in computing generic HPL
integrals, in many cases you does not obtain the correct value for the integral, for the reason exposed
above.
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3. We simplify final expression - always for n integer - using Eq. (B.5.143) to deal with
the (−1)

n
factor. If all goes well, we have to observe that the final formula does no

longer contain any (−1)
n

term.

4. We consider our final expression as the analytic continuation of the integral in the
whole complex plane. We can now compute it as a function of a general N and our
final formula will give back the correct result for any complex value.

We want to clarify better the concept by presenting the computation of the Mellin
transform for the function:

ln (1 + z)− ln 2

1− z
. (B.5.144)

We follow the procedure explained in Sec. B.5 and we limit ourself to an integer N = n+1.
Using Eq. (B.4.43) and Eq. (B.4.42), we write the Mellin transform as∫ 1

0

dz zn
ln (1 + z)− ln 2

1− z
=

∞∑
n′=n

∫ 1

0

dz zn
′
(ln (1 + z)− ln 2)

= −
∞∑

n′=n

1

n′ + 1

∫ 1

0

dz
zn
′+1

1 + z

= −
∞∑

n′=n

(−1)
n′+1

n′ + 1

∞∑
k=n′+1

(−1)
k

k + 1

=

∞∑
n′′=n+1

(−1)
n′′

n′′

∞∑
k′=n′′+1

(−1)
k′

k′

=

∞∑
n′′=n+1

(−1)
n′′

n′′

SH

−1 (∞)−
n′′∑
k′=1

(−1)
k′

k′


=
(
SH

−1 (∞)
)2 − SH

−1 (∞)SH

−1 (n)− SH

−1,−1 (∞) + SH

−1,−1 (n)

= SH

−1,−1 (n) + SH

−1 (n) ln 2− ζ2
2

+
ln2 2

2
(B.5.145)

where in the last step we insert the known results

S−1 (∞) = − ln 2, (B.5.146)

S−1,−1 (∞) =
ζ2
2

+
ln2 2

2
. (B.5.147)

Now to reach the desired solution we substitute expressions for SH
−1,−1 (n) and SH

−1 (n)
given in previous sub-subsection for a generic integer n. We thus obtain

M

[
ln (1 + z)− ln 2

1− z

]
=

1

2

(
β2 (n+ 1)− ψ1 (n+ 1)

)
(B.5.148)

which can be analytical continued in all the complex plane as

M

[
ln (1 + z)− ln 2

1− z

]
=

1

2

(
β2 (N)− ψ1 (N)

)
(B.5.149)
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which is the correct final result.

However, if last two steps are performed in the opposite order (so first we continue
the solution to complex plane N and then substitute expressions for different SH), we will
come to the following different result

M

[
ln (1 + z)− ln 2

1− z

]
=

1

2

(
β2 (N)− ψ1 (N)

)
+
(

(−1)
2N − 1

)
ln2 2 (B.5.150)

which is incorrect for non-integers value of N .

It is important to note that from the numerical point of view, it is no always simple
to perform analytically all the simplifications to get rid of all the (−1)

N
terms and to

assure their cancellation. However, we find a trick to reach the correct result in a more
efficient way without any simplification: if you substitute in all the expressions, both for
the integral you want to compute and for the analytic continuations of SH of the previous
sub-subsection, all the (−1)

N
factors with (−1)

n
with n the integer part of Re (N), you

will end up with the correct integral value, since all the factors will cancel as in the integer
case

Summarizing, even if SH expressions of previous sub-subsection are the correct analytic
continuation for the Harmonic Sums in the complex plane, they are not the most useful
objects to compute Mellin integrals. To reach Mellin integral computation we need to
convert all the term (−1)

N
into (−1)

n
with n the integer counterpart of the Mellin variable

N .
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We are going to report in this appendix all the analytical expressions which complete
our discussion presented in the text. In particular, here we are going to make explicit all
the values of the different anomalous dimensions which have been introduced and used
in Chap. 2 and Chap. 3. The unique exceptions will be the LLx DGLAP resummed
anomalous dimension and the NLO BFKL kernel for which we refer the interested reader
to specialized references such as Refs. [70, 84]. This is due to the complexity of the
derivation of this object.

This appendix will be divided in two section. In the first, we are going to list all the
important results which are useful in the soft and collinear region, while in the latter
we will focus our attention on the high energy regime, presenting more details about
the computation of the different impact factors presented in Chap. 3. Furthermore, each
section will be divided in subsections owing to the different application we are presenting.

C.1 Collinear and Threshold Region

In Chap. 2, we have presented different resummation theories which study different loga-
rithmic contributions in the soft and collinear region. We will thus explicit the important
analytical expressions we omit in the text for threshold resummation at fixed pT and then
for transverse momentum resummation.

205
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C.1.1 Threshold resummation at fixed pT

We give here explicit expressions of the coefficients which determine threshold resumma-
tion at fixed pT for a general colour singlet process, like Higgs or Drell-Yan production,
hence Eq. (2.3.1).

The cusp anomalous dimensions Ath
g (αs) and Ath

q (αs) i.e. the contributions which
are proportional to a plus distribution in the Pgg and Pqq splitting function respectively,
are given by (see e.g. Ref. [65]):

Ath
c (αs) = Ath,(1)

c αs +Ath,(2)
c α2

s +Ath,(3)
c α3

s +O
(
α4
s

)
Ath,(1)
c =

Cc
π
, (C.1.1a)

Ath,(2)
c =

Cc
2π2

[
CA

(
67

18
− ζ2

)
− 5

9
Nf

]
, (C.1.1b)

Ath,(3)
c =

Cc
π3

[(
245

96
− 67

36
ζ2 +

11

8
ζ4 +

11

24
ζ3

)
C2

A +

(
−209

432
+

5

18
ζ2 −

7

12
ζ3

)
CANf

+

(
−55

96
+

1

2
ζ3

)
CFNf −

1

108
N2
f

]
, (C.1.1c)

with Cc = CA if c = g is a gluon and Cc = CF if c = q is a quark.

Furthermore, in the jet function J , a second anomalous dimension Bth
c , controlling

final collinear radiation is introduced. Its analytical expression turns out to be

Bth
c (αs) = Bth,(1)

c αs +Bth,(2)
c α2

s +O
(
α3
s

)
Bth,(1)
q = −3

4

CF

π
, (C.1.2a)

Bth,(2)
q =

1

16π2

[
C2

F

(
−3

2
+ 12ζ2 − 24ζ3

)
+ CFCA

(
−3155

54
+

44

3
ζ2 + 40ζ3

)

+ CFNf

(
247

27
− 8

3
ζ2

)]
, (C.1.2b)

Bth,(1)
g = −β0 = − 11

12π
CA +

1

6π
Nf , (C.1.2c)

Bth,(2)
g =

1

16π2

[
C2

A

(
−611

9
+

88

3
ζ2 + 16ζ3

)
+ CANf

(
428

27
− 16

3
ζ2

)
+ 2CFNf −

20

27
N2
f

]
,

(C.1.2d)

in the quark and gluon cases respectively.

Only the initial state radiation, controlled by ∆, Eq. (2.3.3) and final state radiation,
controlled by J , Eq. (2.3.4) are universal.
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Soft anomalous dimension depends on the number of coloured particle in the LO Born
process. In the context of transverse momentum distribution of colour singlet production
processes, we prove it is proportional to the cusp anomalous dimension and then it can
be derived using the explicit results just presented, Eq. (C.1.1).

Moreover to specify all the ingredients of the resummed formula Eq. (2.3.1), we need
to express the Born level cross section σ0C0 and the matching constant g0. Of course all
these quantities are process dependent: we are going to present explicit results for our
test case, hence Higgs boson production in the effective field theory. Analogue results for
Drell-Yan production can be found in Ref. [140].

The LO coefficient functions C0 (N, ξp) in Eq. (2.7.28), after factoring the leading-
order total cross section

σ0 =
α2
s

√
2GF

576π
. (C.1.3)

are given by

(C0 (N, ξp, αs))gg =
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(C.1.4a)
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where 2F1 is the Hypergeometric Function, Eq. (B.4.28).

The matching constant,

g0 ij (ξp) = 1 + g
(1)
0 ij (ξp)

(αs
π

)
+O

(
α2
s

)
, (C.1.5)

instead is given by [45,48]
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67

36
CA −

5

18
Nf + CAζ2 − β0 ln

ξp
1 + ξp

− 1

8
CA ln2 ξp

1 + ξp

+ 2CALi2

(
1−

√
ξp√
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− CA ln

(
1 +
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ln
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+ 2CALi2

(
2
√
ξp√
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√
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. (C.1.6c)

C.1.2 Transverse momentum resummation

We collect expressions of the coefficients which determine original and consistent trans-
verse momentum resummation, Eq. (2.4.17) and Eq. (2.5.45) in the context of colour
singlet production. The hard function which is process dependent will be specified only
for our test case, Higgs boson production, while we refer the reader to Ref. [58, 141] for
analogue expressions for Drell-Yan case.

All the expressions we are going to list are based on the results of Refs. [30,49–51,58,
142] for the standard transverse momentum resummation and on Ref. [45] for consistent
transverse momentum resummation.

The Sudakov exponent Eq. (2.4.18) depends on two anomalous dimensions ApT
c and

BpT
c . Their expansions are given by

ApT
c (αs) = ApT,(1)

c αs +ApT,(2)
c α2

s +ApT,(3)
c α3

s +O
(
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and
BpT
c (αs) = BpT,(1)

c αs +BpT,(2)
c +O
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)
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with
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As highlighted in Chap. 2, the two loops contribution to the anomalous dimension BpT,(2)

depends on the resummation scheme choice. The formula presented above is computed
in the hard scheme of Ref. [50].

In performing PDFs evolution in consistent transverse momentum resummation we
need also the δ (1− x) terms of the splitting function Pcc up to two loops. They are given
by

δP (1)
cc = −B

pT,(1)
c

2
, (C.1.13a)

δP (2)
cc = −

B
pT,(2)
c − β0

π Ccζ2

2
. (C.1.13b)

Last coefficient which depends only on the LO production mechanism (gluon fusion c =
g or quark annihilation c = q) is the large-N behaviour of the hard function, Eq. (2.4.13).
Its expansion turns out to be

DpT
c (αs) = DpT,(1)

c αs +DpT,(2)
c α2

s +O
(
α3
s

)
(C.1.14)

with

DpT,(1)
g = 0, (C.1.15a)

DpT,(2)
g =

Cc
π

[
CA

(
−101

27
+

7

2
ζ3

)
+

14

27
Nf

]
. (C.1.15b)

Let us remind you that here and in all the previous expressions Cc = CA if c = g, a gluon
fusion process, and Cc = CF if c = q, a quark annihilation process.

Now we move to the process dependent part, the hard function. Since it is process de-
pendent, here we limit to present explicit results for our test case, Higgs boson production.
The Drell-Yan process hard part can be deduced from Ref. [58, 141].

The function Hgg→ij (N,αs) in the context of Higgs boson production is given in
Refs. [30,49], and it is defined by factoring out the inclusive cross section Eq. (C.1.3). In
Eq. (2.4.17) and Eq. (2.5.45) it is decomposed as

Hgg→ij (N,αs) =
∑
ij

Hg (αs) [Cgi (N,αs)Cg,j (N,αs) +Ggi (N,αs)Ggi (N,αs)] ,

(C.1.16)
where in the hard resummation scheme Hg contains all the constant terms while C and G
embody the not trivial N dependence. Please note that, in those equations, the couplings
of C and H are evaluated at different scale. However, in the final expressions for the
hard part Eqs. (2.7.2) the various coefficients H are computed as in Eq. (C.1.16) with the
same scale in all the couplings. The difference between the two expressions is taken into
account in Eqs. (2.7.2) in the evolution factor R, Eq. (2.7.7).

Separation of the N dependent part into two functions C and G is due to the presence
of spin correlation in gluon initiated processes, as highlighted in Ref. [57]. However, since
these contributions due to azimuthal correlations G start at O (αs), they only contribute
at O

(
α2
s

)
in H. However, at NNLL, the division of H into H, C and G at O

(
α2
s

)
is
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subleading; thus we decide in the text, in Eqs. (2.4.17), (2.5.45), and Eqs. (2.4.19), (2.5.48)
to ignore this subtlety and to introduce for simplicity a unique function C.

In the Higgs boson production case, we have:

Hg (αs) = 1 +
αs
π

3CAζ2

+
(αs
π

)2
(
C2

A

(
93

16
+

67

12
ζ2 −

55

18
ζ3 +

65

8
ζ4

)
+ CANf

(
−5

3
− 5

6
ζ2 −

4

9
ζ3

))
+O

(
α3
s

)
, (C.1.17)

up to two loops, for the constant term and

Cgg (N,αs) = 1 +O
(
α2
s

)
, (C.1.18)

Cgq (N,αs) = αs
CF

2π

1

N + 1
+O

(
α2
s

)
, (C.1.19)

Ggg (N,αs) = αs
CA

π

1

N (N − 1)
+O

(
α2
s

)
, (C.1.20)

Ggq (N,αs) = αs
CF

π

1

N (N − 1)
+O

(
α2
s

)
, (C.1.21)

up to one loop, for the N dependent part. Plugging all together we derive the one loop

expressions for H(1)
gg→ij :

H(1)
gg→gg =

3CAζ2
π

, (C.1.22a)

H(1)
gg→gq =

CF

2π

1

N + 1
, (C.1.22b)

H(1)
gg→qq = 0. (C.1.22c)

As already said, at NNLL, decomposition of Eq. (C.1.16) at O
(
α2
s

)
is immaterial; we

then decide to present explicit results directly for H(2)
gg→ij . They can be obtained in z

space from Ref. [49]:

H(2))
gg→qq(z) = − C2

F

π2

[
2(1− z)

z
+

(2 + z)2

4z
ln z

]
, (C.1.23a)

H(2)
gg→gq(z) =

1

π2

[
C2

F

(
1

48
(2− z) ln3 z − 1

32
(3z + 4) ln2 z +

5

16
(z − 3) ln z

+
1

12

(
1

z
+
z

2
− 1

)
ln3(1− z) +

1

16

(
z +

6

z
− 6

)
ln2(1− z)

+

(
5z

8
+

2

z
− 2

)
ln(1− z) +

5

8
− 13

16
z

)

+ CF Nf

(
1

24z

(
1 + (1− z)2

)
ln2(1− z) +

1

18

(
z +

5

z
− 5

)
ln(1− z)
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− 14

27
+

14

27z
+

13

108
z

)

+ CFCA

(
− (1 + (1 + z)2)

2z
Li3

(
1

1 + z

)
+

(
1

2
− 5

2z
− 5

4
z

)
Li3(z)

− 3

4z

(
1 + (1 + z)2

)
Li3(−z) +

(
z

4
+

(1 + (1 + z)2)

4z
ln(z)

)
Li2(−z)

+

(
2− 11

6z
− z

2
+
z2

3
+

(
−1

2
+

3

2z
+

3z

4

)
ln z

)
Li2(z)

+

(
1 + (1 + z)2

)
12z

ln3(1 + z)−
(
1 + (1− z)2)

)
24z

ln3(1− z)

− 1

24z

( (
1 + (1 + z)2

) (
3 ln2 z + π2

)
− 6z2 ln z

)
ln(1 + z)

+
1

48z

(
6(1 + (1− z)2) ln z − 5z2 − 22(1− z)

)
ln2(1− z)

+
1

72z

(
− 152 + 152z − 43z2 + 6(−22 + 24z − 9z2 + 4z3) ln z

+ 9(1 + (1− z)2) ln2 z
)

ln(1− z)− 1

12

(
1 +

z

2

)
ln3 z

+
1

48

(
36 + 9z + 8z2

)
ln2 z +

(
−107

24
− 1

z
+

z

12
− 11

9
z2

)
ln z

+
1

z

(
4ζ3 −

503

54
+

11

36
π2

)
+

1007

108
− π2

3
− 5

2
ζ3 + z

(
π2

3
+ 2ζ3 −

133

108

)
+ z2

(
38

27
− π2

18

))]
, (C.1.23b)

H(2)
gg→gg(z) =

1

π2

[((
−101

27
+

7

2
ζ3

)
C2

A +
14

27
CA Nf

)(
1

1− z

)
+

+

(
C2

A

(
93

16
+

67

12
ζ2 −

55

18
ζ3 +

65

8
ζ4

)
+ CANf

(
−5

3
− 5

6
ζ2 −

4

9
ζ3

))
δ(1− z)

+ C2
A

(
(1 + z + z2)2

z(1 + z)

(
2Li3

(
z

1 + z

)
− Li3(−z)

)
+

2− 17z − 22z2 − 10z3 − 12z4

2z(1 + z)
ζ3

− 5− z + 5z2 + z3 − 5z4 + z5

z(1− z)(1 + z)
(Li3(z)− ζ3)

+ Li2(z)
ln(z)

1− z
3− z + 3z2 + z3 − 3z4 + z5

z(1 + z)
+

1

12
z ln(1− z)

+
(1 + z + z2)2

z(1 + z)

(
ln(z)Li2(−z)− 1

3
ln3(1 + z) + ζ2 ln(1 + z)

)
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+
1− z

3z
(11− z + 11z2)Li2(1− z)− 1

6

ln3(z)

1− z
(1 + z − z2)2

1 + z

+ ln2(z)

(
(1− z + z2)2

2z(1− z)
ln(1− z)

− (1 + z + z2)2

2z(1 + z)
ln(1 + z) +

25− 11z + 44z2

24

)

+ ln(z)

(
(1 + z + z2)2

z(1 + z)
ln2(1 + z) +

(1− z + z2)2

2z(1− z)
ln2(1− z)

− 72 + 773z + 149z2 + 536z3

72z

)
+

517

27
− 449

27z
− 380z

27
+

835z2

54

)

+ CA Nf

(
1 + z

12
ln2(z) +

1

36
(13 + 10z) ln(z)− z

12
ln(1− z)

− 83

54
+

121

108z
+

55

54
z − 139

108
z2

)

+ CF Nf

(
1 + z

12
ln3(z) +

1

8
(3 + z) ln2(z)

+
3

2
(1 + z) ln(z)− 1− z

6z
(1− 23z + z2)

)]
, (C.1.23c)

where Lik(z) (k = 2, 3) are the usual polylogarithm functions,

Li2(z) = −
∫ z

0

dt

t
ln(1− t) , Li3(z) =

∫ 1

0

dt

t
ln(t) ln(1− zt) . (C.1.24)

The Mellin transform of Eqs. (C.1.23) can be computed analytically using the Har-
monic Sums up to fourth order and the results of Appendix B. Let us conclude this section
with a last comment: when expressions Eqs. (C.1.22) and Eqs. (C.1.23) are used in the
context of consistent small-pT resummation, Hgg→gg term has to be changed according
to Eq. (2.5.47) and Eq. (2.7.10).

We have presented all the analytical expressions needed for the computation of our
final expression Eqs. (2.5.45) and (2.5.48), and of the original transverse momentum
resummation Eqs. (2.4.17) and (2.4.19).

C.2 High Energy Region

In this section we will give you more details about the explicit computation of the var-
ious impact factors presenting in the text. Moreover, we will include all the analytical
expressions for them in Mellin space.

Before starting, we want to briefly discuss the factorization scheme dependence in the
context of high energy resummation and to present the explicit expression for the factor
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R (M). We decide to place first this discussion since it is common to all the applications.

In our general derivation of Chap. 3, factorization scheme dependence was produced
by subleading ε correction in the anomalous dimension γ, Eq. (3.1.60). We call this factor
R in the text. However, as pointed out in Ref. [85] this is not the only factorization
scheme dependence of our construction. The second origin is linked to the factorization
structure itself which was derived explicitly in the MS scheme. Ladder exponentiation
and collinear subtraction does not commute if another scheme would be selected. In
Ref. [85], it was proved that it is possible to take into account this anomalous dimension
fluctuation, linked to the non-commutativity of ladder subtraction and exponentiation
in a further prefactor, generally called N . The product of these two scheme dependent
factors forms the R factor [69, 85] introduced in the text in our general impact factor
definition, Eq. (3.1.64).

The explicit expression for the factor R (M) at LLx turns out to be

R (M) =

√
Γ (1−M)χ0 (M)

Γ (1 +M) (−Mχ′0 (M))
exp

[
−MγE +

∫ M

0

dM ′
π

CA

ζ2 − ψ1 (1−M ′)
χ0 (M ′)

]
(C.2.1)

while we refer to Ref. [85] for the separate explicit formulas for factors R and N . In
Eq. (C.2.1), as in the text, we call χ0 the LO BFKL kernel [81] which takes the following
form

χ0 (M) = −CA

π
(2γE + ψ0 (M) + ψ0 (1−M)) . (C.2.2)

We have concluded our discussion about the factorization scheme dependence. We
are going to present all the results in the MS scheme; the reader should be able now to
switch factorization scheme using Eq. (C.2.1).

We will divide this section in several subsection, one for each treated process. In
particular, they are: Higgs boson production, both in the effective field theory framework
and in the full standard model, and one-jet inclusive production.

C.2.1 EFT Higgs boson production

The computation of the pT-impact factor in the case of the EFT Higgs boson production
was already sketched in the text, in Sec. 3.4 of Chap. 3. From the LO off-shell transverse
momentum distribution CpT

(
N, ξ, ξ̄, ξp, αs

)
, Eq. (3.4.2), the impact factor was found to

be given by the following integral

hpT
(N,M1,M2, ξp, αs) = σ0

ξM1+M2−1
p

π (1 + ξp)
N
I (M1,M2) (C.2.3)

with

I (M1,M2) = M1M2R (M1)R (M2)∫ ∞
0

dξ1 ξ
M1−2
1

∫ (1+
√
ξ1)

2

(1−
√
ξ1)

2
dξ2 ξ

M2−2
2

(1− ξ1 − ξ2)
2√

2ξ1ξ2 + 2ξ1 + 2ξ2 − 1− ξ2
1 − ξ2

2

. (C.2.4)
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To the explicit computation of I integral will be devoted the rest of this subsection.

We first change variable from ξ2 to a new variable u, defined implicitly as

ξ2 = 1 + ξ1 − 2
√
ξ1u (C.2.5)

in terms of which, Eq. (C.2.4) becomes

I (M1,M2) =M1M2R (M1)R (M2)∫ ∞
0

dξ1 4ξM1
1

∫ 1

−1

du

(
1− 1√

ξ1
u

)2

(1 + ξ1)
M2−2 (1−

√
ru)

M2−2

√
1− u2

, (C.2.6)

where r ≡ 4ξ1
(1+ξ1)2 .

With straightforward manipulations, Eq. (C.2.6) can be rewritten in terms of a single
integral function

F (M1,M2) =

∫ ∞
0

dξ1 ξ
M1
1 (1 + ξ1)

M2

∫ 1

−1

du
(1−

√
ru)

M2

√
1− u2

, (C.2.7)

as

I (M1,M2) =M1M2R (M1)R (M2)[
F (M1 − 2,M2 − 2)− 2F (M1 − 1,M2 − 2) + F (M1,M2 − 2)

− 2F (M1 − 2,M2 − 1) + 2F (M1 − 1,M2 − 1) + F (M1 − 2,M2)
]
.

(C.2.8)

We compute F by expanding (1−
√
ru)

M2 in powers of u, with the result

F (M1,M2) =

∫ ∞
0

dξ1 ξ
M1
1 (1 + ξ1)

M2

∫ 1

−1

du
(1−

√
ru)

M2

√
1− u2

=

∞∑
k=0

(
M2

2k

)∫ ∞
0

dξ1 ξ
M1
1 (1 + ξ1)

M2 rk
∫ 1

−1

du
u2k

√
1− u2

=

∞∑
k=0

(
M2

2k

)
4k
√
πΓ
(

1
2 + k

)
Γ (1 + k)

∫ ∞
0

dξ1 ξ
M1+k
1 (1 + ξ1)

M2−2k

=

∞∑
k=0

(
M2

2k

)
4k
√
πΓ
(

1
2 + k

)
Γ (1 + k)

Γ (1 + k +M1) Γ (k − 1−M1 −M2)

Γ (2k −M2)
. (C.2.9)

The sum can then be performed in closed form:

F (M1,M2) =
πΓ (1 +M1) Γ (1 +M2) Γ (−1−M1 −M2)

Γ (−M1) Γ (−M2) Γ (2 +M1 +M2)
. (C.2.10)

Substituting this expression in Eq. (C.2.8) and exploiting the properties of the Euler
Gamma function we finally get
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I (M1,M2) = πR (M1)R (M2)[
Γ (1 +M1) Γ (1 +M2) Γ (2−M1 −M2)

Γ (2−M1) Γ (2−M2) Γ (M1 +M2)

(
1 +

2M1M2

1−M1 −M2

)]
, (C.2.11)

which is the result used in the text to obtain final expression Eq. (3.4.10).

C.2.2 SM Higgs boson production

In Chap. 4 we have seen that a phenomenology study of quark mass effects on the Higgs
boson transverse momentum distribution is possible using high energy resummation. This
is due to the fact that the pT-impact factor can be computed both in the EFT framework as
in Sec. 3.4 and in the full Standard Model, thus retaining all the quark mass dependence.

In Sec. 4.2, however, we focus our attention on phenomenological implications of our
high energy analysis and the explicit form of pT-impact factor in the SM case was intro-
duced as a known result. In this subsection, we want to fill this lack by presenting more
details about the computation of this object. Discussion will follow original derivation of
Ref. [95].

We start our derivation from the computation of the LO off-shell transverse momentum
distribution CpT

. Parametrizing the off-shell gluon momenta in terms of longitudinal and
transverse components as

k1 = zp1 + kt,1

k2 = z̄p2 + kt,2 (C.2.12)

with

p2
i = 0, pi · kt,j = 0, i, j = 1, 2

k2
1 = k2

t,1 = −ξm2
H < 0, k2

2 = k2
t,2 = −ξ̄m2

H < 0 2p1 · p2 = ŝ,

kt,1 · kt,2 = −
√
ξξ̄m2

H cos θ.

we can write the coefficient function CpT(N, ξ, ξ̄, ξp, {yi}) as the following Mellin transform

CpT
(N, ξ, ξ̄, ξp, {yi}) =

∫ 1

0

dτ̂ τ̂N−1 CpT
(τ̂ , ξ, ξ̄, ξp, {yi}) (C.2.14)

where

τ̂ =
m2

H

ŝzz̄
. (C.2.15)

Note that Mellin transformation in Eq. (C.2.14) is performed for simplicity with respect to
the standard pT-independent scaling variable Eq. (1.4.7) as in the inclusive computation of
Ref. [73]: as already mentioned in the text, computing the Mellin transform with respect
to the variable x, Eq. (1.4.10), would lead to a result which differs only by subleading
terms, and thus to the same final LLx answer.

The quantity CpT(x, ξ, ξ̄, ξp, {yi}) in Eq. (C.2.14) is the transverse momentum distri-
bution

CpT(τ̂ , ξ, ξ̄, ξp, {yi}) =

∫
1

2ŝzz̄
×

 1

256

∑
col,pol

|M(g∗g∗ → H)|2
×
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×dP(k1 + k2 → ph)× δ
(
ξp − ξ − ξ̄ − 2

√
ξξ̄ cos θ

)
. (C.2.16)

In Eq. (C.2.16) dP is the phase space factor

dP(k1 + k2 → ph) =
2π

m2
H

δ

(
1

τ̂
− 1− ξ − ξ̄ − 2

√
ξξ̄ cos θ

)
dθ

2π
; (C.2.17)

the sum over off-shell gluon polarizations is performed using∑
λ

εµλ(ki)ε
ν∗
λ (ki) = −2

kµt,ik
ν
t,i

k2
t,i

; (C.2.18)

and the flux factor is determined on the surface orthogonal to p1,2.

After standard algebraic manipulations, CpT
can be written as

CpT

(
N, ξ, ξ̄, ξp, {yi}

)
= 2σ0 ({yi})

∫ 1

0

dτ̂ τ̂N−2

∫ 2π

0

dθ

2π
F̃
(
ξ, ξ̄, ξp, {yi}

)
δ

(
1

x
− 1− ξp

)
δ

(
ξp − ξ − ξ̄ − 2

√
ξξ̄ cos θ

)
, (C.2.19)

where σ0 is the LO Higgs production cross-section

σ0 ({yi}) = σPL
0

∣∣∣∣∣∣
∑
{yi}

K (yi)

∣∣∣∣∣∣
2

, (C.2.20)

σPL
0 =

GF

√
2α2

s

576π
; (C.2.21)

K (y) = 6y

(
1− 1

4
(1− 4y) ln2

√
1− 4y − 1√
1− 4y + 1

)
. (C.2.22)

In Eq. (C.2.21) (as well as in all the remaining equations in this section) the branch cut
in the logarithm should be handled by giving y a small negative imaginary part.

The rather lengthy explicit formula for the form factor F̃ is reported in the next
subsection, Eq. (C.2.35) together with some limiting cases. Note that the quark mass
dependence is contained both in the Born cross-section σ0 and in the form factor F̃ . Note
also that if the exact quark mass dependence is retained, the form factor F̃ vanishes
in the ξ, ξ̄ → ∞ limit, while it approaches a constant (F̃ → cos2 θ) in the pointlike
approximation. This fact leads to a qualitatively different high-energy behaviour in the
two cases, which was discussed in detail in Chap. 4, Sec. 4.2.3.

Inserting the expression Eq. (C.2.19) for the coefficient function CpT in the general
expression for the pT-impact factor Eq. (3.2.4) and using one delta function to perform
the τ̂ Mellin integral we obtain

hpT (N,M1,M2, ξp, {yi}) = σ0 ({yi})M1M2R (M1)R (M2)
ξM1+M2−1
p

(1 + ξp)
N

∫ ∞
0

dξ1 ξ
M1−1
1
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∫ ∞
0

dξ2 ξ
M2−1
2

∫ 1

−1

du√
1− u2

2

π
F (ξ1, ξ2, ξp, {yi}) δ

(
1− ξ1 − ξ2 − 2

√
ξ1ξ2 u

)
, (C.2.23)

where we have introduced

u = cos θ, ξ1 =
ξ

ξp
= −

k2
t,1

p2
T

, ξ2 =
ξ̄

ξp
= −

k2
t,2

p2
T

(C.2.24)

and defined
F (ξ1, ξ2, ξp, {yi}) = F̃

(
ξ, ξ̄, ξp, {yi}

)
. (C.2.25)

Eq. (C.2.23) represents the integral representation of the pT-impact factor in the case
of Standard Model Higgs production. If we are interested in a resummed evaluation,
we need to perform last integrations numerically, using a numerical form for the LLx
resummed anomalous dimension, as already performed for DIS and DY in the program
HELL [70,84].

In Chap. 4, however a perturbative expansion Eq. (C.2.23) was presented and used.
Let us comment briefly how this expansion is computed.

For the sake of extracting the first several orders in the expansion of the cross-section
in powers of αs we are interested in, we need the expansion of the impact factor in
powers of Mi. This task is not entirely straightforward because of the 1/Mi collinear
singularities coming from the ξMi−1

i terms. Although the actual singularities are removed
by the MiR(Mi) factorization terms, they prevent a naive Taylor expansion in Mi. In
Ref. [77] this problem was circumvented by analytically computing the impact factor for
arbitrary values of Mi. In the present case, however, an analytic computation does not
appear viable because of the complexity of F when the full quark mass dependence is
retained.

In order to extract the desired coefficients in the expansion of the impact factor we
then proceed as follows. First, we note that because of the kinematics in the LLx limit
we cannot have collinear singularities in both ξ1 and ξ2 at the same time. This is because
the transverse momentum of the two incoming off-shell gluons must exactly balance the
Higgs transverse momentum, so we cannot have ξ1 = ξ2 = 0 and ξp 6= 0 at the same time.
This is made explicit by the delta constraint in Eq. (C.2.23). It is then natural to split
the integration domain in two regions, one with ξ1 > ξ2 and another with ξ2 > ξ1. In the
first one, we define ξ2 = zξ1 and rewrite Eq. (C.2.23) as

hIpT
(N,M1,M2, ξp, {yi}) = σ0 ({yi})M1M2R (M1)R (M2)

ξM1+M2−1
p

(1 + ξp)
N

∫ 1

0

dz zM2−1

∫ 1

−1

2du

π
√

1− u2

∫ ∞
0

dξ1 ξ
M1+M2−1
1 F (ξ1, zξ1, ξp, {yi}) δ

(
1− ξ1(1 + 2

√
z u+ z)

)
,

(C.2.26)

where we have denoted with hIpT
the contribution from this first integration region.

We now use the delta function to perform the ξ1 integration to obtain

hIpT
(N,M1,M2, ξp, {yi}) = σ0 ({yi})M1M2R (M1)R (M2)

ξM1+M2−1
p

(1 + ξp)
N

∫ 1

0

dz zM2−1
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∫ 1

−1

2du

π
√

1− u2

[
1

1 + 2
√
zu+ z

]M1+M2

F

(
1

1 + 2
√
zu+ z

,
z

1 + 2
√
zu+ z

, ξp, {yi}
)
.

(C.2.27)

Note that in Eq. (C.2.27) the limit ξ1 → 0 is harmless and only the limit z → 0 is
associated with a collinear singularity. We compute it using the identity

zM−1 =
1

M
δ(z) +

∞∑
j=0

M j−1

(j − 1)!

[
lnj−1 z

z

]z
+

, (C.2.28)

where the plus distribution is defined as in Eq. (B.3.2).

We then rewrite Eq. (C.2.27) as

hIpT
(N,M1,M2, ξp, {yi}) = σ0 ({yi})M1M2R (M1)R (M2)

ξM1+M2−1
p

(1 + ξp)
N

∫ 1

−1

2du

π
√

1− u2
×

×
(

1

M2
F (1, 0, {yi}) +

∫ 1

0

dz
aM1+M2F (a, b, ξp, {yi})− F (1, 0, ξp, {yi})

z
zM2

)
(C.2.29)

where we have introduced the notation

a = a(z, u) =
1

1 + 2
√
zu+ z

, b = b(z, u) =
z

1 + 2
√
zu+ z

. (C.2.30)

In Eq. (C.2.29) the collinear pole in M2 = 0 has been isolated explicitly, and the remainder
can be Taylor-expanded in Mi; Eq. (C.2.29) only involves integrals over compact regions,
which can be easily performed numerically. Since F is symmetric under ξ1 ↔ ξ2 exchange,
the result for the second region ξ1 < ξ2 can now be obtained from the left hand side of
Eq. (C.2.29) via M1 ↔M2 exchange.

Combining the contributions from the two regions, we find that the expansion of the
impact factor Eq. (C.2.23) has the general structure

hpT (N,M1,M2, ξp, {yi}) = σ0 ({yi})R (M1)R (M2)
ξM1+M2−1
p

(1 + ξp)
N
×

×

c0 (ξp, {yi}) (M1 +M2) +
∑
j≥k>0

cj,k (ξp, {yi})
(
Mk

1M
j
2 +M j

1M
k
2

) (C.2.31)

with

c0 (ξp, {yi}) =

∫ 1

−1

2du

π
√

1− u2
F (0, 1, ξp, {yi}) (C.2.32)

cj,k (ξp, {yi}) =
1

(j − 1)! (k − 1)!

1

1 + δjk
×∫ 1

−1

2du

π
√

1− u2

∫ 1

0

dz
lnj−1 a lnk−1 b F (a, b, ξp, {yi})− δj,1 lnk−1 z F (1, 0, ξp, {yi})

z

+ (j ↔ k) (C.2.33)
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and a, b defined in Eq. (C.2.30). A relatively simple analytic expression for c0 will be
presented in the next subsection, Eq. (C.2.48).

Eq. (C.2.31) was the result used in the text, in Chap. 4, Sec. 4.2 and it concludes
the discussion of this section. In the next subsection we limit ourselves to present the
analytical expressions for the form factor F and c0.

C.2.2.1 Form factors and perturbative coefficients

We give here the expressions for the form factor F used in the previous section in the
computation of the pT-impact factor. We also provide analytic form of the first LO
coefficient of the expansion in power of αs of the pT-impact factor, c0.

The pT-impact factor is expressed in Eq. (C.2.23) as a double integral over ξ1 and ξ2
of a function F (ξ1, ξ2, ξp, {yi}). This function is deduced from the off-shell form factor

F̃
(
ξ, ξ̄, ξp, {yi}

)
as

F (ξ1, ξ2, ξp, {yi}) = F̃ (ξp ξ1, ξp ξ2, ξp, {yi}) . (C.2.34)

This form factor is given by [73,143]:

F̃
(
ξ, ξ̄, ξp, {yi}

)
=

2304π4

|
∑
iK (yi)|2

∣∣∣∣∣∑
i

yiA
(
ξ, ξ̄, ξp, yi

)∣∣∣∣∣
2

(C.2.35)

with the sum i which runs over the set {yi} of quarks circulating in the loop, and

A
(
ξ, ξ̄, ξp, y

)
=
C0

(
ξ, ξ̄, y

)√
ξξ̄[(

2y

∆3
+

6ξξ̄

∆2
3

)((
ξp − ξ − ξ̄

) (
1 + ξ + ξ̄

)
+ 4ξξ̄

)
− ξp − ξ − ξ̄

2
+ 2

ξξ̄ (1− ξp)
∆3

]

− 1√
ξξ̄

[
B0

(
−ξ̄, y

)
−B0 (1, y)

] [
− ξ̄

∆3

(
ξp − ξ̄ + ξ

)
+

6ξξ̄

∆2
3

(1 + ξp)
(
1 + ξ − ξ̄

)]
− 1√

ξξ̄
[B0 (−ξ, y)−B0 (1, y)]

[
− ξ

∆3

(
ξp − ξ + ξ̄

)
+

6ξξ̄

∆2
3

(1 + ξp)
(
1 + ξ̄ − ξ

)]
+

1

4π2

1

∆3

1√
ξξ̄

((
ξp − ξ − ξ̄

) (
1 + ξ + ξ̄

)
+ ξξ̄

)
(C.2.36)

where ∆3 =
(
1 + ξ + ξ̄

)2 − 4ξξ̄ and

B0 (ρ, y) = − 1

16π2

√
ρ− 4y

ρ
ln

√
ρ−4y
ρ + 1√

ρ−4y
ρ − 1

(C.2.37)

C0

(
ξ, ξ̄, y

)
=

1

16π2

1√
∆3

[
ln (1− y−) ln

(
1− y−δ+

1

1− y−δ−1

)
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+ ln (1− x−) ln

(
1− x−δ+

2

1− x−δ−2

)
+ ln (1− z−) ln

(
1− z−δ+

3

1− z−δ−3

)
+ Li2

(
y+δ

+
1

)
+ Li2

(
y−δ

+
1

)
− Li2

(
y+δ

−
1

)
− Li2

(
y−δ

−
1

)
+ Li2

(
x+δ

+
2

)
+ Li2

(
x−δ

+
2

)
− Li2

(
x+δ

−
2

)
− Li2

(
x−δ

−
2

)
+ Li2

(
z+δ

+
3

)
+ Li2

(
z−δ

+
3

)
− Li2

(
z+δ

−
3

)
− Li2

(
z−δ

−
3

) ]
(C.2.38)

with

δ1 ≡
−ξ + ξ̄ − 1√

∆3

, δ2 ≡
ξ − ξ̄ − 1√

∆3

, δ3 ≡
ξ + ξ̄ + 1√

∆3

, (C.2.39)

δ±i ≡
1± δi

2
, (C.2.40)

(C.2.41)

and

x± ≡ −
ξ̄

2y

(
1±

√
1 +

4y

ξ̄

)
, (C.2.42)

y± ≡ −
ξ

2y

(
1±

√
1 +

4y

ξ

)
, (C.2.43)

z± ≡
1

2y

(
1±

√
1− 4y

)
. (C.2.44)

The form factor A can be expressed in terms of standard one-loop scalar integrals [144]
by letting

C0(ξ, ξ̄, yi) =
m2

H

16π2
I3(−ξm2

H,−ξ̄m2
H,m

2
H,m

2
i ,m

2
i ,m

2
i ) (C.2.45)

B0(ρ, y)−B0(1, y) =
1

16π2

[
I2(ρm2

H,m
2
i ,m

2
i )− I2(m2

H,m
2
i ,m

2
i )
]
. (C.2.46)

As already stated in the main text, the analytic continuation of the form factor has to be
handled by giving y a small negative imaginary part.

Using these expressions, we obtain the following limiting cases

lim
y→∞

F (ξ1, ξ2, ξp, y) =
(1− ξ1 − ξ2)

2

4ξ1ξ2
(C.2.47a)

lim
ξp→0

F (ξ1, ξ2, ξp, {yi}) =
(1− ξ1 − ξ2)

2

4ξ1ξ2
, (C.2.47b)

which could be useful to check our computation against known results of Ref. [73, 77]

Finally, we provide an analytic expression for the first expansion coefficient c0 Eq. (C.2.32)
of the perturbative expansion Eq. (C.2.31):

c0 (ξp, {yi}) =
2304π4

|
∑
iK (yi)|2

∣∣∣∣∣∑
i

yiA (0, ξp, ξp, yi)

∣∣∣∣∣
2

(C.2.48)
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with

A (0, ξp, ξp, y) =
1

32π2

(
4y − 1− ξp
(1 + ξp)

2

[
ln2

√
1− 4y − 1√
1− 4y + 1

− ln2

√
1 + 4y

ξp
− 1√

1 + 4y
ξp

+ 1

]

+
4ξp

(1 + ξp)
2

[√
1− 4y ln

√
1− 4y + 1√
1− 4y − 1

−

√
1 +

4y

ξp
ln

√
1 + 4y

ξp
+ 1√

1 + 4y
ξp
− 1

]

+
4

1 + ξp

)
. (C.2.49)

C.2.3 One-Jet inclusive cross section

For a sake of completeness, in this section we want to present analytic expressions about
the first application of the high energy formalism to a coloured final state, in particular
the one-jet inclusive cross section. The objective is the computation of the impact factor
for the partonic processes:

g + g → g +X, (C.2.50)

g + q → g +X, (C.2.51)

q + q → g +X, (C.2.52)

q + g → q +X, (C.2.53)

q + q → q +X. (C.2.54)

Using relations (3.2.11), we can reduce the number of impact factors we need to evaluate
to only two,

g + g → g +X, (C.2.55)

q + g → q +X. (C.2.56)

As exposed in the text, in Sec. 3.2.2, the computation of these impact factors is based
on the evaluation of the off-shell cross section for the LO off-shell processes:

g∗ + g∗ → g, (C.2.57)

g∗ + q → q. (C.2.58)

This calculus was performed by means of the standard QCD Feynman rules in the Feyn-
man gauge, and of two gauge-restoring techniques, namely the prescriptions of Ref. [86]
and the Wilson lines technique of Ref. [88], in order to cross-check our results. We do not
enter into details about Wilson lines technique and we refer interested reader to original
Ref. [78]. Here we limit ourselves to present final results.

The off-shell matrix element for the process Eq. (C.2.57) turns out to be

¯|M|2 = αs
CAπ

2
zz̄s (C.2.59)
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while for the process Eq. (C.2.58) we obtain

¯|M|2 = αs
CFπ

2
zz̄s (C.2.60)

where we are using the kinematics defined in Eqs. (C.2.13) with the substitution mH → p2
T

and pT the modulus of the transverse momentum of the emitted gluon (quark).

From the off-shell matrix elements, the derivation of the impact factors is very straight-
forward. We start from the pure gluonic partonic channel. First, by putting together the
squared matrix element Eq. (C.2.59), the phase space volume element

dΦ1 =
2π

p2
T

δ

(
1

τ̂
− 1

)
, (C.2.61)

the flux factor

φ = 2zzs, (C.2.62)

and extracting an overall factor of p2
T we obtain the dimensionless cross section of g∗g∗ → g

σ̄
∣∣
g∗g∗→g = p2

Tσ
∣∣
g∗g∗→g = σ0 δ(1− τ̂), (C.2.63)

where we have defined

σ0 =
CAπ

2

2
αs. (C.2.64)

In Eq. (C.2.61) and Eq. (C.2.63), we define our Mellin variable τ̂ as

τ̂ =
p2

T

zz̄s
(C.2.65)

in analogy with the Higgs case, Eq. (C.2.15).

Then, the hard coefficient function is obtained by imposing on the dimensionless off-
shell cross section Eq. (C.2.63) transverse momentum conservation and then by perform-
ing angular integration over the possible direction of incoming transverse momenta:

C(τ, ξ1, ξ2, αs) =

∫ 2π

0

dθ1

2π

∫ 2π

0

dθ2

2π
σ̄
∣∣
g∗g∗→gδ

(
1− ξ1 − ξ2 − 2

√
ξ1
√
ξ2 cos θ1

)
,

(C.2.66)

whose explicit expression in Mellin space reads

C(N, ξ1, ξ2, αs) =
σ0

2π

2√
2ξ1ξ2 + 2ξ1 + 2ξ2 − 1− ξ2

1 − ξ2
2

, (C.2.67)

where N is the Mellin variable conjugate to τ̂ . Variable ξ1 and ξ2 are defined in the same
way as in previous section C.2.2.

Finally, the impact factor is computed by applying Eq. (3.2.4) on hard coefficient
function Eq. (C.2.67) and by performing Mellin integrations. Mellin integrations are
completely equivalent to the ones present in the EFT Higgs boson production case of
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Sec. C.2.1; the results in that subsection can be used to solve Mellin integrals in this step.
The final result reads

h(N,M1,M2, αs)
∣∣∣
gg→g

= σ0 M1R(M1)M2R(M2)
Γ(M1)Γ(M2)Γ(1−M1 −M2)

Γ(1−M1)Γ(1−M2)Γ(M1 +M2)
.

(C.2.68)

Similar steps leads to the following form for the impact factor of the process Eq. (C.2.58)

h (N,M,αs) =
CF

CA

σ0MR (M) (C.2.69)

thus concluding our derivation in the one-jet inclusive case. As already said, the impact
factors of all the other partonic channels can be derived from Eq. (C.2.68) or Eq. (C.2.69)
using relations Eqs. (3.2.11).

Let us conclude this subsection with an important remark. All the impact factors
computed in this section does not take into account indistinguishability of gluons in the
final state. Therefore, they have to be corrected using the formula presented in Sec. 3.2.2,
Eq. (3.2.18). In particular, each impact factor has to be corrected with a different m.
m = 1 in the gg → g case, m = 0 in the gq → g case, m = −1 in the qq → g case. This
difference is due to the presence of quarks in the initial state (see Ref. [78] for details).
On the contrary, the impact factors for the processes gq → q and qq → q have not to be
corrected since they do not contain gluons in the hard final state.
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