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Ad Enzo



“E’ assai noto

che non c'é uomo tanto ebete e stupido, neppure un pazzo,

che non sia capace di mettere insieme diverse parole

e farne un discorso per comunicare il suo pensiero;

e che al contrario

non c'e altro animale, per quanto perfetto e felicemente creato,
che possa fare lo stesso. ”

Discorso sul metodo, parte V, 1560
René Descartes

“Una ricerca biologica sul linguaggio appare necessariamente paradossale
dal momento che viene cosi ampiamente ammesso
che le lingue consistono di convenzioni culturali di natura arbitraria.”

I fondamenti biologici del linguaggio, 1967
Eric Lenneberg
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. Introduction

Language is a unique and essential instrument of human thought and communication, so much so that
Charles Darwin argued that “language is an instinct, exactly like the upright posture” (Moro et al.,
2003). It consists of lexical items expressed following phonological, semantic and syntactic rules,
and, when it is used in verbal communication, these internal representations are translated in sounds

by means of sensory-motor system able to connect internal word to the external one.

The language communication can be subdivided in verbal communication (or speech production),
listening and reading. In speech production, human activates a lexical concept and selects the
corresponded-lemma (words). After that, human selects in sequential way the sounds (or
phones/phonemes: distinct language sounds) composing the target words’s morphemes (a morpheme
is the smallest meaningful unit, not identical to a word) and these spelled-out segments are
successively clustered in syllabic patterns. As syllables are incrementally created, they are rapidly
turned into motor action instructions. The produced-words are combined in proper hierarchical
structures to form a sentence, by means syntactic rules, while the semantic rules control the meaning
of the whole sentence, on the basis of the meaning of each lexical item. In listen and read
words/sentences, instead, human codes the phonemes and the graphemes, respectively, and retrievals

and selects the corresponded-lemma.

Before to begin this treatise, a first important distinction must be made between two terms apparently
synonyms: language and speech. The term language underlies the complex ability to use a set of
words, symbols and rules to communicate, while the term speech refers to the sequence of articulatory
movements (phono-articulatory gestures) culminating in the phonation and articulation of words at

the basis of verbal production/comunication.

11 LANGUAGE EVOLUTION

The human language as we know it, characterized by grammar rules, is a recent evolutionary
achievement: archaeological evidence suggests that it emerged within the past 100000 years with

Homo sapiens (Tattersal, 2010, Bickerton, 2007). According Derek Bickerton (1926 - today), the
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earliest Homo (2.3 to 2.4 million years ago) already communicated with a form of “protolanguage”,
which then underwent further evolution as a result of the behavioural adaptation pressure faced by
Homo habilis (2.3 to 1.4 million years ago). This ancestral structure of language can be re-called in
the so-called “pidgin” languages, i.e. simplified languages used as a means of communication
between people not sharing a common language, in the early words that children pronounce, in the
symbols used by trained chimpanzees in artificial conditions and finally in utterances of some
children affected by in speech delay disorders (Kirby, 2007; Ardila, 2015). A partially different view
of language evolution is proposed by Ray Jackendoff (1945 — today) suggesting the succession of
several consequent intermediate stages or protolanguages resulting eventually in the complete,

complex structure of modern human languages.

Concurrently to the development of the theoretical linguistic models, the evolutionary biologists
examined species with a very ancient common ancestor with humans, searching for evidence of
convergent evolution, or alternatively, species with relatively recent common ancestor with humans
to search for shared features. However, at present none of these two approaches can be adopted to
study language, given that no animal species shows a function equivalent to human language.
However, some of the essential features of the spoken human language, such as the production of
sequences of ordered sounds, show interesting similarities with other species, such as the songbirds.
In human and songbirds off springs, individuals imitate the vocalizations of adults during a sensitive
period early in life and they go through a “babbling” stage before they reach the adult mature mode
(Berwick et al., 2013; Berwick and Chomsky, Why only us: Language and Evolution, 2016). Both
humans and songbirds share a vocal organ (i.e. the larynx and syrinx respectively) controlled by
central neural pathways to sub-serve different functions as vocalizing, swallowing and airway
protection. In both species, the development of motor control of vocal systems emerges from the
complex sensory-motor interaction between morphological changes occurring in the developing
vocal organ with central neural control mechanisms (Riede and Goller 2010).

Vocal organs. In songbirds, sound is generated by the interplay between the syrinx, the vocal organ
located at the caudal end of the trachea, and the respiratory system. Sound results by the airflow
through a pair of labia, functionally similar to vocal folds in the human larynx, inducing their
vibration. As for the human larynx, the muscle activity of the syrinx sets the oscillating tissues into
pre-phonatory position, and the viscoelastic properties of the vibrating tissues determine acoustic
output. The human vocal tract is, instead, located in the cranial end of the trachea and it includes
different portions of the larynx (sub-laryngeal, intra-laryngeal and supra-laryngeal), the nasal, oral
and pharyngeal cavities, all parts of the upper airways. In humans, the area and length of the supra-
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laryngeal vocal tract and the nasal tract can be modulated and, accordingly, the pith, the timber and
the intensity of the vocal sound are affected (Kirby, 2007). The same mechanism is not found in
songbirds. Thus, even if the vocal organs itself (and the respiratory systems) of the two species are
similar, the properties of the resonant cavity differ significantly leading in a higher degree of freedom
in sound modulation specifically developed in humans (Riede and Goller 2010).

Central nervous system. In humans and songbirds, the central neural circuits controlling vocal

production share the same main targets, such as the regulation of airflow, the control of sound
frequency. Interestingly songbirds are reported to have human-like left hemispheric dominance in
cortical activation during birdsong learning (see below for dominance language hemisphere,
Moorman et al., 2012) and show a cortical segregation among the areas devoted to vocal production
and those involved in auditory perception. In a comparative approach, it has been suggested that in
human Broca’s area might be the analogue of the Pre-motor Nucleus in songbirds and the Wernicke’s
region in human of the Caudomedial Nidopallium in songbirds (Bolhuis et al., 2010, Moorman et al.,
2012).
The songbirds and the humans have also genetic common factors, in particular transcription factors
(i.e., FOXP2, enhancer) not found in vocal not-learners (for example monkeys and chimpanzees;
Pfenning et al., 2014). Despite these very interesting similarities, when considering the cognitive
features of human language, the two species —songbirds and human- significantly diverge. The human
language is, in fact, composted by hierarchical structures that are assembled by combining words into
higher-order phrases and whole sentences (Berwick et al., 2011). In birdsongs, individual notes are
also combined as particular sequences into syllables, syllables into “motifs”, and the “motifs” into
complete song. These elements sequencing in the songs are controlled by rules, called “phonological
syntax”. However, at present, there is no evidence to suggest that birdsongs can form context-free
languages or exhibit the hierarchical structure that characterizes the human language (Beckers et al.,
2012). Therefore, the auditory—vocal learning ability evolved in both humans and songbirds, due to
a convergent evolution, is not enough to explain the emergence of a complex cognitive structure as
that of the human language. The human language has, in fact, a component of externalization of the
internal representations, which limits the comparative power of the songbird model (Berwick et al.,
2013).

Instead, the comparative phylogenetic studies among the humans and the non-human primates, a
specie with relatively recent common ancestor with humans, reveal structural similarities and also
differences in brain structures possibly related to language and specifically:

)] the subcortical fibres connecting the cortical areas mainly devoted to language perception

and production (see below Wernicke’s area and Broca’s area, respectively) are more
10



developed in humans compared to non-human primates, coherently with the observation
that the latter do not speak;

i) the analysis of the oro-facial musculature and the central nervous structures (Sherwood et
al., 2003, 2004a, 2005; Diogo et al., 2009), controlling facial movements (speech
production), suggests that some facial muscles, such as lower perioral centrifugal muscles,
are phylogenetically recent and are more developed in humans compared to non-human
primates;

i) in the non-human great apes and humans, the motor cortices innervating the oro-facial
muscles are thicker and show more complex local circuitry. In these species the oro-facial
muscles are mainly controlled by the primary motor cortex that sends a larger contingent
of direct projections to motor nuclei driving oro-facial muscles (Kuypers, 1958a,b;
Sherwood et al., 2004a,b), when compared to the other monkeys;

Thus, overall considering the literature on songbirds and non-human primates, the evolutionary
biologists conclusively suggest that there is not an animal model that shares with humans a convergent
evolution of language development. On one side, the songbirds share with humans a degree of genetic
and brain homology, particularly involved in auditory learning and vocal production, on the other
side, the motor control of the phono-articulatory apparatus (oro-facial muscles) share interesting
similarities with monkeys (Berwick et al., 2013). Given the complexity of the human language
function, non-available in animal models, it seems to be adequate to study the neural control of this
cognitive human ability only in humans, by means of direct and indirect techniques (direct electrical
stimulation, electroencephalography or corticography, functional magnetic resonance imaging)

during language tasks.
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12 HUMAN LANGUAGE

The fundamental feature of human language is that we can produce and understand a boundless
number of expressions, intelligible only to others sharing a common knowledge.

The most recent theories on human language claims that it is based on a computational mechanism,
realized by neural networks, that produces an array of structured expressions. This array depends on
the interaction of the genetic endowment with the external input (i.e. environmental stimuli). The
genetic potential includes the so-called “universal grammar”, or rather the common syntax among all
human languages, the constraints ingrained in the brain structure and other cognitive pre-conditions
(e.g., the analytical capacity).

The computational theory emerged recently, given that until the first half of the twentieth century the
human language was considered a faculty developing on behavioural basis rather than on a
computational mechanism. In 1957, in a publication entitled Verbal Behaviour, Burrhus Frederic
Skinner (1904-1950) attributed the language to a simple associative mechanism: the human
pronounces single words and/or phrases in a determined context due to the experiential positive
association between those words and phrases and the same context. Subsequently, Avram Noam
Chomsky (1928 — today) proposed the so-called “computational theory of the mind”, at present the
most accredited. According to this theory, human language is considered:

- a computational ability composed by abstract representations as input (categories of
information as noun and verbs), calculates relationships between the representations and
derives a combinatorial set;

- aproductive ability: based on a set of categories of information and on computational rules
(phonological and semantic), it generates an endless stream of possible combinations (phrase
and sentences by means of syntactic rules).

A.N. Chomsky also postulated the existence of an innate substrate underlying human language ability,
already existing at birth. According to this model, the new-born has a “pre-loaded”
knowledge/cognitive matrix of language, allowing her/him to activate the detailed syntax of all
existing human languages. This theory is based on the evidence of a common syntax among all human
languages, defined by Chomsky as the “universal grammar” (Hickok, Text-book: The Myth of Mirror
Neurons: The Real Neuroscience of Communication and Cognition, 2014). It is in light of this
universal grammar common to all languages that emerges the theory of an innate substrate, i.e. an
innate brain network underlying both the computational and the productive ability characterizing the
human language (Musso et al., 2003). The evolution of this brain network marks the origin of

language ability in humans (Berwick et al., 2013).
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Linguistic theories within the human brain

To the present knowledge, the neural network underlying the human language ability is composed by
cortical and subcortical brain structures involved in: i) the perception of acoustic speech-related
inputs; ii) the comprehension of language allowed by matching conceptual and semantic
representations; iii) speech production according (or irrespectively) to comprehension; iv) the
repetition of words and not-words. Thus, at the neural level, two are the core computational
components of language, i.e. conceptual component and a sensory-motor interface, each one
consisting in a set of brain areas connected via dedicated systems of connecting fibers and together
composing the neural language network.

In the historical classic model, describing the language network, the motor and sensory areas of the
brain were in charge of the language production and perception, respectively. Within this model, the
motor areas were identified in the inferior frontal gyrus and in particular in the region called “Broca's
area”, while the sensory areas in a region of the superior temporal gyrus called “Wernicke's area”. In
this model, a subcortical fasciculus, called arcuate fasciculus, connects the sensory with the motor

areas to allow the sensory-motor integration fed mainly by auditory inputs (Fig. 1.1).

A ; Wernicke’s
Broca’s area Arcuate area (sensory

(motor word fasciculus word image)

Figure 1.1 Classical model of language
organization in the left hemisphere of the brain.
Broca’s area (gold) is located in the inferior frontal
gyrus and Wernicke’s area (green) in the posterior
superior temporal lobe, connected by the arcuate
Language concept (via fasciculus.

diffuse C.omco'comcal From Chang et al., 2014

connections)

For more than one century this model was not challenged nor discussed, but the development of the
functional neuroimaging techniques and of the intraoperatory brain mapping during resection of brain
tumours, by means of direct electrical stimulation, provided new insights on the neural circuitry

underlying the language function. Based on the most recent evidence acquired by new techniques, a
13



new and more modern neural model for language emerged. According to this model, the language

function is sub-served by two circuits (or streams) called the “dorsal” and the “ventral” streams (Fig.
1.2). The ventral stream involves structures in the inferior frontal lobe, the superior and middle
portions of the temporal lobe (Berwick et al., 2013) and portions of occipital lobe (Chang et al., 2015)
and is suggested to be involved in processing of visual and acoustic speech-related inputs to allow
the comprehension (language recognition). The dorsal stream involves structures in the posterior
frontal lobe, the posterior and most dorsal temporal lobe and the parietal operculum and is suggested
to have a role in translating acoustic speech-related signals into articulatory gestures in the frontal
lobe, a sensory-motor integration needed both for speech development and production. Therefore, the
dorsal pathway (blue in Fig. 1.2) translates the sensory representations into articulatory gestures,
while the ventral pathway (pink in Fig. 1.2) translates the sensory or phonological representations

into lexical conceptual representations (Hickok and Poeppel, 2007).

Via higher-order frontal networks

Articulatory network Sensorimotor interface Input from
pIFG, PM, anterior insula | < » | Parietal-temporal Spt | «<=— other sensory
(left dominant) Dorsal stream (left dominant) modalities
‘ } }
Spectrotemporal analysis Phonological network
Dorsal STG — Mid-post STS c&'}gzrt‘éiaslt:gmgék
(bilateral) (bilateral) Y
, !
Combinatorial network | Ventral stream Lexical interface
aMTG, alTS — pPMTG, pITS <
(left dominant?) (weak left-hemisphere bias)

Figure 1.2 Dual stream model of the human language: the modern theory. pIFG = posterior inferior frontal gyrus;
PM = pre-motor cortex; STG = superior temporal gyrus; Spt = sylvian-parietal-temporal area; STS = superior temporal
sulcus; MT = middle temporal lobe; ITS = inferior temporal sulcus; MTG = middle temporal gyrus.

From Hickok and Poeppel 2007, modified.
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The Classic Theory

Two centuries ago, the pioneering observations of Paul Pierre Broca (1824-1880) and Karl Wernicke
(1848-1905) led in the identification of some of the main cortical areas sub-serving human language
ability. These areas were identified, in patients with brain lesions, by matching the site of injury with
the occurrence of specific deficits in language function. Due to the scientific significance of their
studies, the portion of the inferior frontal gyrus supposedly associated with the function of speech
production was named Broca's area, while the posterior superior temporal cortex supposedly
associated with the understanding of language was named Wernicke's area. More recent studies,
however, suggested that this dichotomic results from an excessive over-simplification of the complex
mechanisms sub-serving language ability. It was indeed clear, already at the time of P.P. Broca and
K. Wernicke’s studies, that the lesions in the frontal lobe caused both production and comprehension
deficits, and vice versa for lesions involving lesions of the areas of the temporal lobe. Despite an
exponential increase in the number of studies on the neurobiology of language over the past 15 years,
and the emergence of the computational models of language many fundamental issues, e.g. the exact
role of Broca’s and Wernike’s area in the complex modern model of language network remain, at

present, unresolved.

Broca’s area

In the 1860s, P.P. Broca, a French surgeon, anatomist and anthropologist, examined a 51-year-old
patient with multiple neurological problems, who lost the ability to speak. When attempting to speak,
the patient could only produce a single repetitive syllable: “tan”. Intonation was not affected. When
the patient died, the post mortem inspection of the brain showed a lesion on the surface of the left
frontal lobe (Fig. 1.3). The association between the lesion and the deficit was presented to the
Anthropological Society and to the Anatomical Society of Paris as the evidence that cognitive
functions can be localized in specific cortical area of the brain.

The investigation of another patient with similar deficits associated to lesions in the frontal lobe (Fig.
1.4) strengthened P.P. Broca’s conclusion: “the integrity of the third frontal convolution (and perhaps
of the second) seems indispensable to the exercise of the faculty of articulate language”. He found
in the second patient that “the lesion occupied exactly the same seat as with the first - immediately

behind the middle third, opposite the insula and precisely on the same side” (Dronkers et al., 2007).
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Figure 1.3 Photographs of the brain of
Leborgne (first patient). In the pic above:
lateral view of the brain. The external lesion
is clearly visible in the inferior frontal gyrus.
The softening in the area superior and
posterior to the lesion suggests further
cortical and subcortical involvement. In the
pic below: close-up of the visible lesion in
the brain.

From Dronkers et al., 2007, modified.

Figure 1.4 Photographs of the brain of
Lelong (second patient). In the pic above:
the frontal, temporal and parietal lobes have
retracted due to severe atrophy, exposing
the insula. In the pic below: close-up of the
visible lesion in Lelong’s brain. Note that
only the most posterior part of what is
currently called Broca’s area is infarcted;
the anterior portion is completely spared.

From Dronkers et al., 2007, modified.
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Since then, the third frontal convolution, at present anatomically defined the pars opercularis and
pars triangularis of the inferior frontal gyrus (Brodmann’s (1909) areas 44 and 45: BA44-BA45),
was considered the cortical region controlling the motor articulation of language (Fridriksson et al.,
2015). This finding demonstrated, importantly, that the left hemisphere was dominant for the
language articulation and since then, all the deficits in language production following the lesion of
Broca’s area, patients were affected by so-called Broca’s or production aphasia (Dronkers et al.,
2007). Years later, it was demonstrated that, despite the lesion of Broca’s area was needed to induce
Broca’s aphasia, other brain structures such as the insula, parietal regions, and their underlying white
matter might be involved. Although the attribution of Broca’s aphasia to a pure lesion of Broca’s area
has been highly debated, no doubts have been arised on the critical role of this area in language

production so far (Fridriksson et al., 2015).

Wernicke’s area
Soon after P.P. Broca made his revolutionary observations, Karl Wernicke, a German physician,
anatomist, psychiatrist and neuropathologist, suggested the cortex located posterior to the central
sulcus to be responsible for the language-related sensory functions. This hypothesis was supported
by the observation that lesions in the posterior superior temporal lobe were associated to paraphasic
errors with impaired naming, repetition and comprehension of words, but preserved speech fluency
(Chang et al., 2015). Moreover, K. Wernicke suggested the involvement of the frontal and the
temporal areas of language in the memory storage of motor and sensory representations and
accordingly nowadays, Broca’s area was suggested to host the “motor images of speech”, while the
posterior superior temporal cortex, named Wernike’s area (Brodmann area 22, BA22), the “acoustic
images for words” (Hickok and Poeppel, 2004). According to this view, K. Wernicke postulated a
connection, by means of subcortical fibres (Fig. 1.1), between the two areas, firstly needed in
postnatal language development acquisition. According to this theory, the child, upon hearing a word
or syllable, reflexively mimics that same word/syllable in speech. This in turn would cause the
simultaneous activation of the corresponding sensory and motor representations in the cortex, leading
eventually in a direct reflex association occurring via a cortico-cortical pathway running behind the

insular cortex (Fig. 1.1 and 1.5).
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Figure 1.5 K. Wernicke (1848—1905) and his representation of the language network from his 1874 MD thesis.

From Catani and Mesulam, 2008.

According to K. Wernicke, these sensory (acoustic) and motor representations of a word were distinct
from the concepts with which they were associated: while the acoustic representation of a word was
a purely auditory entity, the concept emerged as the sum of all the representations stored in memory
and associated with it: understanding the meaning of a word implied the association between the
incoming acoustic representation and all the memory representations of the related concept. In such
a model, an anatomical connection between the two cortical language centres must be paralleled by
a system connecting the conceptual representations. The spontaneous production involved the arousal
of a conceptual representation, which feeds the corresponding motor and sensory representations of
the concept to be translated in sounds. In such a model, despite the degree of overlap between
language perception (sensory) and production (motor), lesions in different areas of the system were
expected, and actually confirmed by the clinical observations, to result in different deficits: lesions
of the frontal areas produced a deficit in the production of speech leaving intact the language
comprehension (production or Broca'’s aphasia), while lesions to temporal cortex lead in deficits in
the comprehension (sensory or Wernicke’s aphasia). An “intermediate” deficit results instead from
the disconnection of the fibres connecting frontal and temporal areas (see Fig. 1.5, conduction
aphasia), characterized by repetition errors with intact fluency and comprehension (Chang et al.,
2015). A more detailed explanation of the conduction aphasia was given by Norman Geschwind
(1926-1984), an American behavioural neurologist, who suggested the involvement of a specific
group of fibres connecting Wernicke’s area with Broca’s area, called the arcuate fasciculus (see Fig.

1.6, Chang et al., 2015). Based on these anatomical findings, the Wernicke-Geschwind language
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model was proposed claiming that upon hearing a word, a sensory word representation was created
in Wernicke’s area. The meaning behind the word (the conceptual representation) was deduced from
the interaction among different connections originating from the language centres. Simultaneously to
the sensory representation, a motor word representation emerged in Broca’s area as a result of the
reflexive cortico-cortical connections between the two primary language areas, thus the acoustic
image was essential for the selection of the proper motor word image. According to this model, the
spontaneous production of language re-called the concept, which then sequentially activated the

sensory and motor word representations.

Figure 1.6 Norman Geschwind (1926—1984) and his representation of the language network from his 1970
Science paper. B: Broca’s area; W: Wernicke’s area; A: arcuate fasciculus.

From Catani and Mesulam, 2008.

Criticisms on the Classical Theory

P. P. Broca and K. Wernicke gave a priceless contribution in the investigation of neural circuits

underlying language ability, the classical model emerging from their studies is still not comprehensive

for the following issues.

a) It does not clarify how the phonological (sounds), lexical (words), semantic (meaning of words
and sentences) components of language are processed nor where and how the syntactic processes
are computed.

b) It does not explain the evidence that Broca's, Wernicke's and conduction aphasia do not occur
solely as a result of pure lesions of Broca’s and Wernicke’s area and the arcuate fasciculus

respectively, but are also observed following lesions of other brain structures:
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- Broca’s aphasia. Studies on pure lesions of Broca’s area failed to associate production aphasia

to the lesion and rather reported a transitory, rapidly improving mutism (Mohr et al., 1978).
This observation was supported by the neuroradiological analysis (high resolution MRI
analysis, see Dronkers et al., 2007) of the preserved brains of P.P.Broca’s patients, showing
that the lesion was not confined to the inferior frontal gyrus (Fig. 1.7), but involved also the
inferior parietal lobe, the anterior superior temporal lobe and the insula, with many subcortical

structures, including the basal ganglia (claustrum, putamen, globus pallidus, head of caudate

Figure 1.7 High-resolution MRI of the preserved brain of Leborgne with representative slices throughout the brain.
The first row shows the photographs of the lateral and superior surfaces of the brain, with lines indicating the slices shown
below. Row A shows axial slices, Row C coronal slices, and Row S sagittal slices through the left and intact right
hemisphere for comparison with each other. In the axial and coronal planes, the left hemisphere appears on the left side
of the images. The following structures are delineated: interhemispheric/longitudinal fissure (orange), central
sulcus/Rolandic fissure (dark blue), sylvian/lateral fissure (aqua), inferior frontal sulcus (red), superior frontal sulcus
(yellow), frontomarginal sulcus (pink), superior temporal sulcus (light green) and inferior temporal sulcus (brown).
Sagittal slices S3 and S4 show the superior portion of the right hemisphere crossing over the midline due to extensive
damage in the left hemisphere.

From Dronkers et al., 2007.
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nucleus), internal and external capsules and other white matter tracts (superior longitudinal
fasciculus, medial subcallosal fasciculus). In light of this finding, the aphasia described by P.
P. Broca, as a permanent loss of the ability to articulate language, might be due to a lesion of
anatomical regions different from Broca’s area but adjacent to it and focused the attention on
deep grey matter, and in particular the thalamus and the basal ganglia, previously not believed
to be involved in the control of language function (Dronkers, 2000).

- Wernicke’s aphasia. It has been observed that Wernicke’s aphasia, follows pure lesion of

Wernicke’s area (BA22), as well as lesions to the posterior medial temporal gyrus and
underlying white matter, the anterior superior temporal gyrus, the superior temporal sulcus
and angular gyrus, and two prefrontal areas (BA46-BA47) (Dronkers et al., 2004).

- Conduction aphasia. Recent evidence showed that it is not caused by damage to arcuate

fasciculus and appears not to be actually a disconnection syndrome. Perception of language

seems to be computed bilaterally in the brain (Hickok et al., 2008).

The Modern Theory

Recently, a new linguistic organization model, overcoming some of the limitations of the classical

theory, has been proposed. This modern model accounts for the production, the comprehension and
also the complexity (from phonology to syntax) of language.

The human language is in fact composed of three components: the syntactic rules and representations,
the sensory-motor interface, and the internal conceptual-intentional interface (Berwick et al., 2013;
Fig. 1.8).

The syntactic rules and representations. The syntactic rules and representation levels constitute
the basis of the language system. The levels of representation are: i) the phonological level, where
the sequences of sounds are checked; ii) the syntactic level, where words are combined yielding the
proper hierarchical structures; iii) the semantic level, where the meaning of the whole sentence is
computed on the basis of the meaning of each lexical item (Moro et al., 2001). The mental expression
emerges once the three levels are all computed.

External sensory-motor interface. Through the sensory-motor interface, the mental expressions
are transmitted to the external world. Once the pre-lexical intention is transformed into lexical units
(words), temporally sequenced and coded on the phonological, syntactical and semantic levels (Levelt
et al., 1999), the sensory-motor system produces words by organizing the movement of the phono-

articulatory apparatus. The latter is composed of the about 100 muscles used for verbal
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communication as well as for other functions (e.g. grasping, mastication and communicative
expressions. Kent, 2000).

Internal conceptual-intentional interface. The internal conceptual-intentional interface connects
the mental expressions to semantic-pragmatic interpretation, reasoning, planning, and other activities
of the internalized “mental world”, inasmuch the human language serves primarily as an internal

instrument of thought.

Syntactic rules and
representations

+

Words (lexical items)

Externa!izary \

Internal conceptual-intentional
interface

External sensory-motor interface

Phonological form
acoustic-phone

Perception Production

Sounds
(external

Concepts, intentions, reasoning
(internal to organism)

Figure 1.8 Theoretical model of the human language.

From Berwick et al., 2013.

The modern model of neural network underlying emerges very similar to the “dual stream” model

proposed, and widely accepted, to explain the visual system, i.e. the so-called “dual stream model”.

Dual stream model
Dual stream in the visual system. The visual system is functionally organized in two main streams:
the dorsal and the ventral stream, named the “where” and “what” pathway (Mishkin et al., 1982)
respectively, due to their functional role in processing visual information computed in the occipital
visual cortex. In the dorsal stream, the occipital visual cortex projects to parietal areas to sub-serve
the sensory perception regarding the object location (the so-called “where” pathway), needed to

visuo-motor integration (Andersen, 1997; Rizzolatti et al., 1997); while in the ventral stream, the
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occipital visual cortex projects to the inferior temporal areas and it is involved in processing object
identity (the “what” pathway, Hickok and Poeppel, 2004).

Dual stream in the language system. The dual stream model of language emerges from the
observation that language needs a double processing of acoustic inputs: first verbal speech conveyed
by acustic input must be understood, i.e. linked to conceptual-semantic representations (ventral
stream) and, second, acoustic inputs are needed to sensory-motor control of speech production (dorsal
stream). The “segregation” of these two pathways is demonstrated by the fact that humans can
translate a sound into phono-articulatory gestures without a mandatory involvement of the conceptual
system, e.g. during pseudo-word repetition. Moreover, in acquired or congenital neurological disease
or temporary deactivation of the motor system controlling the ability to actually perform speech, the

comprehension of the spoken language in not necessarily affected/impaired (Hickok, 2012).

In 2000, Hickok and Poeppel were the first to hypothesize the cortical dual stream model sub-serving
the linguistic process, mostly related to single word tasks. According to this model, upon hearing a
word, the Superior Temporal Gyrus (STG, in red in Fig. 1.9, Hickok and Poeppel, 2000), including
the Superior Temporal Sulcus (STS), is activated bilaterally to perform a spectro-temporal and
phonological analyses of the incoming speech sounds (Chang et al., 2014). The STS elaborates all
the phonological information (Indefrey and Levelt, 2004; Hickok and Poeppel, 2007). This site

A dorsal stream

articulatory-based
speech codes

auditory-motor
interface

acoustic-phonetic
speech codes

sound-meaning
interface

auditory
input ventral stream )
Figure 1.9 In the panel A: the language
model proposed by Hickok and Poeppel. In the
B plIF/dPM (left) Area Spt (left) panel B: lateral view of the left hemisphere.
articulatory-based auditory-motor interface The frontal areas (blue areas) thought to

speech codes support articulatory-based speech codes comes

from functional imaging studies of object
naming and articulatory rehearsal processes.
The stippled area (superior temporal sulcus)
represents a region, which appears to support
phoneme-level representations

plF = posterior Inferior Frontal gyrus; dPM =
dorsal PreMotor cortex; STG = Superior
Temporal Gyrus; pITL = posterior Inferior
Temporal Lobe; Area Spt = Sylvian-parietal-
temporal area.

STG (bilateral)
acoustic-phonetic PITL (left)
speech codes sound-meaning interface From Hickok and Poeppel, 2004.
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represents the origin of the two streams: the ventral stream, involved in mapping sound into meaning,
and the dorsal stream, using sounds to control the phono-articulatory gestures (Hickok and Poeppel,
2000).

The ventral stream projects ventral-laterally, involving the STS and the STG (Fig. 1.2), and
ultimately the posterior Inferior Temporal lobe (pITL, i.e. portions of the Middle Temporal Gyrus
(MTG) and Inferior Temporal Gyrus (ITG)). The pITL serves as interface between sound-based
representations of speech, perceived in STS-STG, and the conceptual representations (sound-to-
meaning interface, i.e. the lemma level of representation). Despite being well represented in both the
hemispheres, the ventral stream appears to be left-dominant.

The dorsal stream projects dorsal-laterally from the STS to the posterior frontal lobe (in blue in Fig.
9) and particularly to the Broca’s area, the frontal operculum, the insular cortex, the oro-facial
representation in primary motor area, all involved in speech production. The dorsal stream is indeed
believed to control the sensory-motor integration needed to translate the acoustic information into
phono-articulatory gestures (motor representations, see above). Critical region for sensory-motor
integration is the Sylvian—parietal-temporal area (Spt), located deep in the posterior portion of
Sylvian fissure between the parietal and temporal lobes.

HSFC model

Language perception. The language perception is needed to understand the other’s verbal
communication and to control our personal ongoing speech performance (The Handbook of Speech
Production, First Edition. Edited by Melissa A.Redford. John Wiley & Sons, Inc. Published 2015),
i.e. words, syllables, as well as the meaning conveyed by them (Levelt, 1989). The auditory cortex
plays an important role in perception of verbal language: congenitally deaf children cannot speak
(Smith, 1975; Oller and Eilers 1988). However, the auditory feedback is not the only type of sensory
feedback that the CNS (central nervous system) receives, given that the number of phonemes that we
produce in one second (Levelt, 1999) is beyond the computational rate of the auditory system. The
CNS receives, in fact, also the somatosensory feedback (proprioceptive mainly) from the phono-
articulatory apparatus. However, an impairment of the somatosensory feedback, although affecting
phono-articulatory gestures (e.g. lip rounding and fricative constrictions), is not sufficient per se to
totally prevent speech output (Scott and Ringel, 1971; Fucci et al., 1977). Thus, both the acoustic and
somatosensory feedbacks are needed to the sensory-motor system to control of the speech production.
These mechanisms are incorporated in so-called Hierarchical State Feedback Control (HSFC) model
(Hickok, 2012a, Fig. 1.10, 1.11). The architecture of the model incorporates the levels of language

processing. The articulatory controller (frontal cortical regions) sends the motor commands to the
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vocal tract and an efferent copy to the internal model, which, in turn, generates predictions as to the
state of the vocal tract in the phonological system, as well as predictions of the sensory consequences
of phono-articulatory action in the auditory phonological system. The integration between the
auditory and motor systems is achieved by an auditory—motor translation system. The predicted

Vocal tract ————— Speech

__________________________________________________

Motor
phonological
system (vocal
tract state
estimation)

Auditory-metor
translation

— Predict

«— Correct t I
( Lexical-conceptual system )

Figure 1.10 The architecture of the state feedback control model.

Motor command
, | Motor ————» State change
effector

Efference copy

Internal
forward
model systems
L State J
Predicted sensory ~|estimation | © Measured sensory
consequences consequences

N y,

From Hickok, 2012.

Figure 1.11 state feedback control model includes a motor controller that sends commands to a muscle effector,
which in turn results in a change of state (such as a change in the position of an arm). State changes are detected by
sensory systems. The model also includes an internal forward model that receives a copy of the motor command
that is issued by the controller and generates a prediction of the sensory consequences of the command that can be
compared against the measured sensory consequences. The difference between the predicted and measured sensory
consequences is used as a motor correction signal that relays to the controller.

From Hickok, 2012.
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feedback (internal forward model) is then matched with the ongoing somatosensory feedback to

control the phono-articulatory ongoing activity. The motor controller is driven by the internal model

receiving, in addition to somatosensory inputs, the auditory input (Fig. 1.10), the most relevant

feedback relative to the product of the phono-articulation and, therefore, used to update the internal

model in case of persistent mismatches between the predicted and measured states to detect speech

perturbations.

Articulatory
feature
clusters

Syllables

Figure 1.12 The hierarchical state feedback control (HSFC) model includes two hierarchical levels of feedback
control. The input to the HSFC model starts with the activation of a conceptual representation that in turn excites a
corresponding word (lemma) representation (purple fields). The word level projects in parallel to sensory and motor
sides of the highest, fully cortical level of feedback control, the auditory—Spt-BA44 loop. This higher-level loop in
turn projects, also in parallel, to the lower-level somatosensory—cerebellum-motor cortex loop (light blue fields).
Direct connections between the word level and the lower-level circuit may also exist, although they are not depicted
here. The function served by an efference copy is integrated into the motor planning process.
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The input to the HSFC model starts with the activation of a conceptual representation that in turn
excites a corresponding word (lemma) representation (Fig. 1.12). The word level projects in parallel
to sensory and motor sides of the highest, fully cortical level of feedback control, the STG-STS-Spt—
BA44 loop. This higher-level loop in turn projects, also in parallel, to the lower-level somatosensory—
cerebellum—motor cortex loop (Hickok, 2012; Houde and Chang, 2015).

The Motor Theory
In the second half of the XX century, Alvin Liberman (1917 — 2000) proposed the “motor theory of

language perception”. According to this theory (Liberman et al., 1967; Liberman, 1985), human
perception of language occurs through the perception of the motor gestures needed to produce speech
and not through the perception of the language sounds. The motor gestures are the phonetic gestures
of the speaker, hosted in the brain as “invariant” (constant) motor commands driving movements of
the phono-articulators through predetermined linguistically-significant configurations. These
commands correspond to elementary movements as for example: tongue backing, lip rounding, and
jaw raising, providing the basis for the phonetic gestures. For example, [b] consists of a labial stop
gesture, while [m] is produced by the same gesture combined with a velum-lowering gesture. If these
motor gestures are invariant, for example, in production of a syllable (as /da/) the single phonetic
gestures ([d] and [a]) are produced by invariant motor commands, in the acoustic perception of the
syllable (/da/), our perceptive system does not perceive the phones ([d] and [a]) separately, but in

parallel (http://www.haskins.yale.edu/featured/patplay.html; Liberman et al., 1967). These different

perceptions put the basis of the “motor theory of language perception” (Hickok G. The Myth of Mirror
Neurons: The Real Neuroscience of Communication and Cognition. WW Norton and Company. New
York London 2014).

Although very fascinating “motor theory of speech perception” was challenged by studies on lesions.
According to this theory, the motor component of the language circuit was essential for language
perception, therefore all the neurological deficits impairing speech production were expected to
impair also language perception. In 1962 Eric Lennberg, a German neurologist, reported the case of
a child affected by a syndrome, known today as Foix-Chavany-Marie syndrome: the child was not
able to speak, not even after many rehabilitative sessions with a speech therapist, but he was able to
understand spoken language without apparent deficits. It has been now demonstrated that the
syndrome is due to a bilateral damage of the anterior portion of the frontal operculum associated to
paralysis of the motor pathways controlling the voluntary oro-facial movement, without affecting

language perception (Hickok G. The Myth of Mirror Neurons: The Real Neuroscience of
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Communication and Cognition. WW Norton and Company. New York London. 2014). Moreover, in
patients affected by a deficit in speech production is preserved the ability to discriminate among
different language sounds (Bishop et al., 1990) challenging the “motor theory of speech perception”.
Conversely, this theory received a strong support by the discovery of the mirror neurons. In 1992, Di
Pellegrino and colleagues described a special population of neurons located in the monkey ventral
pre-motor cortex (named F5 region). These neurons were active when the monkey was performing
an action involving the hand or mouth district and when the monkey was solely observing the same
action (mirror neurons). In humans, the observation of others' actions induces a subliminal activation
of motor pathways (motor resonance) supposedly mediated by the mirror neuron system and reflects
the motor program encoding the observed action. By reproducing a known neural pattern in the motor
system of observers, motor resonance directly encodes the observed action and mediates the
immediate understanding of the action and its intention (action understanding). On this conceptual
basis, some authors hypothesized that similar neurons would support the “motor theory of language
perception”: humans, it was proposed, are able to understand the speech of others by means of a
population of mirror neurons which were active also during one’s own speech production, the
understanding of others speech would then relay on the simulation of speech within the listener’s own
mind. Based on the assumption that the human analogue of monkey F5, hosting mirror neurons is
Broca’s area, it was suggested that human language originated by human mirror neurons in Broca’s
area. This very interesting theory, however, received lots of criticism. Before the discovery of mirror
neurons actually nobody suggested an homology between the monkey F5 and Broca’s area: although
they are cyto-architectonically similar, Broca’s area is a cortical region significantly involved in
speech production, an ability lacking in monkey. Neuroimaging studies (PET, Rizzolatti et al., 1996)
demonstrated that when the humans observe speech actions performed by others, the activity of
Broca’s area increases, suggesting its involvement in comprehension of the phonetic gestures.
However, the component of Broca’s area activating in action observation (pars triangularis or BA45,
Grafton et al., 1996) seems not to be the same activating in execution (pars opercularis or BA44) nor
in the actions imagery (Grafton et al., 1996). A multidisciplinary study in 2015 demonstrated that the
mirror neurons system in human is reasonably located in the ventral pre-motor cortex (Cerri et al.,
2015). Furthermore, patients with lesions of Broca’s area show impairment of speech production and
sometimes in action comprehension, but perception of language is not affected. All these studies, by
challenging the homology with Broca’s area, an area actually lacking of a proper motor output

consequently challenge the “motor theory of speech perception”.
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The language network

Overall considering the entire attempt to suggest a model of language circuit, the dual stream model
enriched with the HSFC model, appears to be the most reasonable and comprehensive among all
those proposed.

In the last decade, neuroimaging (with PET, fMRI, Moore and Price, 1999; Van Turennout et al.,
2000; Cerri et al., 2015) and advanced electrophysiological studies (Ojemann et al., 1989; Schaffler
etal., 1993; Levelt et al., 1999; Salmelin et al., 2000; Tate et al., 2014; Flinker et al., 2015) improved
the knowledge of the cortical and subcortical components of human language network, allowing to
identify the brain areas activated during production and perception of language and to describe the

precise time course of their activations.

Time course of human language in cortical areas

The time course of human language network during speech of single words is subdivided in sub-
sequent phases: i) the conceptual level, involving the lexical concepts, i.e. the concepts associated to
specific words; ii) the lemma level, involving the syntax of the words; iii) the form level, involving
the linguistic rules to create the words; and iv) the motor execution of the phono-articulatory gestures

needed to pronounce the words.

Conceptual level

The production of a word starts with the activation of the lexical concept related to it and its selection.
During picture naming, for example, the depicted object must be recognized and the corresponding
concept selected. Interestingly, multiple lexical concepts are activated in response to a single picture.
In Figure 1.13 an example of the conceptual processing needed to the execution of a naming task is
depicted: the picture of a sheep activates the concept “sheep”, as well as “animal” or “goat”. Which
concept will be selected for the expression depends on the communicative situation (in ecological
conditions) or the experimental task. In a naming task, the basic level concept (sheep) is selected
while in a categorization task, the superordinate concept (animal) will be selected. This strategy is
called “perspective taking”. The speed of selecting the picture-related concept is, thus, not fixed. The
choice of an expression is a rhetorical decision. In a simple naming task, the average time needed
from the presentation of the picture to access to the lexical concept is about 150-200 ms (Thorpe et
al., 1996; Schmitt et al., 2000), (Fig. 1.14). This phase corresponds to the activation of the middle
part of the left middle temporal gyrus.
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Lemma level

Following the conceptual preparation, the construction of a syntactic frame, i.e. grammatical
encoding, is mandatory. The sequential order in which the words will be pronounced depends on the
syntactic properties of the chosen lexical items. During the lemma selection, different syntactic
properties are taken into account, such as for example: word category, gender of nouns, syntactic
argument, and structure of verb. In a go/no-go event-related potential study (Schmitt et al., 2001), the
timing of lexical selection, in naming task, has been estimated to occur at a delay of about 150- 200
ms with respect to picture presentation (i.e. following the concept selection) and to be concluded
between 250 and 350 ms after picture onset (Fig. 1.14). This phase corresponds to the activation of
the middle part of the middle portion of the left middle temporal gyrus (Fig. 1.15).

Form level
The range of operations involved in construction of the words begins with accessing the target word’s
phonological code and ends while the word being articulated.

Phonological code and morpheme’s code. Since, a phoneme is a sound unit and a morpheme is
the smallest meaningful unit of language, the access to a morpheme’s code must be preceded by the
access to its phonological segments. It has been estimated that the first phonological segment is
selected within 40 and 113 ms following the lemma selection (Van Turennout et al., 1999) (Fig. 1.14).

Phonological encoding. The phonological encoding, in speech, involves the syllabification and the
metrical encoding. The syllabification is an incremental process, in which the spelled-out segments
of the phonological code are clustered in syllabic patterns. Therefore this process is not fixed in the
lexicon, but it is produced ‘on-line’ in a context-dependent fashion. The segment-by-segment internal
syllabification of a word proceeds at a speed of about 25 ms per segment (VVan Turennout et al., 1997)
(Fig. 1.14). This phase is associated to activation of the left inferior frontal gyrus, i.e. Broca’s area
(Fig. 1.15).

Phonetic encoding. The produced syllables are rapidly turned into motor actions. Motor
commands/programs for the few hundreds of high-frequency syllables performed in normal speech
must be readily available and, thus, are stored in a mental repository of articulatory syllable scores
called the ‘mental syllabary’. A precise time course of phonetic encoding is lacking in the literature,
mainly due to a significant constraint preventing the possibility to measure this phase independently
form the others: the articulation of a plurisyllabic word can be indeed initiated before of the
completion of phonetic encoding (Fig. 1.14). The phonetic encoding phase is associated to the

activation of in the left inferior frontal gyrus and precisely to the more posterior and ventral portion
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of Broca’s area: the ventral sector of BA44 (Hickok and Poeppel 2004; 2007; Guenther et al., 2006;
Papoutsi et al., 2009).
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Figure 1.13 Processing language network and componential task analysis. Left column: experimental tasks.
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of the activation network and its output.
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Motor execution
In a naming task, the motor execution has been estimated to occur within 600 ms following the picture
presentation (Fig. 1.14). During motor execution, the brain areas activated, bilaterally, are the primary
motor and sensory cortices, the ventral pre-motor cortices (Fig. 1.15), supplementary motor cortices,

thalamus and cerebellum.

Subcortical fibres connecting language cortical areas

Historically the neuroimaging, lesion and electrophysiological studies allowed to study the cortical

components of the language network but were not adequate to investigate the subcortical systems of
fibres connecting the cortical areas. These connecting fibers were investigated with the brain mapping
technique. This technique was developed in the first half of the XX century by Wilder Penfield (1891-
1976), an American-born Canadian neurosurgeon. W. Penfield pioneered the technique of intra-
operatory brain mapping by means of Direct Electrical Stimulation (DES) at present used during
neurosurgical procedures for tumours removal or epilepsy treatment. During these procedures, the
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patient undergoes general anaesthesia for the exposure and closure procedures, while during the
central phase of surgery the general anaesthesia is switched to local anaesthesia and the patient is
awakened. During the awake state, DES is delivered at the cortical and subcortical levels while
patients perform a behavioural task and it is expected to interfere with the execution of the task only
when the current is applied onto structures belonging to the neural circuit sub-serving the execution
of that specific task. The analysis of the specific deficits in task performance induced by DES provides
elements relevant to disclosing the role of the stimulated area in the brain network controlling that
task.

As a testament to intuition of W. Penfield, the technique of brain mapping has been largely unchanged
over time except for minor modifications in this above described technique, and can also be
performed extra-operatively with implanted electrode arrays (Chang et al., 2015).

The clinical impact of the W. Penfield technique on prognosis, i.e. increased extent of tumour
resection and decreased occurrence of deficits, was so dramatic that its use should be recommended
in all the surgical procedures involving the language areas and other areas sub-serving the most
important neural functions (Garrett et al., 2012).

More recently, W. Penfield's brain mapping technique was also applied to the subcortical structures,
allowing the disclosure of the most relevant white matter tracts involved in the language function: the
superior longitudinal fasciculus (SLF) and arcuate fasciculus (AF) in the dorsal stream and the
inferior frontal-occipital fasciculus (IFOF) and the uncinate fasciculus (UF) in the ventral stream
(Chang et al., 2015. Fig. 1.16).

Dorsal stream connections

The SLF (Fig 1.16) is composed of 4 major subcomponents: the SLF 1, Il, and Il -connecting the
frontal and parietal cortices-, and the SLF-tp subcomponent -connecting the temporal and parietal
lobes-.

SLF I is not significantly involved in language processing and so will not be discussed. SLF 11
connects the dorsal pre-motor and pre-frontal cortices to the angular gyrus in the parietal lobe,
whereas the operculo-opercular pathway known as the SLF 111 connects the ventral pre-frontal areas
to the supramarginal gyrus in the parietal lobe. The SLF-tp runs in a posterior direction from the
inferior parietal lobe to the posterior temporal lobe.

The stimulation of SLF Il and 111 during language tasks induces dysarthria and other impairments in
phono-articulatory processing, while SLF-tp is considered the language tract for sensory-motor

integration of acoustic information.
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The AF (Fig 1.16) connects the frontal-opercular cortical regions with the posterior temporal cortex.
Despite it is considered the white matter tract connecting canonical Broca’s and Wernicke’s areas,
the AF has been now shown to have also other targets. The frontal terminations include the pars
opercularis of the Broca’s arca (BA44) as well as the ventral pre-motor cortex; the most relevant
temporal terminations are the posterior superior and middle temporal gyrus; however, post-mortem
cortex-sparing dissection techniques and tractography suggest that the AF may also extend caudally
to the inferior temporal gyrus. The AF can be accurately and reliably identified intraoperatively based
on the observation that its stimulation leads to phonological errors. Syntactical errors have also been
ascribed to the AF based on tractography and subcortical stimulation studies (Chang et al., 2015).
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Figure 1.16 Schematic illustration of various subcortical tracts involved in language processing. Individual white
matter tracts are colour coded (see legends). The subcallosal fasciculus and the frontal aslant tract (FAT) are not
shown. In the panel A) are represented also the language errors induced by means of DES, when the stimulus is
applied onto the fasciculus during speech tasks.

From Chang et al., 2015 (A), Dick et al., 2014 (B).

Ventral stream connections
The IFOF (Fig 1.16) is an anterior-posterior white matter bundle connecting the inferior frontal cortex

and dorsolateral pre-frontal cortex to the posterior temporal and occipital lobes. Running through the
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anterior floor of the external capsule, the IFOF sets medially in the temporal lobe and sends radiations
to the middle and inferior temporal gyri as well as the occipital lobe. The direct electrical stimulation
of this bundle elicits semantic paraphasias.

The UF (Fig 1.16), connecting the anterior temporal lobe to inferior frontal areas, is suggested to play
a role in semantic function, although conflicting evidence challenge the exclusive effect of the
resection of UF on language ability. Recent studies demonstrated a functional role of UF in the
retrieval of proper names (Papagno et al., 2011) as well as in in decision-making processes (Olson et
al., 2015).

Other connections
In addition to the fasciculi belonging to dorsal and ventral stream, other fibres are involved in
language function such as the inferior longitudinal fasciculus (ILF), the middle longitudinal fasciculus
(MLF), the subcallosal fasciculus and the frontal aslant tract (FAT).
Most of the ILF terminations emerge in the occipital-parietal region and in the ventral aspect of the
temporal lobes (Fig. 1.16). In its posterior portion, the ILF fibres run vertically from the posterior
lingual and fusiform gyri and cuneus. At the ventral aspect of the occipital-temporal junction, the ILF
changes direction and runs horizontally in the white matter of the inferior temporal lobe, amygdala,
and parahippocampal gyrus, to merge with the origin of the uncinate fasciculus. The posterior part of
the ILF is involved in reading and face and object recognition, whereas both the anterior and posterior
parts of the ILF are involved in the processing of names, reading, and spoken language. The
intraoperative stimulation of the posterior ILF induce alexia (or acquired dyslexia), frequently
associated to anomia or phonemic paraphasia when simultaneously stimulated with the posterior
segment of the arcuate fasciculus (SLF-tp) (Kinoshita et al., 2016).
The MLF includes all long post Rolandic cortico-cortical association connections of the superior
temporal gyrus and dorsal temporal pole with the parietal and occipital lobes (Fig. 1.16). Makris and
colleagues (2016) suggested that this tract may be related to language, even if the intraoperative
stimulation of MLF does not seem to generate any disorders (De Witt Hamer et al., 2011).
The subcallosal fasciculus (not shown in figures) runs between the caudate and the cingulate gyrus
and/or SMA. When stimulated it shares similar features, i.e. a transient deficit in speech initiation
with intact repetition of the well-known “SMA syndrome”, following surgical lesions of the SMA
proper (Chang et al., 2015).
The FAT, recently described (Fig. 1.17), connects pre-SMA and the most anterior SMA (face region)
with the pars opercularis (or BA44) and the ventral pre-motor cortex (Vergani et al., 2014). Lesions
of this tract has been associated with transient speech initiation disorders (Kinoshita et al., 2015) and
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verbal fluency performance in people with primary progressive aphasia (Catani et al., 2013).
Stimulation of FAT elicits, from anterior to posterior: speech inhibition (in only left hemisphere),

both speech and motor inhibition, and motor inhibition.

Figure 1.17 Three-dimensional overlap maps of intraoperative mapping and post-operative tractography of all
patients. A) FAT (red-yellow) and frontal-striatal tract FST (blue-green) are overlaid with subcortical locations of sites
eliciting inhibition of speech and/or motor actions during intraoperative electrical stimulation. A white line box in the
sagittal image of left hemisphere is magnified in B) grey dots (a) motor inhibition; cyan dots (b) both speech and motor
inhibition; violet dots (c) speech inhibition.

From Kinoshita et al., 2015.

37



13 THE SENSORY-MOTOR SYSTEM INVOLVED IN SPEECH
PRODUCTION

According to the modern model of human language, this ability is sub-served by a complex system
organized in three sub-systems:

- the syntactic rules and representations

- the sensory-motor interface

- the internal conceptual-intentional interface
The main aim of this PhD project (see the “Aim of PhD project” section) was to investigate “the
cortical component of the sensory-motor system” underlying language, focusing on the
characterization of the cortical areas involved in the motor control of speech. As described above, the
sensory-motor system is composed of a complex cortical and subcortical architecture controlling the
precise sequence of events involved in the production of sounds, at a rate up to six to nine syllables
per second or 20 to 30 phonetic segments per second (Kent, 2000), occurring once the linguistic form
of a word or a phrase has been computed. To operate such a complex function, the system finely
coordinates the phono-articulatory apparatus (Fink, 1986; Berwick et al., 2013), involving about 100

muscles (Kent, 2000), by means of corticobulbar tract.

Cortical motor areas involved in speech production
Insid