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1 Introduction

In this paper, analyses of beam induced backgrounds (BI&) sethe ATLAS detector during
the 2011 proton-proton run are presented. At every paréictlerator, including the LHCL],
particles are lost from the beam by various processes. PutC high-luminosity running, the
loss of beam intensity to proton-proton collisions at theeziments has a non-negligible impact on
the beam lifetime. Beam cleaning, i.e. removing off-morentind off-orbit particles is another
important factor that reduces the beam intensity. Most@ftthaning losses are localised in special
insertions far from the experiments, but a small fractiothef proton halo ends up on collimators
close to the high-luminosity experiments. This distrilobutdeaning on one hand mitigates halo
losses in the immediate vicinity of the experiments, but fitgricepting some of the halo these
collimators themselves constitute a source of backgroutetiag the detector areas.

Another important source of BIB is beam-gas scattering,ctviiakes place all around the
accelerator. Beam-gas events in the vicinity of the expemis inevitably lead to background in
the detectors.

In ATLAS most of these backgrounds are mitigated by heavgldinig hermetically plugging
the entrances of the LHC tunnel. However, in two areas of #teador, BIB can be a concern for
operation and physics analyses:

e Background close to the beam-line can pass through theuapédett for the beam and cause
large longitudinal clusters of energy deposition, esplgcia pixel detectors close to the
interaction point (IP), increasing the detector occupaamng in extreme cases affecting the
track reconstruction by introducing spurious clusters.

e High-energy muons are rather unaffected by the shieldingma$ but have the potential to
leave large energy deposits via radiative energy lossd®indlorimeters, where the energy
gets reconstructed as a jet. These fake' jated to be identified and removed in physics
analyses which rely on the measurement of missing trares\emergy E}“isﬂ and on jet
identification. This paper presents techniques capablaggfing events with fake jets due
to BIB.

An increase in occupancy due to BIB, especially when aswmtiwith large local charge
deposition, can increase the dead-time of front-end eleics and lead to a degradation of data-
taking efficiency. In addition the triggers, especiallysaalepending oE?iSS, can suffer from rate
increases due to BIB.

1in this paper jet candidates originating from proton-protmllision events are called “collision jets” while jet
candidates caused by BIB or other sources of non-collisemkdprounds are referred to as “fake jets”.



This paper first presents an overview of the LHC beam stractoeam cleaning and inter-
action region layout, to the extent that is necessary to nsteted the background formation. A
concise description of the ATLAS detector, with emphasighensub-detectors most relevant for
background studies is given. This is followed by an in-degistussion of BIB characteristics,
presenting also some generic simulation results, whioktiiate the main features expected in the
data. The next sections present background monitoringtvigier rates, which reveal interesting
correlations with beam structure and vacuum conditionss iBtfollowed by background observa-
tions with the Pixel detector, which are compared with deidid simulation results. The rest of the
paper is devoted to fake-jet rates in the calorimeters aridusjet cleaning techniques, which are
effective with respect to BIB, but also other non-collissobackgrounds, like instrumental noise
and cosmic muon induced showers.

2 LHC and the ATLAS interaction region

During the proton-proton run in 2011, the LHC operated atribminal energy of 3.5TeV for
both beams. The Radio-Frequency (RF) cavities, providiegacceleration at the LHC, operate
at a frequency of 400 MHz. This corresponds to buckets evéim< of which nominally every
tenth can contain a proton bunch. To reflect this sparsediltinoups of ten buckets, of which one
can contain a proton bunch, are assigned the same BunchirgyéBentifier (BCID), of which
there are 3564 in total. The nominal bunch spacing in the Z0tfon run was 50ns, i.e. every
second BCID was filled. Due to limitations of the injectionaain the bunches are collected in
trains, each containing up to 36 bunches. Typically fouingrdorm one injected batch. The
normal gap between trains within a batch is about 200 nsgwhé gap between batches is around
900 ns. These train lengths and gaps are dictated by theédntain and the injection process. In
addition a 3us long gap is left, corresponding to the rise-time of the &iakagnets of the beam
abort system. The first BCID after the abort gap is by definiiambered as 1.

A general layout of the LHC, indicating the interaction i@gs with the experiments as well
as the beam cleaning insertions, is shown in figure

The beams are injected from the Super Proton Synchrotro8)(®Rh an energy of 450 GeV
in several batches and captured by the RF of the LHC. Whemjibetion is complete the beams are
accelerated to full energy. When the maximum energy is eshtiie next phase is tiesqueezé,
during which the optics at the interaction points are chdrfgem an injection value o8* =11m
to a lower value, i.e. smaller beam size, at the IP. Finaley lbams are brought into collision,
after which stable beams are declared and physics datagtakin commence. The phases prior to
collisions, but at full energy, are relevant for backgrommeiasurements because they allow the rates
to be monitored in the absence of the overwhelming signelfratn the proton-proton interactions.

The number of injected bunches varied from about 200 in eyl to 1380 during the final
phases of the 2011 proton-proton run. Typically, 95% of theches were colliding in ATLAS.
The pattern also included empty bunches and a small fraofionn-colliding, unpaired, bunches.
Nominally the empty bunches correspond to no protons pgdbimugh ATLAS, and are useful
for monitoring of detector noise. The unpaired bunchesrapmoitant for background monitoring

2The B-function determines the variation of the beam enveloparaddhe ring and depends on the focusing proper-
ties of the magnet lattice — for details se@. [
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Figure 1. The general layout of the LHC?2]. The dispersion suppressors (DSL and DSR) are sections
between the straight section and the regular arc. In thiemptqey are considered to be part of the arc,
for simplicity. LSS denotes the Long Straight section — rlalyd>00 m long parts of the ring without net
bending. Allinsertions (experiments, cleaning, dump, &f€)located in the middle of these sections. Beams
are injected through transfer lines TI2 and TI8.

in ATLAS. It should be noted that these bunches were colijidmsome other LHC experiments.
They were introduced by shifting some of the trains with ee$pjo each other, such that unpaired
bunches appeared in front of a train in one beam and at theretigkiother. In some fill pat-
terns some of these shifts overlapped such that interlebuadhes with only 25ns separation
were introduced.

The average intensities of bunches in normal physics dparatolved over the year from
~ 1.0x 10" p/bunch to~ 1.4x 10 p/bunch. The beam current at the end of the year was about
300 mA and the peak luminosity in ATLAS was5 10%3cm—2s 1,

Due to the close bunch spacing, steering the beams headdd wreate parasitic collisions
outside of the IP. Therefore a small crossing angle is useglQi1 the full angle was 24@rad in
the vertical plane. In the high-luminosity interactionimts the number of collisions is maximised
by the B-squeeze. In 2011 the value Bf was 1.5 m initially and was reduced to 1.0 m in mid-
September 2011.
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Figure 2. Detailed layout of the ATLAS interaction regionl][ The inner triplet consists of quadrupole

magnets Q1, Q2 and Q3. The tertiary collimator (TCT) is naivah but is located between the neutral
absorber (TAN) and the D2 magnet.

A detailed layout of the ATLAS interaction region (IR1) isostn in figure2. Inside the inner
triplet and up to the neutral absorber (TAN), both beamshissame beam pipe. In the arc, beams
travel in separate pipes with a horizontal separation offi8¥ The separation and recombination
of the beams happens in dipole magnets D1 and D2 with distaodbe IP of 59—-83 m and 153—
162 m, respectively. The D1 magnets are rather exceptiongié LHC, since they operate at room
temperature in order to sustain the heat load due to delons fine interaction points. The TAS
absorber, at 19 m from the IP, is a crucial element to protexiriner triplet against the heat load
due to collision products from the proton-proton interaics. It is a 1.8 m long copper block with a
17 mm radius aperture for the beam. It is surrounded by massdel shielding to reduce radiation
levels in the experimental caverd][ The outer radius of this shielding extends far enough t@rco
the tunnel mouth entirely, thereby shielding ATLAS from lemergy components of BIB.

The large stored beam energy of the LHC, in combination withieat sensitivity of the su-
perconducting magnets, requires highly efficient beannahga This is achieved by two separate
cleaning insertionsg8]: betatron cleaning at LHC point 7 and momentum cleaningpatt8. In
these insertions a two-stage collimation takes place|wsdriited in figure8. Primary collimators
(TCP) intercept particles that have left the beam core. Safitteese particles are scattered and re-
main in the LHC acceptance, constituting the secondary, hdich hits the secondary collimators.
Tungsten absorbers are used to intercept any leakage femoolimators. Although the combined
local efficiency of the the system is better than 99.9 8, [some halo — called tertiary halo —
escapes and is lost elsewhere in the machine. The inneatsripl the high-luminosity experiments
represent limiting apertures where losses of tertiary adald be most likely. In order to pro-
tect the quadrupoles, dedicated tertiary collimators (f@ére introduced at 145-148 m from the
high-luminosity IP’s on the incoming beam side. The tunggésvs of the TCT were set in 2011
to 11.80, while the primary and secondary collimators at point 7rcgeted the halo at 57
and 8.50, respectivelyt Typical loss rates at the primary collimators were betwe@h-1° p/s
during the 2011 high luminosity operation. These rates angparable to about $Qroton-proton
events/s in both ATLAS and CMS, which indicates that the béigetime was influenced about
equally by halo losses and proton-proton collisions. Tiaédge fraction reaching the TCT was

SHere the local efficiencys(,c) is defined such that on no element of the machine is the lossctdn larger than
1— ggc of the total.

4Hereo is the transverse betatronic beam standard deviationésga normalised emittance of 38n. In 2011
the LHC operated at smaller than nominal emittance, thuatheal physical apertures were larger in termg of
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Figure 3. Schematic illustration of the LHC cleaning system. Primand secondary collimators and
absorbers in the cleaning insertions remove most of the Isdme tertiary halo escapes and is intercepted
close to the experiments by the TCB].[

measured to be in the range 8102 [8, 9], resulting in a loss rate on the order of°Is on
the TCT.

The dynamic residual pressure, i.e. in the presence of anabrhbeam, in the LHC beam
pipe is typically of the order of 1@ mbar No-equivalent in the cold regions. In warm sections
cryo-pumping, i.e. condensation on the cold pipe walls,asavailable and pressures would be
higher. Therefore most room-temperature sections of theura chambers are coated with a spe-
cial Non-Evaporative Getter (NEG) layet(], which maintains a good vacuum and significantly
reduces secondary electron yield. There are, however, sogmted warm sections in the vicin-
ity of the experiments. In 2010 and 2011 electron-cloud fiom [L1, 12] in these regions led
to an increase of the residual pressure when the bunch gpaein decreased. As an emergency
measure, in late 2010, small solenoids were placed aroutidise where electron-cloud formation
was observed (58 m from the IP). These solenoids curled upihenergy electrons within the
vacuum, suppressing the multiplication and thereby pravgrelectron-cloud build-up. During a
campaign of dedicated “scrubbing” runs with high-intepsitiection-energy beams, the surfaces
were conditioned and the vacuum improved. After this sdngdpltypical residual pressures in the
warm sections remained below fmbar N-equivalent in IR1 and were practically negligible in
NEG coated sections — as predicted by early simulati@f [

3 The ATLAS detector

The ATLAS detector 14] at the LHC covers nearly the entire solid angle around ther&ction
point with calorimeters extending up to a pseudorapifity= 4.9. Heren = —In(tan(8/2)), with
6 being the polar angle with respect to the nominal LHC beara-li

5The most abundant gases arg BO, CQ and CH,. For simplicity a common practice is to describe these with a
N»-equivalent, where the equivalence is calculated on this b&she inelastic cross section at beam energy.



In the right-handed ATLAS coordinate system, with its amigi the nominal IP, the azimuthal
angle @ is measured with respect to theaxis, which points towards the centre of the LHC ring.
Side A of ATLAS is defined as the side of the incoming clockwistC beam-1, while the side of
the incoming beam-2 is labelled C. Thaxis in the ATLAS coordinate system points from C to
A, i.e. along the beam-2 direction.

ATLAS consists of an inner tracking detector (ID) in thg < 2.5 region inside a 2 T super-
conducting solenoid, which is surrounded by electromagrastd hadronic calorimeters, and an
external muon spectrometer with three large supercormdpétiroid magnets. Each of these mag-
nets consists of eight coils arranged radially and symadlyi around the beam axis. The high-
edge of the endcap toroids is at a radius of 0.83 m and thepextea radius of 5.4 m. The barrel
toroid is at a radial distance beyond 4.3 m and is thus notaatdor studies in this paper.

The ID is responsible for the high-resolution measureménedex positions and momenta
of charged patrticles. It comprises a Pixel detector, aasilitacker (SCT) and a Transition Radi-
ation Tracker (TRT). The Pixel detector consists of threedbdayers at mean radii of 50.5 mm,
88.5mm and 122.5 mm each with a half-length of 400.5 mm. Tkerege in the forward region
is provided by three Pixel disks per sidezadistances of 495 mm, 580 mm and 650 mm from the
IP and covering a radial range between 88.8-149.6 mm. Thed &xsors are 250m thick and
have a nominal pixel size afp x z= 50 x 400um?. At the edge of the front-end chip there are
linked pairs of “ganged” pixels which share a read-out clehnfihese ganged pixels are typically
excluded in the analyses presented in this paper.

The ATLAS solenoid is surrounded by a high-granularity idgargon (LAr) electromagnetic
calorimeter with lead as absorber material. The LAr barogkcs the radial range between 1.5m
and 2m and has a half-length of 3.2 m. The hadronic calorimethe regionn| < 1.7 is provided
by a scintillator-tile calorimeter (TileCal), while hadric endcap calorimeters (HEC) based on
LAr technology are used in the regiorbk |n| < 3.2. The absorber materials are iron and copper,
respectively. The barrel TileCal extends fram=2.3m tor = 4.3 m and has a total length of
8.4m. The endcap calorimeters cover uprip= 3.2, beyond which the coverage is extended by
the Forward Calorimeter (FCAL) up t@| = 4.9. The highrn edge of the FCAL is at a radius
of ~ 70 mm and the absorber materials are copper (electromagueat) and tungsten (hadronic
part). Thus the FCAL is likely to provide some shielding fr@&iB for the ID. All calorimeters
provide nanosecond timing resolution.

The muon spectrometer surrounds the calorimeters and isased of a Monitored Drift Tube
(MDT) system, covering the region ¢f | < 2.7 except for the innermost endcap layer where the
coverage is limited ttn | < 2. Inthe|n| > 2 region of the innermost layer, Cathode-Strip Chambers
(CSC) are used. The CSCs cover the radial range 1-2 m andcatedoatz| = 8 m from the IP.
The timing resolution of the muon system i$8s for the MDT and 7ns for the CSC. The first-
level muon trigger is provided by Resistive Plate ChambRRQ) up to|n| = 1.05 and Thin Gap
Chambers (TGC) for.05< |n| < 2.4.

Another ATLAS sub-detector extensively used in beam-eeladtudies is the Beam Condi-
tions Monitor (BCM) [L5]. Its primary purpose is to monitor beam conditions and ctea@oma-
lous beam-losses which could result in detector damagedeXsbm this protective function it is
also used to monitor luminosity and BIB levels. It considt$wmo detector stations (forward and
backward) with four modules each. A module consists of twlyggstalline chemical-vapour-



deposition (pCVD) diamond sensors, glued together badlatdk and read out in parallel. The
modules are positioned at= +184 cm, corresponding t'c = 6.13 ns distance to the interaction
point. The modules are at a radius of 55 mm, i.e. atrgrof about 4.2 and arranged as a cross
— two modules on the vertical axis and two on the horizontdie &ctive area of each sensor is
8 x 8mn?. They provide a time resolution in the sub-ns range, andrarewell suited to identify
BIB by timing measurements.

In addition to these main detectors, ATLAS has dedicatedatiets for forward physics and
luminosity measurement (ALFA, LUCID, ZDC), of which only LQID was operated throughout
the 2011 proton run. Despite the fact that LUCID is very cluséhe beam-line, it is not partic-
ularly useful for background studies, mainly because siolii activity entirely masks the small
background signals.

An ATLAS data-taking session (run) ideally covers an ensirgble beam period, which can
last several hours. During this time beam intensities anarasity, and thereby the event rate,
change significantly. To optimise the data-taking efficierioe trigger rates are adjusted several
times during a run by changing the trigger prescales. To edgethese changes and those in
detector conditions, a run is subdivided into luminositydis (LB). The typical length of a LB in
the 2011 proton-proton run was 60 seconds. The definitiotagmnthe intrinsic assumption that
during a LB the luminosity changes by a negligible amountarigfes to trigger prescales and any
other settings affecting the data-taking are always atigmi¢h LB boundaries.

In order to assure good quality of the analysed data, listsiné and LBs with good beam
conditions and detector performance are used. Furtherrtiaee are quality criteria for various
reconstructed physics objects in the events that help tmgigssh between particle response and
noise. In the context of this paper, it is important to memtioe quality criteria related to jets re-
constructed in the calorimeters. The jet candidates useddne reconstructed using the aqtjet
clustering algorithm 16] with a radius parametd® = 0.4, and topologically connected clusters of
calorimeter cells17] are used as input objects. Energy deposits arising frotiches showering
in the calorimeters produce a characteristic pulse in thé-mit of the calorimeter cells that can be
used to distinguish ionisation signals from noise. The meskpulse is compared with the expec-
tation from simulation of the electronics response, andgiledratic differenc&.e between the
actual and expected pulse shape is used to discriminate friois real energy depositsSeveral
jet-level quantities can be derived from the following dellel variables:

e fygc. Fraction of the jet energy in the HEC calorimeter.

e (Q). The average jet quality is defined as the energy-squareghteei average of the pulse
quality of the calorimeter cells.en) in the jet. This quantity is normalised such that0

(Q) < 1.

Gch” is computed online using the measured samples of the pudge shtime as

N
Quell = 3 (5 —AP™S? (3.1)

=1

whereA is the measured amplitude of the signt]} s;j is the amplitude of each Samp]eandg?hysis the normalised
predicted ionisation shape.



° fCL?Af. Fraction of the energy in LAr calorimeter cells with poagrsal shape qualityQ@eey >
4000).

° f(S'EC. Fraction of the energy in the HEC calorimeter cells with psignal shape quality
(Qcenl > 4000).

e Eneg Energy of the jet originating from cells with negative egethat can arise from elec-
tronic noise or early out-of-time pile-up.

4 Characteristics of BIB

At the LHC, BIB in the experimental regions are due mainlyhieee different processe$4-21]:

e Tertiary halo: . protons that escape the cleaning insertions and are |dishibimg apertures,
typically the TCT situated dz| ~ 150m from the IP.

e Elastic beam-gas:elastic beam-gas scattering, as well as single diffractoagtering, can
result in small-angle deflections of the protons. These ealodt on the next limiting aper-
ture before reaching the cleaning insertions. These adtkttoss rate on the TCTs.

¢ Inelastic beam-gas:inelastic beam-gas scattering results in showers of secgparticles.
Most of these have only fairly local effects, but high-eryenguons produced in such events
can travel large distances and reach the detectors evertlibHC arcs.

By design, the TCT is the main source of BIB resulting frontiéey halo losses. Since it is in
the straight section with only the D1 dipole and inner trigleparating it from the IP, it is expected
that the secondary particles produced in the TCT arrive therasmall radii at the experiment.
The losses on the TCT depend on the leakage from the primdlignators, but also on other
bottlenecks in the LHC ring. Since the betatron cleaning ISHC point 7, halo of the clockwise
beam-1 has to pass two LHC octants to reach ATLAS, while b2dmalo has six octants to cover,
with the other lowp experiment, CMS, on the way. Due to this asymmetry, BIB dulesses on
the TCT cannot be assumed to be symmetric for both beams.

There is no well-defined distinction between halo and eldstiam-gas scattering because
scattering at very small angles feeds the halo, the formaifovhich is a multi-turn process as
protons slowly drift out of the beam core until they hit thenpary collimators in the cleaning
insertions at IP3 and IP7. Some scattering events, howkaat, to enough deflection that the
protons are lost on other limiting apertures before theghdhe cleaning insertions. The most
likely elements at which those protons can be lost closed@#periments are the TCTs. The rate
of such losses is in addition to the regular tertiary haloisTomponent is not yet included in the
simulations, but earlier studies based on 7 TeV beam enegpest that it is of similar magnitude
as the tertiary halo0]. The same 7 TeV simulations also indicate that the partdid&gibutions at
the experiment are very similar to those due to tertiary hadees.

The inelastic beam-gas rate is a linear function of the beaemsity and of the residual pres-
sure in the vacuum chamber. The composition of the resicamldgpends on the surface charac-
teristics of the vacuum chamber and is different in warm agdgenic sections and in those with

7Out-of-time pile-up refers to proton-proton collisionscaering in BCIDs before or after the triggered colli-
sion event.



T T T T 1T T 1T T 1T T T 1T T T 1T T 1T T T
] | | s A L
[ < ' >
| & Interface plane & 22m VAC-gauge _
i — 58m VAC-gauge [ ]
10 TCT (o)

o

Iﬂ-lllllll

=

Q
[HEY
N

Inner triplet
| | I|

-gas interaction rate [Hz/m/proton]

/ LHC Simulation |

13 é(a)li I(b) I I(d) | : | ) I
10' I N T T T S Y T A

0O 50 100 150 200 250 300 350

Distance from IP [m]

Beam

Figure 4. Inelastic beam-gas interaction rates per proton, cakedléor beam-1 in LHC fill 2028. The
machine elements of main interest are indicated. The pregsuhe arc is assumed to be constant from
270 m onwards. The letters, a—e, identify the differentieast for which rates are given separately in
other plots.

NEG coating. Although several pressure gauges are presammichthe LHC, detailed pressure
maps can be obtained only from simulation similar to thosedeed in P2]. The gauges can then
be used to cross-check the simulation results at seleciatspdhe maps allow the expected rate
of beam-gas events to be determined. Such an interactitmbdi®n, calculated for the condi-
tions of LHC fill 2028, is shown in figurd. The cryogenic regions, e.g. inner triplet (23-59m),
the magnets D2 & Q4, Q5 and Q6 at170 m,~ 200 m and~ 220 m, respectively, and the arc
(>269 m), are clearly visible as regions with a higher rate,levtiie NEG coating of warm sec-
tions efficiently suppresses beam-gas interactions. ThE B€ing a warm element without NEG
coating, produces a prominent spike~al50 m. In the simulations it is assumed that the rate and
distribution of beam-gas events are the same for both beams.

4.1 BIB simulation methods

The simulation of BIB follows the methods first outlined ih9], in particular the concept of a
two-phase approach with the machine and experiment siiongabeing separate steps. In the first
phase the various sources of BIB are simulated for the LH@ngdy [9, 21]. These simulations
produce a file of particles crossing an interface plane-at22.6 m from the IP. From this plane



onwards, dedicated detector simulations are used to patp#ee particles through the experimen-
tal area and the detector. Contrary to earlier studi®s 20, 23], more powerful CPUs available
today allow the machine simulations to be performed withmasing® This has the advantage of
preserving all correlations within a single event and tHiese event-by-event studies of detector
response. The beam halo formation and cleaning are sirdukéth SixTrack p4], which com-
bines optical tracking and Monte Carlo simulation of paetiniteractions in the collimators. The
inelastic interactions, either in the TCT based on the impaordinates from SixTrack, or with
residual gas, are simulated with Bk A [25]. The further transport of secondary particles up to the
interface plane is also done with. BKA .

High-energy muons are the most likely particles to cause fak signals in the calorime-
ters. At sufficiently large muon energies, typically abo@® GeV, radiative energy losses start to
dominate and these can result in local depositions of afgignt fraction of the muon energy via
electromagnetic and, rarely, hadronic casca@éf [

The TCTs are designed to intercept the tertiary halo. Theg thpresent intense — viewed
from the IP, almost point-like — sources of high-energy seleoy particles. The TCTs are in the
straight section and the high-energy particles have agttonentz boost along. Although they
have to traverse the D1 magnet and the focusing quadrupefesetreaching the interface plane,
most of the muons above 100 GeV remain at radii below 2 m.

The muons from inelastic beam-gas events, however, caimatégeither from the straight
section or from the arc. In the latter case they emerge taiadjgrto the ring or pass through
several bending dipoles, depending on energy and chargen effects cause these muons to be
spread out in the horizontal plane so that their radialiigtion at the experiment shows long tails,
especially towards the outside of the ring.

In the following, some simulation results are shown, bagsethe distribution of muons with
momentum greater than 100 GeV at the interface plane. Tlsome® restrict the discussion to
muons is twofold:

1. The region between the interface plane and the IP is cowsréeavy shielding and detector
material. All hadrons and EM-patrticles, except those witthie 17 mm TAS aperture or
at radii outside the shielding, undergo scattering andltréswa widely spread shower of
secondary particles. Therefore the distributions of thggséicles at the interface plane do
not directly reflect what can be seen in the detector data.

2. High-energy muons are very penetrating and rather urtafldoy material, but they are also
the cause of beam-related calorimeter background. Ther#fe distribution of high-energy
muons is expected to reflect the fake jet distribution seesata. The muon component is
less significant for the ID, but its distribution can stilveal interesting effects.

Figure5 shows the simulategdistribution of inelastic beam-gas events resulting inghh
energy muon at the interface plane. In order to reach laeghrthe muons have to originate from

8There are several biasing techniques available in MontlGanulations. All of these aim at increasing statistics
in some regions of phase space at the cost of others by mieglifiie physical probabilities and compensating this by
assigning non-unity statistical weights to the particlas.an example the life-time of charged pions can be decreased
in order to increase muon statistics. The statistical wed§leach produced muon is then smaller than one so that on
average the sum of muon weights corresponds to the truegathysbduction rate.
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Figure 5. Simulated distribution of the-coordinates of inelastic beam-gas events from which a muitm
more than 100 GeV has reached the interface plane at 22.6etwbhcurves correspond to muons at radii
below and above 1 m at the interface plane.

more distant events. Since the barrel calorimetevhich detect the possible fake jets, cover radii
above 1 m, the fake jet rate is not expected to be sensitiviose-ty beam-gas interactions and
therefore not to the pressure in the inner triplet. Thissedssed later in the context of correlations
between background rates and pressures seen by the vacugesgdz| = 22 m and|zl = 58 m.

Figure6 shows the simulated radial distributions of high-energyonsufrom inelastic beam-
gas events taking place at various distances from the IRré&#ysuggests that the regions with
highest interaction rate are the inner triplet, the TCTargthe cold sections in the LSS beyond
the TCT, and the arc. In NEG-coated warm regions the expéeamh-gas rate is negligible, which
allows the interesting sections to be grouped into four wiglgons, as indicated at the bottom
of figure 4. It is evident from figureb that at very small radii beam-gas interactions in the inner
triplet dominate, but these do not give any contributionsaali beyond 1 m. The radial range
between 1-4 m, covered by the calorimeters, gets conwisitirom all three distant regions, but
the correlation between distance and radius is very strodgrathe TileCal { = 2—4 m) muons
from the arc dominate by a large factor. Beyond a radius of iy the arc contributes to the
high-energy muon rate.

9Fake jets can be produced also in the endcap and forwardraters, but due to higher rapidity are less likely to
fake a highpr jet.
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figure 4.

The dashed curve in figushows the radial distribution of high-energy muons froneiat-
tions in the TCT, which represents a practically point-Kceirce situated at slightly less than 150 m
from the IP. It can be seen that the radial distribution isegoonsistent with that of beam-gas colli-
sions in thez=59-153 m region. The TCT losses lead to a fairly broad maxirbalowr = 1 m,
followed by a rapid drop, such that there are very few higbrgy muons from the TCT at> 3 m.
The absolute level, normalised to the average loss rateqi/4®n the TCT, is comparable to that
expected from beam-gas collisions.

Figure 7 shows the simulated-distribution of the high-energy muons for different rddia
ranges and regions of origin of the muons. At radii below 1 erttuons from the inner triplet show
a structure with four spikes, created by the quadrupoledieidhe focusing magnets. Muons from
more distant locations are deflected in the horizontal planéhe separation and recombination
dipoles creating a structure with two prominent spikes. fitpere shows both charges together,
but actually D1 separates, according to charge, the mudgisating from within 59-153 m. Since
D2 has the same bending power but in the opposite directiolonsfrom farther away are again
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refer to the regions indicated in figur¢ The contribution from nearby regions drops quickly witidices.
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mixed. The same two-spiked structure is also seen at laagér Beyondr = 2 m a slight up-down
asymmetry is observed, which can be attributed to a non-stniorposition of the beam-line with
respect to the tunnel floor and ceiling — depending on theoregihe beam-line is about 1 m
above the floor and about 2 m below the ceiling. This causedfexatit free drift for upward-
and downward-going pions and kaons to decay into muons défieeracting in material. Since
the floor is closer than the roof, fewer high-energy muonsapected in the lower hemisphere. A
similar up-down asymmetry was already observed in caldrimenergy deposition when 450 GeV
low-intensity proton bunches were dumped on the TCT durirClbeam commissioning2[],
although in this case high-energy muons probably were d saratribution to the total calorimeter
energy. Finally, at radii beyond 4 m, only muons from the amtdbute. The peak dtp| = mis
clearly dominant, and is due to the muons being emitted taradly to the outside of the ring.
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Trigger item Description Usage in background studies
L1 BCM_AC_CA BGRPO BCM background-like coincidence BIB level monitoring
L1_BCM_AC_CA_Unpairediso | BCM background-like coincidence BIB level monitoring
L1_BCM_Wide_Unpairediso BCM collision-like coincidence Ghost collisions

L1 BCM_Wide_UnpairedNonlso| BCM collision-like coincidence Ghost collisions
L1_J1QUnpairediso Jet withpr >10GeV at L1 Fake jets & ghost collisions
L1 J1QUnpairedNonlso Jet withpr > 10GeV at L1 Fake jets & ghost collisions

Table 1. ATLAS trigger items used during the 2011 proton runs forkgaound studies and monitoring.

5 BIB monitoring with Level-1 trigger rates

The system that provides the Level-1 (L1) trigger decistbe, ATLAS Central Trigger Processor
(CTP) [28], organises the BCIDs into Bunch Groups (BG) to accountliervery different char-
acteristics, trigger rates, and use-cases of collidingairad, and empty bunches. The BGs are
adapted to the pattern of each LHC fill and their purpose igdotogether BCIDs with similar
characteristics as far as trigger rates are concerned. rlicydar, the same trigger item can have
different prescales in different BGs.

The BGs of interest for background studies are:

e BGRPO, all BCIDs, except a few at the end of the abort gap

Paired, a bunch in both LHC beams in the same BCID

Unpaired isolated (Unpairedlso), a bunch in only one LHC beam with no bunch éndther
beam within+ 3 BCIDs.

Unpaired non-isolated (UnpairedNonlso), a bunch in only one LHC beam with a nearby
bunch (within three BCIDs) in the other beam.

e Empty, a BCID containing no bunch and separated from any bunch least five BCIDs.

The L1 trigger items which were primarily used for backgrdumonitoring in the 2011 proton
run are summarised in tableand explained in the following.

The LLBCM_AC_CA trigger is defined to select particles travelling patdtehe beam, from
side A to side C or vice-versa. It requires a background-tikacidence of two hits, defined as
one (early) hit in a time window-6.25+ 2.73 ns before the nominal collision time and the other
(in-time) hit in a time window+6.25+ 2.73 ns after the nominal collision time.

Tablel lists two types of BCM background-like triggers — one in BGRRANd the other in
the Unpairediso BG. The motivation to move from_BCM_AC_CA_BGRPO, used in 201®p],
to unpaired bunches was that a study of 2010 data revealegphificeint luminosity-related con-
tamination due to accidental background-like coincidsringhe trigger on all bunches (BGRPO).
Although the time window of the trigger is narrow enough teadiminate collision products from
the actually passing bunch, each proton-proton event igwetd by afterglow 80], i.e. delayed
tails of the particle cascades produced in the detectorrimhteThe afterglow in the BCM is
exponentially falling and the tail extends t010us after the collision. With 50 ns bunch spac-
ing this afterglow piles up and becomes intense enough te hawn-negligible probability for
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causing an upstream hit in a later BCID that is in backgrolikedcoincidence with a true back-
ground hit in the downstream detector arm. In the rest of ghjger, unless otherwise stated, the
L1_BCM_AC_CA_Unpairediso rate before prescaling is referred to as BCMdpacind rate.

A small fraction of the protons injected into the LHC escalpeirtnominal bunches. If this
happens in the injectors, the bunches usually end up in beigmg RF buckets. If the bunches
are within the same 25 ns BCID as the main bunch, they arereeffi¢o as satellites. If de- and re-
bunching happens during RF capture in the LHC, the protoreaspover a wide range of buckets
and if they fall outside filled BCIDs, they are referred to &esf charge.

The L1 BCM_Wide triggers require a collision-like coincidence, iretime hits on both sides
of the IP. The time window to accept hits extends from 0.398.19 ns after the nominal colli-
sion time.

The L1.J10 triggers fire on an energy deposition above 10GeV, abappately electromag-
netic scale, in the transverse plane imafp region with a width of about.@ x 0.8 anywhere within
In| < 3.0 and, with reduced efficiency, up tp = 3.2. Like the LLBCM_Wide triggers, the two
L1_J10 triggers given in tablkeare active in Unpairedlso or UnpairedNonlso bunches, wimakes
them suitable for studies of ghost collisions rates in thesecategories of unpaired bunches.

The original motivation for introducing the Unpairediso B@s to stay clear of this ghost
charge, while the UnpairedNonlso BG was intended to be usesbtimate the amount of this
component. However, as will be shown, an isolationd5 BCID is not always sufficient, and
some of the Unpairediso bunches still have signs of cofligiotivity. Therefore tablé lists the
Unpairedlso BG as suitable for ghost charge studies.

5.1 BCM background rates vs residual pressure

In order to understand the origin of the background seen &BEM, the evolution of the rates
and residual pressure in various parts of the beam pipe atianing of an LHC fill are studied.
The vacuum gauges providing data for this study are locat&8 m, 22 m and 18 m from the IP.
The pressures from these are referred to as P58, P22 andeBpé&c¢tively. Figur® shows a char-
acteristic evolution of pressures and BCM background rdtenithe beams are injected, ramped
and brought into collision. P58 starts to increase as sodreas, is injected into the LHC. The
pressure, however, does not reflect itself in the backgreeed by the BCM. Only when the beams
are ramped from 450 GeV to 3.5 TeV, does P22 increase, prédyichze to increased synchrotron
radiation from the inner triplet. The observed BCM backgubincrease is disproportionate to the
pressure increase. This is explained by the increasing legemyy, which causes the produced
secondary particles, besides being more numerous, to hghertprobability for inducing pene-
trating showers in the TAS, which is between the 22 m point taiedBCM. The pressure of the
third gauge, located at 18 m in a NEG-coated section of theuragipe, is not shown in figui@
The NEG-coating reduces the pressure by almost two ordarsaghitude, such that the residual
gas within+ 19 m does not contribute significantly to the background. ratzording to figured,
the pressure measured by the 22 m gauge is constant throeigmtine inner triplet® This and
the correlation with P22 suggest that the background se¢hebBCM is due mostly to beam-gas
events in the inner triplet region.

10The pressure simulation is based, among other aspectseadtisthibution and intensity of synchrotron radiation,
which is assumed to be constant within the triplet.
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This conclusion is further supported by fig@®here the BCM background rate versus P22 is
shown. In the plot each point represents one LB, i.e. abogeé06nds of data-taking. Since beam
intensities decay during a fill, the pressures and backgroate also decrease so that individual
LHC fills are seen in the plot as continuous lines of dots. Alalthough not perfect, correlation
can be observed. There are a few outliers with low pressutegeatively high rate. All of these
are associated with fills where P58 was abnormally high.

The relative influence of P22 and P58 on the BCM backgroundsivatied in a special test,
where the small solenoids around the beam pipe at 58 m, itketadsuppress electron-cloud for-
mation, were gradually turned off and back on again. Fidifeshows the results of this study.
The solenoids were turned off in three steps and due to thet ofi€lectron-cloud formation the
pressure at 58 m increased by a factor of about 50. At the sameehe pressure at 22 m showed
only the gradual decrease due to intensity lifetime. Witk $blenoids turned off, P58 was about
nine times larger than P22. At the same time the BCM backgtaate increased by only 30%,
while it showed perfect proportionality to P22 when the solds were on and P58 suppressed.
This allows quantifying the relative effect of P58 on the B®&tkground to be about 3-4% of that
of P22. If these 3-4% were taken into account in fig8réhe outliers described above would be
almost entirely brought into the main distribution.

In summary, the BCM background trigger can be considerect ta iery good measurement
of beam-gas rate produced close to the experiment, whilasitibw efficiency to monitor beam
losses far away from the detector.
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5.2 BCM background rates during 2011

Figurell shows the BCM background rate for the 2011 proton runs tegetith the P22 average
residual pressure. These rates are based on tHAM_AC_CA _Unpairedlso trigger rates, which
became available after the May technical stop of the LHC.iiauthe period covered by the plot,
the number of unpaired bunches and their location in the dittgpn changed considerably. No
obvious correlation between the scatter of the data andk tbleanges could be identified. No
particular time structure or long-term trend can be obgkimehe 2011 data. The average value of
the intensity-normalised rate remains just below 1 Hz thhmut the year.

Except for a few outliers, due to abnormally high P58, the BBAdkground rate correlates
well with the average P22 residual pressure, in agreemetht figure 9 and the discussion in
section5.1

5.3 Observation of ghost charge

The BCM allows studies of the amount of ghost charge in noltyirempty BCIDs. The
background-like trigger can be used to select beam-gagseesated by ghost charge. Since,
for a given pressure, the beam-gas event rate is a functidourath intensity only, this trigger
yields directly the relative intensity of the ghost chargéhwespect to a nominal bunch, in princi-
ple. The rate, however, is small and almost entirely absbilbackgrounds, mainly the accidental
afterglow coincidences discussed at the beginning of #aian. Another problem is that due to
the width of the background trigger time window, only the rgjeain two or three RF buckets is
seen, depending on how accurately the window is centrechdrihie nominal collision time.
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A more sensitive method is to look at the collisions of a ghmstch with nominal bunches.
Provided the emittance of the ghost bunches is the sametasf th@minal ones, the luminosity of
these collisions, relative to normal per-bunch luminogityes directly the fraction of ghost charge
in the bucket with respect to a nominal bunch. The collisiprabe the ghost charge only in the
nominal RF bucket, which is the only one colliding with thepaired bunch. The charge in the
other nine RF buckets of the BCID is not seen. Data from thegitadinal Density Monitors
of the LHC indicate that the ghost charge is quite uniformistributed in all RF buckets of a
non-colliding BCID B1, 32].

Figure 12 shows a summary of BCM collision-like and background-likigger rates for a
particularly interesting BCID range of a bunch pattern wi17 colliding bunches. For this plot,
several ATLAS runs with the same bunch-pattern and comfmialiial beam intensities have
been averaged. The first train of a batch is shown with pati@&econd train. The symbols show
the trigger rates with both beams at 3.5 TeV but before theybavught into collision, while the
histograms show the rates for the firsi5 minutes of stable beam collisions. This restriction to th
start of collisions is necessary since the rates are notals®a by intensity, and a longer period
would have biased the histograms due to intensity decaygidws of six unpaired bunches each
in front of the beam-2 trains (around BCID 1700 and 1780, &etyely) and after the beam-1 train
(around BCID 1770) can be clearly seen. These show the sackgroand trigger rate before and
during collisions. As soon as the beams collide, the collisiate in paired BCIDs rises, but the
background rate also increases by about an order of magniAglexplained before, this increase
is due to accidental background-like coincidences frorargibw. The gradual build-up of this
excess is typical of afterglow build-up within the traB0].

The uppermost plot in figurg2, showing the collision rate, reveals two interesting festu

e Collision activity can be clearly seen in front of the traim,BCIDs 1701, 1703 and 1705.
This correlates with slightly increased background seethémiddle plot for the same
BCIDs. This slight excess seen both before and during @mtlisis indicative of ghost charge
and since there are nominal unpaired bunches in beam-2 mdkehing BCIDs, this results
in genuine collisions. It is worth noting that a similar egsedoes not appear in front of
the second train of the batch, seen on the very right in ths plthis is consistent with no
beam-1 ghost charge being visible in the middle plot arouG¢CB1780.

e Another interesting feature is seen around BCID 1775, whesenall peak is seen in the
collision rate. This peak correlates with a BCID range whHagam-1 bunches are in odd
BCIDs and beam-2 in even BCIDs. Thus the bunches are intedeaith only 25 ns spac-
ing. Therefore this peak is almost certainly due to ghostgghin the neighbouring BCID,
colliding with the nominal bunch in the other beam.

The two features described above are not restricted toesingIC fills, but appear rather
consistently in all fills with the same bunch pattern. Thuseiéms reasonable to assume that this
ghost charge distribution is systematically produced aitijectors or RF capture in the LHC.

Figure 12 suggests that the definition of an isolated bunch, used byA&In 2011, is not
sufficient to suppress all collision activity. Instead ofju&ing nothing in the other beam within
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during the averaging time. The data are not normalised l@ngity, but only fills with comparable lumi-
nosities at the start of the fill are used in the average.
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Figure 13. L1_J10 trigger rate in different classes of unpaired bunclatgm as a function of the luminosity
of colliding bunches after subtraction of the luminosigpéndent pedestal, determined from the empty
bunches.

+ 3BCIDs, a better definition would be to require an isolatigntb7 BCIDs. In the rest of this
paper, bunches with such stronger isolation are callgubr-isolated Superlso):t

5.4 Jettrigger rates in unpaired bunches

The L1.J1QUnpairedlso trigger listed in tablkis in principle a suitable trigger to monitor fake-jet
rates due to BIB muons. Unfortunately the 110 trigger rate has a large noise component due to
a limited number of calorimeter channels which may be adigdty a large source of instrumental
noise for a short period of time, on the order of seconds outas While these noisy channels are
relatively easy to deal with offline by considering the pudbape of the signal, this is not possible
at trigger level. In this study, done on the trigger ratesaldhe fluctuations caused by these noise
bursts are reduced by rejecting LBs where the intensityaatised rate is more than 50% higher
than the 5-minute average.

Another feature of the J10 trigger is that the rates show a@m#gnce on the total lumi-
nosity even in the empty bunches, i.e. there is a luminaigjyendent constant pedestal in all
BCIDs. While this level is insignificant with respect to trege in colliding BCIDs, it is a non-
negligible fraction of the rates in the unpaired bunchestefoove this effect the rate in the empty
BCIDs is averaged in each LB separately and this pedestalbisasted from the rates in the
unpaired bunches.

LFor the start of 2012 data-taking the Unpairediso BG wasfireet: to match this definition of Superlso.
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Figure 14. Correlation of L1J10 and BCM collision trigger rates in different classes opaired bunch
isolation.

Figure 13 shows these pedestal-subtracted 1D trigger rates in unpaired bunches, plotted
against the luminosity of colliding bunches. Provided titemsity of ghost bunches is proportional
to the nominal ones, their emittance is the same as that ofialdounches and if all the rate is
due to proton-proton collisions, a good correlation is exp@. Indeed, the UnpairedNonlso rates
correlate rather well with the luminosity, indicating tlzelarge fraction of the rate is due to bunch-
ghost encounters. Even the Unpairedlso rates show soneatmn, especially at low luminosity.
This suggests that even these isolated bunches are paitedsome charge in the other beam
which is consistent with figur&2. In superlso bunches, i.e. applying an even tighter ismiathe
correlation mostly disappears and the rate is largely iaddpnt of luminosity.

If the rates shown in figur&3 are dominated by collisions, then this should be reflected as
a good correlation between the J10 and BCM collision-likgger rates. Figurd4 shows that
this is, indeed, the case. While the correlation is ratheakafer the superlso bunches, it becomes
increasingly stronger with reduced isolation criteria.

6 Studies of BIB with the ATLAS Pixel detector

6.1 Introduction

Like the BCM, the ATLAS Pixel detector is very close to the lene, so it is sensitive to similar
background events. However, while the BCM consists of omjjteactive elements, the Pixel
detector has over 80 million read-out channels, each quoresng to at least one pixel. This fine
granularity enables a much more detailed study of the ctexisiics of the BIB events.

As shown in sectiorb, the BCM background rate is dominated by beam-gas eventhierr
close proximity to ATLAS. Energetic secondary particlesnfrbeam-gas events are likely to im-
pinge on the TAS and initiate showers. The particles emgrfiom the TAS towards the Pixel
detector are essentially parallel to the beam-line andether typically hit only individual pixels
in each endcap layer, but potentially leave long continumagks in Pixel barrel sensors. If a beam-
gas event takes place very close to the TAS, it is geomdtripabksible for secondary particles to
pass through the aperture and still hit the inner Pixel layer

In studies using 2010 dat&9] the characteristic features of high cluster multipliciyd the
presence of long clusters in tlzedirection in the barrel, were found to be a good indicator of
background contamination in collision events.
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ATLAS Pixels

Figure 15. A high-multiplicity BIB event in the Pixel detector, shavg the typically long pixel clusters
deposited in the barrel region. On the left is the layout efflixel detector barrel viewed along the beam-
line and the right shows the event display in a zoomed region.

The study in ref. 29] was done by considering paired and unpaired BCIDs separ&tem-
paring the hit multiplicity distributions for these two splhas allows the differences between BIB
and collision events to be characterised. An independetitadeo identify BIB events is to use the
early arrival time on the upstream side of the detector. &vhié time difference expected from the
half length of the Pixel detector is too short to apply thidmoe with the pixel timing alone, corre-
lations with events selected by other, larger, ATLAS sutec®rs with nanosecond-level time res-
olution are observed. For example, BIB events identified bigaificant time difference between
the BCM stations on either side of ATLAS, are also found toileixltarge cluster multiplicity in
the Pixel detectorZ9].

The characterisation of BIB-like events by comparing dbsitions for paired and unpaired
bunches, coupled with the event timing in other sub-detectdlows parameters to be determined
for the efficient identification of BIB in the Pixel detectoFhe most striking feature in the Pixel
barrel of BIB-like events, compared to collision produdésshe shallow angle of incidence, which
causes Pixel clusters to be elongated alpnghere a cluster is defined as a group of neighbouring
pixels in which charge is deposited. Since the pixels havength of 40Qum, or larger, in the
z-direction, the charge per pixel tends to be larger than foaréicle with normal incidence on the
250um thick sensor. More significantly however, a horizontatkrés likely to hit many pixels
causing the total cluster charge to be much larger than fcay “collision” clusters.

In the following, the different properties of pixel clustegenerated by collisions and BIB
events are examined to help develop a background idenitiincatgorithm, which relies only on
the cluster properties. The BIB tagging efficiency is qu@tdiand the tools are applied to study
2011 data.

6.2 Pixel cluster properties

An example of a high-multiplicity BIB event is shown in figut®, in which the elongated clusters
in the barrel region can be observed.

The differences in average cluster properties for colidike and BIB-like events are shown
in figure 16. For each barrel layer and endcap, the pixel cluster columdthvin then direction
is averaged over all clusters and plotted against the psapidity of the cluster position. Ganged
pixels are excluded and no requirement for the clusters esbeciated with a track is applied.
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Figure 16. Pixel cluster width (inn direction) versus pseudorapidity for (a, c) collision abdd) back-
ground data and Monte Carlo simulation.

For collisions, shown on the left of figus, the cluster width is a function af simply for
geometrical reasons and the agreement between data and Marid simulation33] is good.

The distribution for BIB-like events is shown on the righdlesiof figurel6. The upper plot
shows data in super-isolated unpaired bunches for eveaitsath selected using the background
identification tool, which is described in sectiéB. The distribution is independent gf as ex-
pected for BIB tracks. A detailed simulatio®]] described in sectiod, was interfaced to the
ATLAS detector simulation to check the cluster propertied&am-gas events. Based on the as-
sumption that BIB in the detector is dominated by showerninipé TAS, a 20 GeV energy transport
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cut was used in the beam-gas simulations. This high cut atlowaximisation of the statistics by
discarding patrticles that would not have enough energy tefpate the 1.8 m of copper of the
TAS. Here it is assumed that particles passing through th® dgerture, which might have low
energy, do not change the average cluster properties simiify — an assumption that remains
to be verified by further, more detailed, simulations. Tha&rdutions are found to match very
well the distributions observed in data. It can also be seam figure16 that the clusters in the
endcaps are small and of comparable size for both collisients and BIB. This is expected from
the geometry, because at thevalues covered by the endcap disks, the collision prochate a
very small angle with respect to the beam-line. In the Balegler O clusters are systematically
larger than layer 1 and layer 2 for smal] due to the beam spot spread along the beam-line.

In the Pixel detector, the charge deposited in each pixeldasured from the time that the
signal is above the discriminator threshold. After appiatprcalibration, the charge is determined
and summed over all pixels in the cluster. Figieshows the charge versus the cluster column
width for the outer barrel layer for the same data and MontéoGamples that are used for fig-
ure 16. As expected, the majority of clusters are small both in teafspatial extent and amount
of charge.

However, differences between BIB and collision sampleoimecapparent when clusters of
larger size or charge are considered. In the BIB eventspagstrorrelation is observed between
cluster width and deposited charge, because the elonghtsigrs tend to align along the beam
direction. Large clusters in collision events, howeveryragse either from secondary particles
such asd-rays or low-momentum loopers, or from particles stoppimghie sensor (Bragg-peak).
Thus the clusters with large charges are not necessargpeli with the beam direction. These
features, seen in data, are qualitatively well reprodugetth® Monte Carlo simulations.

6.3 Pixel cluster compatibility method

The cluster characteristics of BIB particles have beenaitqul to develop a BIB identification
algorithm, based on a check of the compatibility of the potakter shape with BIB.

Only the cluster widthsAn and Ag, are necessary for an efficient selection of BIB. The
algorithm processes all clusters in the event, indepenafamhether the cluster is associated with
a track after reconstruction. Therefore, in addition toimdflanalysis, the algorithm is also suited
for rapid online monitoring of the background.

For each pixel cluster in the event, the algorithm computesbnditional probability to obtain
the measured cluster widtly = An (or Ag), (in units of pixels), given the cluster position in
pseudorapidity,n, and the barrel layer. Only pixel clusters in the barrel tayare considered,
as these provide the best discriminating power. The camditiprobability associated with each
possible source of the clustd? for collisions orP® for BIB, is retrieved from look-up tabled,S
for collisions orTp for BIB:

T (n,layen
SN TwP(n, layen

whereT\,ﬁ’b(n,Iayer) is the number of clusters with width for a givenn bin and barrel layer.
The values foi,;° were obtained using a data-driven method based on studiedlidfng and
unpaired bunches. The study was performed using LHC fill @2 2010, in which the bunch

PSP (w|n,layer) =

(6.1)
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Figure 17. Pixel cluster deposited charge versus cluster width (direction), for Pixel barrel clusters.

configuration had only one pair of colliding bunches in BCHDL and one unpaired bunch per
beam, in BCID 892 and 1786. In this sparse pattern, the ueghdiunches satisfied the definition
of being super-isolated.

The conditional probability distribution for pixel clusgein the innermost barrel layer is plot-
ted in figurel8, for different cluster widths and for collidind?® (left), and unpairedP® (right),
bunches. The probability distributions are shown for thestdr width in then direction only.
The other barrel layers have similar distributions, witdueed pseudorapidity coverage. As de-
scribed by eq. €.1), the pixel cluster width distributions are normalised lie total number of
pixel clusters in each pseudorapidity bin, so that the isdanultiplicity of all cluster widths can
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Figure 18. Conditional probability distributiong¢ andP®, for clusters in the innermost pixel barrel for (a)
colliding and (b) unpaired bunches respectively. The lgwet (c) shows the calculated BIB compatibility.

be compared. It is seen that the fraction of clusters withraicewidth depends strongly an for
colliding bunches, whereas the probability to generatertaicewidth of cluster is independent of
n for clusters from BIB.

The conditional probability distributions are used to d¢amst the compatibility of the cluster
with BIB rather than with collisions. The BIB compatibili6?, is defined as the ratio of conditional
probabilities, and is calculated independently for thetedow = An andw = Ag dimensions:

PP(w|n,layer)

b _
C°(w|n,layer) = Pe(w{n layen -

(6.2)
The resulting BIB compatibility is plotted in figurg&8(c) and has the expected distribution; the
longest pixel clusters in the central barrel region are st indicators of BIB. Similar plots are
obtained for the cluster widths in the orthogong| direction, and both directions are exploited to
calculate the background compatibility of the cluster.
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Figure 19. The average pixel cluster compatibility distributions fa) simulated collisions, (b) simulated
beam-gas, and (c) background data. The intensity scalegepts the number of events normalised by the
maximum bin.

After the compatibility is computed for each cluster in tem, the algorithm uses two meth-
ods to identify events containing BIB:

e Simple counting method. In the first method, each pixel cluster is taken to be comjeatib
with BIB if the cluster compatibility in both dimensions eexs the quality cu8®(An|n,
layer) > 20 andCP®(Ag|n,layer) > 4. The entire event is tagged as a BIB candidate if it
contains more than five BIB compatible clusters. The qualitis are tuned in Monte Carlo
simulation to efficiently select BIB events, while rejectioollisions.
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e Cluster compatibility averaging. In the second method, the cluster compatibilitie\im
andAg are independently averaged over all clusters in the everttvoAdimensional com-
patibility distribution is obtained, shown in figurd®(a) 19(b) and 19(c) respectively, for
simulated collision events, simulated beam-gas eventad&@ll1 data run. It is seen from
the Monte Carlo samples that the collision and BIB distitmg are centred in different
regions of the compatibility parameter space. The two regi@main distinct in the back-
ground data sample, one corresponding to the unpaired leolliting with ghost charge,
as discussed in sectidnh3, and possibly afterglow, while the other region is domidabg
beam-background events. A two-dimensional cut is appbesktect BIB candidates.

The simple counting method essentially relies on a suffieciember ¢ 5) of large BIB clus-
ters in the central barrel regions to identify BIB eventse Thuster compatibility averaging method
takes into account all clusters in the event, so it is swetéb identifying events containing fewer
large BIB clusters together with many smaller BIB clust&rkich may not be tagged by the simple
counting method. If a BIB event is overlaid with multiple kisibns, the additional collision-like
clusters pull the average compatibility for a BIB event todvihe centre of the collision distribu-
tion. An increase in pile-up therefore reduces the effigidioc tagging a BIB event using only
the cluster compatibility averaging method. However, tgging efficiency of the simple count-
ing method is robust against pile-up, since an event cdntpia sufficient number of large BIB
compatible clusters is always tagged. At high pile-up theging of collision-like clusters into
bigger ones reduces the rejection power for collision esjdygcause merged collision clusters are
more likely to be mistaken as originating from BIB — and thergireg probability is a function of
cluster density, which increases with pile-up. Thereftiie,combination of both methods is used
in the final algorithm to ensure the best possible efficiemay r@jection power over a wide range
of conditions, including the number of BIB pixel clustergtlire event.

Figures20(a) and 20(b) show the tagging efficiency in simulated beam-gas eventsttzad
mis-tagging rate in simulated collision events, respetyiv It should be noted that figur20(b)
is based on an average pile-up of 21 interactions per burdsiag, which implies that the peak
near 3000 clusters corresponds to an average of about 1&@rslin a single event. Figug®(c)
shows the tagged and untagged events in recorded backgiatadvhich contain mostly BIB and
sometimes single ghost collisions. The latter are seeneapebk around 200 clusters per event
and remain correctly untagged. The tail extending to a largaber of clusters is consistent with
the beam-gas simulation and is efficiently tagged as BlBalBinfigure 20(d) shows that the BIB
tagging efficiency is above 95% if there gre500 BIB pixel clusters in the event.

6.4 BIB characteristics seen in 2011 data

The pixel BIB tagging algorithm, described above, is appt® 2011 data to investigate the distri-
bution of the BIB clusters in the Pixel detector and to astessate of BIB events as a function of
the vacuum pressure upstream of the ATLAS detector.

The clusterg distribution for each barrel layer is plotted in figuz# for events which are se-
lected by the algorithm as containing BIB. The distributismormalised by the number of clusters
in collision events, which are not selected by the algorjthanreduce the geometrical effects of
module overlaps and of the few pixel modules that were iretgerduring this data-taking period.
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Figure 20. The pixel BIB tagging algorithm applied to: Monte Carlo gaes of (a) beam-gas events, (b)

minimume-bias collisions with pile-up of 21 events per burcbssing, and (c) 2011 background data. The

tagging efficiency as a function of the pixel cluster multify is shown in (d). The efficiency is evaluated

from the beam-

gas simulation (a).

1T, corresponding to a horizontal spread of the BIB,

0 andg
most likely due to bending in the recombination dipoles. Awndown asymmetry is a

A small excess is observed @t

Iso appar-

ent, which might be an artifact of the vertical crossing angflthe beams. Additional simulation

studies are required to verify this hypothesis or to idgrgdme other cause for the efféét.

125ince the Pixel detector is very close to the beam-line,ithedl floor causing a similar effect in figurgcannot be

the cause here.

—30 -



o
ol

- ATLAS — Pixel barrel 0 -

E =3.5TeV ---- Pixel barrel 1

[~ —Beam

[ LHC Fill 1802 Pixel barrel 2 ]
- Background Data

©
»~

o

w
I
I

Clusters in tagged / non-tagged events
o
\l\‘)\ T
\\\' <
Lol n "f\ | 1 [

o
=
T T

Lo b b by by by gy |
0-3 -2 -1 0 1 2 3

Pixel cluster @

Figure 21. Azimuthal distribution of background tagged Pixel clusf@mormalised by the cluster distribution
in collision events.

7 BIB muon rejection tools

The BIB muon rejection tools described in this section aselan timing and angular information
from the endcap muon detectors and the barrel calorimetedsare primarily designed to identify
fake jets due to BIB. The events to which the rejection toalgplied are typically selected by jet
or EMSStriggers.

7.1 General characteristics

At radial distances larger than those covered by the aaeeptaf the tracking detectors, BIB can
be studied with the calorimeters and the muon system. Theblafel has a radial coverage from
1.5 to 20m and is therefore entirely covered by the radial range ®fGhthode-Strip Chambers
(CSC). The TileCal covers the radial range o2 < r < 4.3m which fully overlaps with the
acceptance of the inner endcaps of the Monitored Drift TMET) system.

The left plot in figure22 compares thep distribution of the leading jets in data from un-
paired bunches and from collisions. Both samples have gkdata quality requirements applied.
Furthermore, the unpaired bunches are cleaned from ghtlisiats by removing events with a
reconstructed primary vertex. A striking difference is@bed between the azimuthal distribution
of leading jets from collisions and BIB. Whereas for cobiss there is no preferregl direction
of jets, the azimuthal distribution for fake jets from BIBshtavo peaks, app = 0 and@ = . The
region between the two peaks is somewhat more populateg¥dd than forgp < 0. These features
are also seen in figuréand are explained by the arrangement of the dipole magnétharshield-
ing effect of the tunnel floor, respectively. The right plotfigure 22 shows that the reconstructed
time of the fake jets from BIB is typically earlier than foitgerom collisions. Physics objects from
collisions have timé ~ 0Ons since all the time measurements are corrected for thedfrlight

from the interaction point
tToF = V/ r2+22/c (7.2)
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Figure 22. Leading jetp (left) and time (right) in unpaired bunches and collisioteda

where ¢, 2) is the position of the physics object ands the speed of light. Since the high-
energy components of BIB arrive simultaneously with thegmdunch, the BIB objects have time
t ~ £|z|/c with respect to the interaction time, where the sign dependse direction of the BIB
particle. As the reconstructed times are corrected forithe-bf-flight, the reconstructed time of
the BIB objects can be calculated as

tgig = —z/C—tror for the A—C direction (7.2)
tgig = +2/C—troF for the C—A direction 13 (7.3)

These equations explain the observed time distributionguwdi22 astgg is negative for thez-
position where the BIB particle enters the detector anceim®es towards 0ns on its way out of the
detector on the other side. The entriegi@at> Ons in the unpaired-bunch data are due to pile-up
from the neighbouring interleaved bunches that are segghiat only a 25ns bunch spacing.

The response of the muon chambers to energetic BIB muorgslifiom that to muons from
collisions, primarily due to their trajectories but alsedo the early arrival time of the BIB muons
with respect to the collision products. Figut8shows sketches of both of these characteristic fea-
tures of BIB compared to the collision particles. The BIBtjudes have direction nearly parallel to
the beam-pipe, therefoi@os — Bqir ~ Gpos, Wherebpos, B4ir denote the reconstructed polar position
and direction, respectively. The collision products pdaothe interaction point and hence have
Bpos— Bair ~ 0. The reconstructed time of the BIB particles follows frogse(7.2) and (7.3). For
the endcap chambers, the BIB particles can arrive eithémim or early and the expected time can
be formulated as

tin-time - ‘HZ‘/C_ tTOF7 (7-4)
tearly = —|2|/C— troF. (7.5)

Forz>> r, the time-of-flight correction in eq.7(1) simplifies totror ~ |2|/c. As the reconstructed
times are corrected for the time-of-flight, the time of th&Bhrticles is eithet ~ (+|2 —|z|) /c=0
ort ~ (—|z —|7])/c = —2|Z|/c, depending on where along the path of the BIB particle thindihe
detector the object is reconstructed. This approximasdhuistrated in figure3(b).

13Thez-axis in the ATLAS coordinate system points from C to A.
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Figure 23. (a) Polar position and direction and (b) reconstructee tohthe BIB objects compared to the
collision objects.
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Figure 24. Difference between the reconstructed polar posifigg and the reconstructed polar direction
Bqir for the muon segments in the CSC (left) and the inner MDT epdiéght). Data from cleaned unpaired
bunches (points) are compared to collisions (filled hisaogr.

Hits in each muon station are grouped into segments whiclwvatie reconstruction of the
direction of the particle causing the hits. At least thres are required in order to form a segment.
Figure24 shows the difference between the reconstructed polari@o#ji,s and the reconstructed
polar direction8y; of the muon segments in the CSC and the inner MDT endcaps amexde
unpaired bunches and collision data which, as can be seeguire #3(a) is expected to be- 0
in collisions. This is indeed seen in figuPd where the entries for collisions at non-zero values
are due to angular resolution and particles bending in tteédal magnetic field. For BIB, where
AB = |Bpos— Buir| ~ Bpos the expected values aré £ AB < 14° for the CSC and\@ > 14° for
the inner MDT endcaps. The data clearly support the hypisthiest BIB muons are traversing the
detector parallel to the beam-line at radii beyond 1 m.

Figure25 shows the transverse position of the muon segments thatliv@ation nearly paral-
lel to the beam-pipe in the CSC and the inner MDT endcaps. iShissured by requiring6 > 5°
for the CSC and\@ > 10 for the inner MDT endcaps. Only data from unpaired bunchesised
in this plot, and the requirement on the direction of the maegments helps to reject contribu-
tions coming from ghost collisions and noise. Such muon segsnare referred to as “BIB muon
segments” in the text below. It is seen that the charged Bigbes are mostly in the plane of
the LHC ring f/ = 0). Most of the muon segments are located at 1.8 m and the distribution
is steeply falling further away from the beam-pipe. The ahdependence ang-asymmetry are
gualitatively consistent with figure® and 7, respectively. However, for BIB to be seen in data,
the events have to be triggered. This is mostly done by ggérs, which require calorimeter ac-
tivity. The inner edge of the LAr barrel is at= 1.5m which explains why the rise of BIB rates
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Figure 25. Position of the muon segments in the CSC and the inner MDTapslwith a direction nearly
parallel to the beam-pipe in the cleaned unpaired bunchks. afrow indicates the direction towards the
centre of the LHC ring (positive-axis). Units correspond to the number of entries per bin.

towards smaller radii, seen in figuBeis not reflected in the data. The jet triggers predominantly
select highly energetic BIB muons that penetrate into thericaeters and leave significant energy
depositions above the triggef threshold. Therefore, the pronounced azimuthal asymnoéthe
muon segments observed in fig@®corresponds mainly to high-energy BIB and fully reflects the
jet asymmetry seen in figug2.

Figure 26 shows the reconstructed time of the BIB muon segments imettainpaired
bunches and collision data. As stated above, the collisiodyzts arrive at ~ 0ns. As expected,
the time distribution of the muon segments in the inner MDtcaps from collision data shows
only a peak centred around 0 ns. However, for the CSC muonesggrthere are two extra peaks
in the time distribution located at50ns. These peaks are related to the out-of-time pile-upgalue
the 50ns bunch spacing. No such peaks are visible for the Midi€aps since the reconstruction
algorithm for the MDT is written in such a way that the outtiofte objects are suppressed. Fur-
thermore, it can be seen that the whole time distributionifeiCSC is shifted by.85 ns to positive
values'# In unpaired bunches, muon segments are expected to beiaitirae { ~ 0ns) or early
(t ~ —50ns) depending on whether the muon segment is created exitileg or entering the de-
tector (see figur@3(b)). The expected time of —50ns corresponds to the time-of-flight between
the muon stations on both sides of the detector that areddefz| ~ 8 m, and also coincides with
the time of the early out-of-time pile-up.

As discussed in sectiob.4, in some of the 2011 LHC bunch patterns, interleaved ungaire
bunches were created by shifting the bunch trains to ovearitipeach other. In these cases bunches
in opposite directions were separated by only 25 ns. Thespaik25ns which are visible in the
unpaired bunches in figu6 correspond to muon segments reconstructed from the naighigo

14This is due to the fact that half of the CSC channels have &ri2shift that is not corrected. Therefore, depending
on which CSC channels are used for the time reconstructiermtion segment time is shifted by 025 or 125 ns. The
three distinct peaks are not visible in the distribution tlumsufficient time resolution.
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Figure 26. Reconstructed time of the CSC muon segments (left) anattes MDT endcap segments (right)
with a direction nearly parallel to the beam-pipe. Data fideaned unpaired bunches (points) are compared
to collisions (filled histogram).

interleaved unpaired bunch. The amount of data enterirgptheaks is about 10% of all unpaired-
bunch data.

A muon that radiates enough energy to create a fake jet lasignificant fraction of its energy,
which is associated with a non-negligible momentum tranféhe deflection, to which the endcap
toroid field might also contribute in the case of MDT segmeistiarge enough, the outgoing muon
would not create a muon segment wlfj, ~ 0 on the other side of the detector, or it might even
miss the CSC or the inner MDT endcap altogether. Therefaentimber of entries in the early
peak is expected to be larger than in the in-time peak. ThdHatfewer early muon segments are
seen is due to the muon segment reconstruction that is ggtihior in-time measurements. Some
of the early CSC segments are lost due to the fact that theaeiaime window is not wide enough
to detect all the early hits. As for the MDT segments, thedadttime objects are suppressed by the
reconstruction algorithm.

7.2 BIB identification methods

The characteristic signatures of BIB described above ratgtia set of BIB identification methods.
These either utilise only the basic information (positidinection, time) of the muon segments, or
they try to match the muon segments to the calorimeter activi

7.2.1 Segment method

The segment method requires the presence of a BIB muon sggwieare G4y ~ 0, in the CSC
or the inner MDT endcap. This method is very efficient for nieg the empty bunch-crossings
from BIB. Since the method is completely independent ofwadeter information, it is suitable for
creating background-free empty bunch samples neededntfideoisy calorimeter cells.

7.2.2 One-sided method

The one-sided method requires the BIB muon segments andhaater clusters, with energy larger
than 10GeV, to be matched in relative azimuthal and radisitipos. The matching i is mo-
tivated by the fact that BIB muons are not bent azimuthallyth®/magnetic fields of the ATLAS
detector. The matching inis introduced in order to reduce the mis-identification putality of
this method due to accidental matching. While the toroiddtfdoes bend the trajectory i it
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Figure 27. Cluster time plotted as a function of itgposition in the LAr (left) and TileCal (right) for the
cleaned unpaired bunches. Only the clusters matching a BlBnnsegment are shown. The two bands,
covering the radial extent of the detectors, show the ergetine for the BIB clusters in.fm<r <2m

for LAr and 2m< r < 4.25m for TileCal going in the A~C or C—A direction. Units correspond to the
number of entries per bin.

can be assumed that the radial deflection remains smalldbrdmergy incoming muons, or muons
at radii below the inner edge of the endcap toroid. Ignorhegylow-energy clusters also helps to
suppress accidental matching. Depending on whether tha segment is early or in time and on
its position, the direction of the BIB muon may be recondedc The early (in-time) muon seg-
ments are selected such that the difference between thesteacted time and the expected time
tearly (tin-ime), defined in eqgs. 4.4) and (7.9), is less than 25ns, where the value is conservatively
chosen as half of the time-of-flight difference between thewmchambers on side A and side C.
The position of the calorimeter cluster Zrandr can be used to estimate the expected time of the
calorimeter energy deposition according to edg2)(or (7.3). Since the time resolution of the
calorimeter measurements~slns one can precisely compare the reconstructed clustemith

the expected value. The difference is required to be less2fas in order to flag the cluster as a
BIB candidate.

Figure 27 shows the cluster time as a function of the clugt@osition in unpaired bunches
separately for the LAr and the TileCal. Expected clusteresinfor the radial acceptance of the
calorimeters based on eq4..2) and (7.3) are also indicated for both directions of BIB. The ma-
jority of data is seen to fall within the expectation band.wdwer, there are also other interesting
features in the plot: for the LAr calorimeter, there is ablisiset of clusters with= 0Ons at allz
positions. These come from the ghost collisions in the uegadbunches. In both plots, one can
see a set of clusters in a pattern similar to the expectatomd but shifted by 25ns in time
to positive values. These entries correspond to the clisgmonstructed from the neighbouring
interleaved bunches, discussed already in segtithin

It follows from egs. {.2) and (7.3) that the expected time for BIB calorimeter clusters iselos
to Ons for small and large/z| on the side where BIB leaves the detector. Therefore, thesinieel
method has large mis-identification probability in the fard region.

Figure28 shows the leading jet time as a function of its pseudorapidievents identified by
the one-sided method. It can be seen that the characteénisticy pattern of the BIB calorimeter
clusters shown in figur27 is reflected in the properties of the reconstructed jets dBB.
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Figure 28. Time of the leading jet as a function of itsin the cleaned unpaired bunches. Only the events
identified by the one-sided method are shown.

7.2.3 Two-sided method

The two-sided method requires a BIB muon segment on botls $adée matched i andr to
a single calorimeter cluster of energy above 10GeV. Hem ctaster time is not checked. A
corresponding time difference between the two segmeneqigined instead. The expected time
difference, due to the relativeposition of the muon chambers on both sides of the spectesme
is At = 50ns. Since the time resolution of the CSC is about 7ns (seef2$) a conservative cut
of At > 25ns is applied.

Such an event topology is unlikely to be mimicked by collisioroducts which makes this
method particularly robust against mis-identification.

7.2.4 Efficiency and mis-identification probability

The efficiency €) of the identification methods is evaluated from the whol@12Qnpaired-bunch
data. General data quality assessments are imposed onmtipdesand ghost collisions are sup-
pressed by vetoing events with one or more reconstructethpyivertices. Noisy events are further
reduced by requiring a leading jet with a large transversenaraum ofpt > 120GeV. Jets from
the inner part of the calorimeter endcaps, where there isvadap with any muon chamber, are
suppressed by rejecting events with the leadingrjét- 2.8. However, the number of events with
the leading jet outside the calorimeter barfgl, > 1.5, is negligible anyway.

The mis-identification probabilityR;s) is determined in a back-to-back dijet sample from
collision data. This sample also meets the general datéyjueduirements and the events with at
least two jets as well as leading jet transverse momermttm 120GeV andn| < 2 are selected.
Furthermore, the second leading jet in this sample is reduiy have a similar transverse momen-
tum to the first one! :p%l < 0.2) and the two jets are required to be back-to-back in thesuense
plane Ag_j > 2.8). An event is mis-tagged as BIB if any of the muon segmentsatorimeter
clusters satisfy the requirements of the tagging methagtidsed above.
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method | efficiency+(stat) | mis-identification probability
segment | 0.816+0.017 0.46
one-sided| 0.542+0.013 0.014
two-sided| 0.160+ 0.006 10°°

Table 2. Efficiency and mis-identification probability of the BIB ddtification methods. The mis-
identification probabilities are derived from high-stitis samples, therefore no statistical uncertainties
are given.

The resultinge and Py,s are listed in table2. The high efficiency of the segment method
(81.6%) makes it useful in preparing background-free samplderadata quality monitoring. In
physics analyses however, it is important to clean backgtouith a minimum loss of signal events.
Table2 shows that the two-sided method has high puRgys = 10~°, but has an efficiency of only
16.0%. The one-sided method has a better efficiency a2%4 but~ 1.4% of signal events are
mis-identified. However, the numbers given for the mis-tdimation probabilities also depend on
the final-state topology induced by the signal region cugsparticular physics analysis. Therefore,
the mis-identification probabilities given here serve cayan illustration where dijets are chosen
as an example. The combined efficiency of the one-sided antivitrsided methods yields 584
for the OR combination and 13% for theAND combination.

It was shown previously that the interleaved bunches mage&iB from one BCID to be
reconstructed in a neighbouring BCID with a reconstruciiee shifted accordingly by 25ns. This
introduces a systematic bias to the evaluated efficiendid®emne-sided and two-sided methods
since they select BIB predominantly from the current BClDeTraction of BIB, reconstructed
from the neighbouring interleaved bunches, in all unpabedch data is approximately 10% and
it is not certain to what extent there is double counting afhsavents in the sample. Therefore,
10% is also taken as a relative systematic uncertainty.

7.3 BIBratein 2011

The two-sided method is used to evaluate the rate of BIB inthele 2011 collision data set.
Figure 29(a) shows the time evolution of the BIB rate normalised to the imaibunch current
of 10" protons. The plot shows that the rate was high early in the ged then after the first
technical stop (TS1) rather rapidly decreased by a fact8y staying at a fairly constant level after
early June. The only exceptions are the first runs after teahstops 2 and 3, where higher rates
are observed.

In unpaired bunches, the rate is evaluated usingbecombination of the two-sided and one-
sided methods. The former one is chosen in order to mairftailotv mis-identification probability.
The latter one helps to remove the BIB reconstructed fronméighbouring interleaved bunch&s.
Figure29(b) shows the BIB rate in unpaired isolated and unpaired ndatst bunches. As in the
filled bunches, higher rates before May and just after thiertieal stops are also visible here. The
rates in filled and unpaired bunches cannot be compareditaimety since different triggers were
used and no trigger efficiency corrections are applied here.

15Removing the entries from the neighbouring interleaved:han is important in particular for evaluating rates for
beam-1 and beam-2 separately.
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Figure 29. BIB rate in 2011 proton-proton runs. The rates in filled (a)l anpaired (b) bunches cannot be
compared quantitatively because of different trigger negments. One entry in the plot corresponds to one
LHC fill. Only the statistical uncertainties are shown. Tieicial stops are indicated in the plot.
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The data from unpaired isolated and unpaired non-isolatedhes are two statistically inde-
pendent samples and the corresponding rates should bedenagnt. The ratio of the measured
rates for all data after the first technical stop.8@1+0.018 where only the statistical uncertainties
are considered. Possible explanations for the relatiferdiice are dead time and different trig-
ger efficiency depending on the relative position of unghlveanches with respect to the colliding
bunch-trains.

The identification methods also enable the direction of BllBons to be reconstructed. This
allows the determination of whether the BIB muon originatebeam-1 or beam-2. Figu9(c)
shows the comparison of the BIB rate for beam-1 and beam-&aigy using the data from un-
paired bunches. Averaged over the entire year the rate im{de&s lower than in beam-2 by a
factor of 57+ 0.01, taking only the statistical uncertainty into accountt Bis also evident from
figure 29(c) that the ratio differs from fill to fill and the origin of the asynetry has not yet been
identified. As discussed in the context of LHC collimatiolmerte is no reason to believe that the
beam halo should be equal for both beams. Attempts were roamerelate the relative rates with
beam losses in the cleaning insertions, but no clear ctioetacould be found. Most likely other
BIB sources, such as variations in vacuum quality, which lwarifferent for the two beams to
some extent, also play a role.

8 Removal of non-collision background with jet observables

The term “non-collision backgrounds” refers to the soum@ielsackgrounds that are not related to
the proton-proton collision products. These comprise Bi&mic rays and noise. This section de-
scribes a method to remove non-collision background iniphyaalyses based on jet observables,
with a special emphasis on BIB. A set of jet cleaning cuts,ciwldire commonly used in ATLAS
analyses, is introduced first. It is then shown how non-giolfi backgrounds can be further reduced
and how to estimate their residual levels. Finally, an eXlaropthe monojet signatures sear@[
illustrates the performance of the standard cleaning igqoks.

8.1 Jetcleaning

The jet selection criteria should effectively reject jetedo background processes while keeping
high efficiency for jets produced in proton-proton collizso Since the level and composition of
the background depends on the event topology and the jenkities, several criteria are proposed,
corresponding to different levels of fake jet rejection gtdselection efficiency.

8.1.1 Eventsamples

The selection criteria, based on jet quality, are optimisedtudying event samples enriched in jets
from collisions or in fake jets. Events are classified malnyythe missing transverse momentum
significance, defined aETmiSS/\/T , whereE?“iss is the missing transverse momentug&b][and
>Er is the scalar sum of the transverse energies of all energysdspn the calorimeter.

e The collision jet sample requires two jets win%?t > 20 GeV that are back-to-back in the
transverse planeA@_; > 2.8) and have small missing transverse momentum significance
E?“SS/\/ZET < 2 GeVH/2, Events are selected by single-jet trigged8][where the threshold
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is chosen such that the trigger is fully efficient @9%) in the considereqb'ft-bin. The
selected sample is dominated by dijet events and is calltdpie enriched in collision jets”
in the following.

e Fake jets are selected from events with only one jet \plﬁh> 150 GeV, large missing trans-
verse momentunE?“SS> 150 GeV and large missing transverse momentum significance
EMiss/\/SET > 3 GeVW/2. The transverse component of the jet momentum is required to
be opposite to the missing transverse momentum direclii.«;@ss_j > 2.8). Events with

sub-leading jets wimi'?t > 40 GeV or with reconstructed leptons are discarded. Thetgven
are triggered by requiring the presence of a jet and misgemgstverse momentum. The
trigger thresholds are chosen to be fully efficient with ezdo the selection criteria de-
scribed above. This event sample is dominated by BIB, wittkegligible contamination
from calorimeter noise and physics processes Ziker vv+jets andW — (v+jets. In the
following, this event sample is called “sample enrichedakefjets”.

For both samples, requirements that ensure the quality afhb@onditions, detector perfor-
mance and data processing are imposed. After applicatidhesk criteria, the total integrated
luminosity is about 4.7 fb.

8.1.2 Criteria to remove non-collision background

Beam-induced background and cosmic rays. The distribution of energy deposits by the jet, the
shower shape and its direction, in particular the pointothe interaction point, can be employed
to discriminate collision jets from BIB-induced fake jeEsxamples of discriminating variables are
the electromagnetic energy fractiofi(y), defined as the energy deposited in the electromagnetic
calorimeter, divided by the total jet energy, arfgidy), the maximum energy fraction in any single
calorimeter layer.

The vast majority of collision jets contain charged hadriras are reconstructed by the track-
ing system. In the tracker acceptangg| < 2.5, the jet charged particle fractioricg) is defined
as the ratio of the scalar sum of tipg of the tracks associated with the jet divided ;ulg} This
is another powerful tool to discriminate collision jetsrrdake jets, which typically have no asso-
ciated tracks. Finally, BIB and cosmic rays induce jet cdatéis that are usually not in-time with
the collision products.

Noise in the calorimeters. Most of the noise is already identified and rejected by tha daality
inspection performed shortly after data-taking, basedtandardised quality criteria. A small
fraction of calorimeter noise remains undetected and naedle rejected by additional criteria,
because it can lead to reconstruction of energy depositassociated with particle interactions in
the calorimeter. As explained in sectiBnthe characteristic pulse shape of real energy deposits in
the calorimeter cells can be used to distinguish a true étiois signal from noise. This leads to
the definition of the quality variablefec, (Q), féAf and f(S'EC, described in sectio8.

Jet quality selections. Four sets of jet quality criteria — “Looser”, “Loose”, “Madin” and
“Tight” — are defined in order to reject fake jets in 2011 datehese correspond to different
background rejection factors and jet selection efficienciEhe selection criteria using jet quality
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to identify and reject fake jets are listed in taldle The Looser criteria are designed to provide
a signal efficiency above %% with a fake-jet rejection factor of about 50%, while theyfi
criteria are designed to provide a large fake-jet rejedimtor with a signal inefficiency not larger
than a few percent. The two other sets of cuts correspondteoniediate rejection factors and
selection efficiencies.

Figure30 shows jet distributions for the sample enriched in fakeljefere and after applying
the selection criteria listed in tabR Distributions from the sample enriched in collision jets a
also superimposed where applicable.

As shown before, the two peaksg@it= 0 andg = rmare characteristic of BIB and are effectively
removed only by the Tight selection criteria. The good agrest between the sample enriched in
fake jets after the Tight selection criteria and the samplicked in collision jets shows that the
fake-jet background contamination is very small once tlghifl$election criteria are applied. After
this cleaning, the sample enriched in fake jets is dominbyephysics processes likk— vv+jets
andW — /v+ijets.

An “out-of-time” sub-set of the sample enriched in fake jetsselected by requiring 5
ltet) <10ns. Since this time cut is not used in the fake-jet sampiecten, this sub-sample
provides a fake-jet sample that can be used to compute apdndent estimate of the fake-jet
rejection. The timing cut helps to reduce significantly tb#ision jet contamination in the sample
enriched in fake jets (see figuBf). The Looser criteria reject 37.8% (68.6%) of the out-aiéi
fake jets withpjTet>150 GeV (500 GeV), while the Tight criteria reject more th&93% of the jets
in the out-of-time sub-set of the sample enriched in fake j€he results are summarised in tadle
The validn ranges for all cuts are indicated in tatde Only overall efficiencies, integrated over
the wholen range, are given here, although variations depending bave to be expected. The
efficiency of thef., and fg selection criteria for fake jets is expected to be degradédincreas-
ing pile-up compared to the 2011 data studied here, bechassharacteristic peaks & = 0 and
fem = 0 and 1 become broader.

8.1.3 Evaluation of the jet quality selection efficiency

The efficiency of the jet selection criteria is measuredgiie “tag-and-probe” method. Collision
dijet events are selected as described in se@itrl The tagging jet p?f) is required to pass the
Tight selection criteria, and to be back-to-back with thebar jet @?r"be). The probe-jet sample
is used to measure the jet selection efficiency defined asdleédn of probe jets selected, as a
function ofn and p'Tet of the probe jets.

The efficiency for the selection of good jets using the Loagéeria is better than 99.8%
over all pjft and n bins while a slightly lower efficiency is measured for the keccriteria in
particular at Iowp"Tet and for 2.5< |n| <3.6. The Medium and Tight selection criteria have lower
jet selection efficiency due mainly to the cuts on the jet gbdrparticle fraction. For jets Witb’}3t
of about 25 GeV, the Medium and Tight criteria have inefficies of 4% and 15% respectively.
For pf' > 50 GeV, the Medium and Tight selection criteria have efficies better than 99% and
98%, respectively.

The event selection (usinfyy—; and E?“SS/\/Z—ET cuts) and the Tight selection of the tag jet
are varied to study the systematic uncertainties. For tloesé@and Looser criteria, the jet selection
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Looser

BIB and cosmic rays (fmax>0.99 and| n |< 2)

or (fem < 0.05 andfe, < 0.05 and| n |< 2)
or (fem < 0.05 and| n |> 2)

Calorimeter noise (fhec > 0.5 and| fQHEC |> 0.5 and(Q) > 0.8)
or | Eneg|> 60 GeV

or (fem > 0.95 andfs"" > 0.8 and(Q) > 0.8

and|n |<28)
Loose
BIB and cosmic rays Looser or
| tiet |> 25 ns
Calorimeter noise Looser or

(fuec > 0.5 and| fQHEC |>0.5)

or (fem > 0.95 andf5* > 0.8 and| n |< 2.8)
Medium

BIB and cosmic rays Loose or

| tiet |> 10 ns

or (fem < 0.05 andfcn < 0.1 and| n |< 2)
or (fem > 0.95 andfc, < 0.05 and| n |< 2)
Calorimeter noise Loose or

fuec > 1—| fQHEC\

or (fem > 0.9 and 5" > 0.8 and| n [< 2.8)
Tight

BIB and cosmic rays Medium or

(fem < 0.1 andfey < 0.2 and| n |< 2.5)

or (fem > 0.9 andfcn < 0.1 and| n |< 2.5)
or (fen < 0.01 and| n |< 2.5)

or (fem < 0.1 and| n |> 2.5)

Calorimeter noise Medium or

f5% >0.95

or (fem > 0.98 andf5*" > 0.05)

Table 3. Selection criteria used to identify fake jets. They areasiféed from the loosest to the tightest one:
Looser, Loose, Medium and Tight selection criteria.

Total Looser Loose Medium Tight
ri_ret>15OGeV 124890| 77675 (37.81%) 70226 (43.76%) 663 (99.46%)| 38 (99.99%)
ri?t >500GeV| 2140 671 (68.64%) | 652 (69.53%) | 10 (99.53%) | 0 (100%)

Table 4. Number of jet candidates in the out-of-time sub-set of e enriched in fake jets before and
after applying the jet selection criteria. Numbers in p#neses are the fraction of jets identified as fake jets.
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Figure 30. Distributions of jet kinematic and discriminating varieb for the sample enriched in fake jets
before and after applying the jet selection criteria. Disttions for the sample enriched in collision jets,
labelled as “good jets sample” in the figures, are also sogmsed where applicable. Distributions for jets
from collisions are re-weighted in a way to reproduce the-tivoensional jelp‘{3t versus jetn distribution
obtained from the sample enriched in fake jets after Tiglgicsien cuts.
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efficiency is almost unchanged (variations are smaller h@5%) when varying the selection cuts.
For the Medium (Tight) criteria the size of the variation isreost 0.1% (0.5%).

The jet selection efficiency is measured in multijet Montel€aamples and compared to
the data driven estimates. Very good agreement is obseoreithd Looser and Loose criteria.
For the Medium (Tight) selection criteria differences rager than 0.2% (1%) are observed for
p'Tet > 40 GeV. Differences at Iowep'Tet values are at most 1% (2%) for the Medium (Tight)
selection criteria.

8.2 Monojet analysis

Events with a single jet balanced by large missing trangverementum are often exploited to
search for signatures of new physics. The monojet analgsiscBes for new exotic phenomena
such as Supersymmetry, Large Extra Dimensions, an inyiditaying Higgs boson or Dark Mat-
ter candidates. The analysis is carried out on data fronopsptoton collisions at/s = 7TeV
taken in 2011, corresponding to an integrated luminosi#. Bfb. A detailed description of the
analysis can be found ir3§]]. Only the BIB rejection methods are discussed here.

The dominant Standard Model physics processes that fornreducible background in this
analysis ar& — vV + jets, where a jet from initial-state radiation is detectad the two neutrinos
create IargeE%“‘ss, andW — (v + jets, where the lepton is out of the acceptance of the detecto
or badly reconstructed. Other backgrounds in the analysidecreasing order of importance, are
top-quark decays, multijet production, non-collision kgrounds and diboson productiow WV,
WZ 22).

The events in the monojet analysis signal region are seléntE?“sstriggers and must have
a reconstructed primary vertex. Furthermore, events vattomstructed leptons are rejected. A
leading jet with p’ft > 120GeV, accompanied bgMsS > 120GeV, is required. Events with a
third jet with p’ft above 30GeV are vetoed. The veto on additional jets is lesgysnt than in
the previous ATLAS monojet searcB7] as it was shown that allowing a second jet in the event
reduces systematic uncertainties from initial- or finaketradiation and increases signal selection
efficiencies. If a second jet exists, the difference betwibenazimuthal angle of the second jet
and E?“SS is required to be larger than3¥ad. This cut suppresses back-to-back QCD dijet events
where one of the jets is mis-measured resultin@%ﬁ‘mSS pointing in its direction. This set of cuts is
referred to as the “monojet selection”.

The monojet selection and the selection for the sample leedtién fake jets, defined in sec-
tion 8.1.1, are remarkably similar. Indeed, it is shown below that thenajet selection tends to
select predominantly non-collision background eventsthedefore the analysis requires efficient
cleaning of BIB and cosmic rays.

While most ATLAS physics analyses require only the Loosérsgdection criteria intro-
duced in table3, the monojet analysis requires the Medium criteria. Thigliap to all jets with
p'ft > 20GeV in an event. An additional cut on the leading jet chéuggrticle fractionfc, > 0.02
and electromagnetic energy fractiday > 0.1 is imposed in order to obtain even higher rejec-
tion power.

Figure31lillustrates the importance of the cleaning cuts in the metnapalysis. The leading
jet @ distribution, before applying any cleaning cuts, clealpws the typical azimuthal signature
of BIB, as described in sectiodsand7.1. Here, the total number of selected events i§94000.
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selection total number of events non-collision background
monojet selection ~ 694000 ~ 557000

after Medium jet cleaning ~ 134000 ~ 7000

after fop and fgy cuts 124704 5754 60(statH57(sys)

Table 5. Number of events in the monojet signal region before anet dffie cleaning cuts. Non-collision
background levels are also indicated. The last row cormdpto the monojet analysis signal region where
the non-collision background is the BIB contamination deiaed using the two-sided method. In the other
two cases, the estimate is based on the jet selection imeffigievaluated in Monte Carlo simulations.

The Medium jet cleaning reduces the amount of BIB signifigaly removing~ 560000 events
from the sample, which is- 80% of the original sample size. However, as discussed in sec
tion 8.1.2 it identifies 995% of the fake jets, which means that a certain residual atmafuBIB
after the cleaning is still expected. Indeed, the contatiindrom BIB in the remaining~ 134000
events after this cleaning is visible as a slight excegs-atd andg = 1. Therefore, even stronger
cleaning is needed and the additional cuts on the leadinghpaged particle fraction and electro-
magnetic energy fraction are applied. The resultrdjstribution looks flat which demonstrates the
rejection power of these cleaning cuts. The flalistribution suggests that the sample is dominated
by physics processes as indicated in fig2®e The number of events in the monojet analysis sig-
nal region, i.e. after the monojet selection with all theadlieag cuts, is 124704 which corresponds
to ~ 18% of the size of the original sample without any cleaningliap. These selected events
correspond mainly to physics processes but there may stdl$mall fraction of BIB events left.

The dominant Standard Model backgrounds0dwW boson plus jet production) are estimated
in a data-driven way in dedicated control regions. Multijackgrounds are also estimated from
data, while the diboson and top-quark backgrounds arerwatdrom Monte Carlo simulations.
Since the monojet analysis searches for rare events (begtamtlard Model physics), even the
smallest backgrounds need to be estimated accurately én twdjuantify how many of the events
may be due to new phenomena. The two-sided method, desénlsttion7.2, is completely
independent of the jet cleaning criteria applied in the nj@insignal region selection, and is used
to quantify the residual number of BIB events present in 27D4 monojet signal region events.
As shown in tablé, the method estimates the BIB level to be 5760(statit-57(sys) events. This
residual background is also indicated in figl® As expected, the distribution of the leading
jet charged particle fraction shows that a majority of thergs tagged as BIB have leading jets
without tracks pointing to them.

A Monte Carlo study reveals that the Medium cleaning sedectiriteria applied to all jets
with p"Tet > 20 GeV removes- 7% of physics events passing the monojet selection. Intiadithe
additional cuts on the leading jét, and fgy reduces the number of physics events in the Monte
Carlo samples by an additional 2%. These estimates for the jet selection inefficiency can be
used to determine the number of non-collision backgroumhisvin the sample after the monojet
selection with and without the Medium cleaning selectidteda applied (see tablg).

The total number of non-collision background events in @ cample just after the monojet
selection is~ 557000, which corresponds to 80% of the sample size. Afigyay all the cleaning
cuts the number of BIB events in the sample is reduced to S¢fesgponding to a rejection power
of ~ 103 for this analysis.
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Figure 31. Azimuthal distribution (left) and the charged particladtion (right) of the leading jet in the
monojet analysis signal region before and after the clganiits. The monojet analysis signal region events
are emphasised by the red line. The residual level of BIBtawated by the two-sided method is also shown.
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Figure 32. Transverse momentum (left) and the charged particleifragtight) of the leading jet in the
monojet analysis signal region. The non-collision backgubis the BIB evaluated by the two-sided method.

Finally, figure 32 shows the leading jepr distribution and the leading jet charged particle
fraction distribution for the monojet signal events togetvith various sources of Standard Model
backgrounds. The residual BIB, which amounts to onBg0 of the signal region events, is also
illustrated in the figure. The other events in the monojehaigegion sample of 124704 events
are in agreement with the background estimates for Staridadkl processes. No evidence for
physics beyond the Standard Model is found in the 2011 ddtahéfake jets tagged by the two-
sided method in this analysis hatg < 0.2 and have g lower than 300GeV. These events are
typically BIB muons overlaid on top of a minimum bias proceAa example of such a BIB event
in the monojet analysis signal region is shown in figB8here a BIB muon travels in the-AC
direction leaving hits in the CSC detectors on both sides TEAS. A LAr calorimeter cluster
stretched along the-axis is seen in-between, leading to a fake jet \rp&ﬁﬁ ~ 270GeV with the
corresponding missing transverse momentum in the oppdséetion. No collision tracks point
towards this jet. The energy of BIB muons can be up to the Te¥lJand a few cases have been
seen in data where the energy deposition of such a BIB muobéd@sreconstructed as a jet with
Pt > 1Tev.
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Run Number: 183021, Event Number: 5016911

Date: 2011-06-03 06:17:28 CEST

Figure 33. Example of an event in the monojet analysis signal regigh @iBIB muon entering from the
right and causing a fake jet. In the longitudinal projeciibottom left), CSC chambers with hits (highlighted
in red) are seen on both sides. LAr calorimeter cells (yéliowbetween contain large energy (green towers)
that forms a fake jet. A muon track (red line) parallel to #rexis is reconstructed on side C. The transverse
projection (top left) showE?“SS(dashed line) opposite to the fake jet. The reconstructeksr (blue) in
the inner tracking detector do not point towards the fake ftdetailed view (middle right) shows that
the calorimeter cells and the muon track are aligneg.irfFocusing on the LAr energy depositions in the
longitudinal projection (bottom right) reveals that thiedget consists of a cluster elongated in gitkrection.

A tighter cut on the leading jet charged particle fractiomwldoclearly remove non-collision
background events even further. The two-sided method alitudies of the efficiency and the mis-
identification probability of different cleaning cuts. $ustudies, using Monte Carlo simulation
samples, reveal that tighter cleaning cuts also significaatiuce the signal acceptance, which is
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not desired in searches. The set of cleaning cuts used indghejat analysis is a balance between
large background rejection and small physics signal sigspa.

Since the efficiency of the jet charged patrticle fractionisexpected to decrease with increas-
ing pile-up, the independent methods of BIB removal desdrifiere are expected to become more
important in LHC runs after 2011.

8.3 Summary of jet cleaning techniques

The selection method based on jet observables to removeailision backgrounds is particularly
powerful and widely used in ATLAS physics analysis. The Layosriteria already provide good
background rejection, while having a negligible loss ofaidfincy for jets originating from proton-
proton collisions. The collision-jet selection efficiensybetter than 99.8% fo;n"Tet > 20 GeV and
its performance is well reproduced by the Monte Carlo sitima When larger rejection factors
of non-collision backgrounds are needed, further seledtiiteria based on the electromagnetic
fraction and the charged particle fraction of the jets caafygied. Such tighter cleaning cuts have
been successfully applied in new physics searches, faaringtthe monojet signatures search.
There, the topology of the signal region events is similath® signatures of jets due to non-
collision backgrounds, and it has been shown thd@0% of the selected data come from non-
collision backgrounds if no cleaning cuts are applied. Dafdid cleaning reduces the non-collision
background contamination to8%, where the estimate of the residual BIB level is carrieitlsing
the methods described in sectiér?, which are independent of the cleaning cuts.

9 Conclusions

During the 2011 proton run the LHC delivered more than Sfbf luminosity, of which about
4.7fb 1 is usable for physics analyses. The number of colliding baadncreased during the
year from a few hundred to 1331. Each physics fill of the LH® @sntained on the order of 50
unpaired, i.e. non-colliding, bunches to monitor the beaduced background (BIB). The events in
those unpaired bunches were triggered by dedicated dlgwiand stored in a special background
stream at a rate of a few Hz.

Due to the large event rate, the Level-1 trigger rates bedmgscaling allowed detailed moni-
toring of backgrounds, while the recorded events formed#sss for developing dedicated back-
ground tagging tools to be used in physics analyses.

The main detector used for beam-gas monitoring in ATLAS ésBleam Conditions Monitor
(BCM), located very close to the beam-line. A special backgd-like trigger was implemented
for BCM hits, which selected only events with an early hit oreside and an in-time hit on the
other side of the ATLAS Interaction Point (IP). The ratesha$ trigger are shown to correlate very
well with residual gas pressure close to the experimentgthesure measured |at = 22 m), but
have much less sensitivity to beam losses further awayressure at= 58 m.

The BCM also provides a collision-like trigger, i.e. an imé& coincidence on both sides of
the IP. The rates from this trigger are used to study the gtiwestge distribution by looking for
collisions of protons in unpaired bunches with protons imimally empty bunches. These studies
reveal that non-negligible ghost charge can extend as fab@ss from the filled bunches. This
result is supported by similar findings for the Level-1 JE (yith pr > 10 GeV) trigger rates.
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In order to gain a deeper understanding of BIB sources amddion, dedicated simulations
have been performe®]. The main results of these simulations are presented snpthper and
characteristic features of the BIB, such as radial and ahahualistributions, are shown. Some of
these characteristic features have been observed in 2¢d aslavell.

The various ATLAS sub-detectors allow accurate studiehi®fIB to be performed. A par-
ticularly well-suited detector for studying BIB at smaltlieis the ATLAS Pixel detector. Since the
Pixel barrel is coaxial with the beam-line and BIB tracks pedominantly parallel to the beam, a
characteristic feature of BIB events in the Pixel detectdhé presence of elongated clusters with
large total charge deposition. This feature has been usdelvielop an algorithm for tagging BIB
events. Comparison of data and simulations indicates vang @greement for both collisions and
BIB. The tagging tool has been used to produce backgrounglearthat show that the BIB rate in
the Pixel detector correlates very well with the residualsgure atz] = 22 m. This shows that the
Pixel detector, like the BCM, is sensitive mainly to beans-gaents close to the detector. However,
the background data also show a slighaisymmetry. The BIB simulations suggest that such an
asymmetry is created by bending in the magnets of the inipdettend beyond. Thus a fraction of
the background seen by the Pixel detector seems to origuatea larger distance.

The main impact of BIB on physics analyses is the productibfake jets due to radiative
energy losses of high-energy muons passing through theroakers. This affects mainly the anal-
yses relying on IargE?“sssignatures. The simulations indicate that such muons ltawgdinate
far from the detector{ 100 m) in order to reach the calorimeter radii. In additiosythre predicted
to show a very pronouncegrasymmetry with a strong preference for muons to be in thizbotal
plane. Such an asymmetry is clearly seen in the distribudfdake-jet candidates. A special tool,
based on identifying the incoming/outgoing muon in the C8@ #he inner MDT endcap muon
chambers, has been developed to remove such events fronecgphapalysis. This tool comprises
several algorithms, yielding different efficiency and ridentification probabilities. In addition to
using the position and direction information from the muetedtors (both polar and azimuthal) it
also uses timing information of both the muon detectors haedtalorimeter.

The standard jet cleaning algorithms used in ATLAS to reject-collision background events
have been summarised and their application in the mongjaagires search has been presented.
It has been shown that after the jet cleaning criteria aréiexppghe event sample still contains BIB
events, which are identified by a special analysis tool akdntanto account in the background
estimates in this analysis. Without this dedicated clegnBiB events would represent a serious
background for some searches for new phenomena.

A Alternative methods for BIB identification in the calorime ters

This appendix outlines two alternative methods for BIB iifezation in the calorimeters in addition
to those described in sectiagh2 The first method uses the time signature of energy depositio
due to BIB in the TileCal. The other checks the shape and atien of a calorimeter cluster in
order to differentiate between BIB and collision produ@sth methods are presently under study.

A.1 Beam background signatures in the Tile calorimeter

The timing measurements with 1 ns resolution, and spatfatrimation for the measured energy
depositions of the TileCal provide an analysis tool capatbleeconstructing muons which may
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Figure 34. Selection criteria for the TileCal muon filter. The bluetsetyles correspond to the-t regions
used by the TileCal muon filter to select the events. The nusnt@respond to the minimum number of
selected clusters required in each region.

originate from BIB. A possible signature of such muons isréeseof aligned energy depositions
parallel to the beam direction, starting on one side of theCal and propagating to the other. The
time measurement of the energy deposits has to be consigthrthe hypothesis of a particle trav-

elling parallel to the beam direction at the speed of lightilevhaving roughly the same azimuthal
angle () in the detector. The criteria used to identify such didtpetterns are the following:

e Select calorimeter clusters with a fraction of energy inTheCal of at least 90%.

e The TileCal is divided in 64 overlapping slices i such that the"" slice coversg ¢
[ng5,n35 + {¢]. The width of eachy slice, {5, corresponds to two consecutive TileCal mod-
ules, which define the angular resolution of the TileCabpinIn eachg slice, clusters are
selected if their pseudorapidity and time measurementargatible with the hypothesis of

a particle travelling parallel to the beam axis.

e A minimum number of selected clusters is required to tag a Bl®N candidate and it is
required that they have a specific pattermir. Figure34 illustrates tha)—t regions that are
defined to tag BIB muons and shows the minimum cluster midiiplrequirement in each
of the regions along the muon path. No additional selectriteron is applied, i.e. these
n-t regions have no segmentation in the radial direction. Thete of cuts on the number
of clusters in each region are defined in the figure. The ibiistl selection criteria apply to
muon background travelling in the-€A direction. For the A-C direction, the diagonal of
the n—t regions is reversed.

An example of a BIB event tagged in an unpaired bunch is shavigure 35.

The efficiency of the selection criteria is evaluated in tadrom unpaired bunches, requiring
exactly one jet Witl"p'Tet >30GeV,|n| < 1.5. Atiming cut oft < —5 ns is applied in order to reduce
the contamination from ghost collisions in the unpaireddbudata, and 90% of the jet energy
should belong to TileCal channels in order to ensure thaBtBeparticle deposits its energy in the
TileCal. Since collision data samples are always contataihy BIB events, the mis-identification
rate of the TileCal muon filter is estimated with a multijet Me Carlo sample that reproduces
the pile-up conditions of the data. The BIB-enriched and tddarlo samples described above
are composed of 2101 and41 1P events, respectively. The efficiency for the selectionedit
depicted in figure34 is about 12%, and the mis-identification rate is about@*. By requiring
only one hit in each of the relevantt regions, the efficiency is higher by about a factor three and
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Figure 35. Example of an event selected by the TileCal muon filter inaimgal bunches. The clusters are
shown in red marks and belongs to the saprsdice.

the mis-identification rate increases by more than two grdemagnitude. If the minimum number
of required hits in the regions is increased to two, the miésification rate drops to about 10and
the selection efficiency decreases to only about 1%. Thavellalow efficiency can be explained
by the fact that the selection criteria require the muonéssithe calorimeter completely from side
to side. Muons that enter on one side and are stopped insideatbrimeter are not tagged, but
they contribute to the inefficiency of the method.

A.2 Cluster shape

Because BIB muons travel parallel to the beam-pipe, theistet shapes in the calorimeter are
different from those generated by collisions. The partgtewer develops mainly along ttze
direction for BIB, whereas for collisions it develops in tt&ection from the interaction point.
In order to distinguish between BIB and collision producssédd on the cluster shape, one can
compare the standard deviations of gendr positions of the cells contained within a cluster. The
ratio

O _ 3 (rcen—Taws)® (A1)

0z Z(Zcell - chus)2
is defined, where.e, rcel andzgys, I'clus are the positions of cells and clusters, respectively. Only
the cells with a well-measured time and an energy deposéimve 100MeV are considered in
the sum in order to suppress noise. FigBéeompares the ratio of standard deviationg andr,
o; / 0, for BIB muon data from unpaired bunches with simulatedisiolh data. The distributions
motivate a cut oro; /0, < 0.15 to select BIB muons. It can be seen that some of the clustemns
collisions also satisfy the cut any /0; < 0.15. Given the large number of clusters per event, this
leads to non-negligible mis-tagging rates. In order to cedmis-identification of collisions due to
this fact, selection criteria based on other quantitiesinede applied as well.
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unpaired bunches (solid) and simulated collision everdst{dd). Taken fron2p].

Acknowledgments

We thank CERN for the very successful operation of the LHGQyelsas the support staff from our
institutions without whom ATLAS could not be operated eéfidily.

We thank, especially, G. Bregliozzi and G. Lanza from the L\V&€uum group for providing
us with pressure maps and explanations. We are also grébefile help of the FLUKA team at
CERN, who contributed to the geometry models of the LHC axton region simulations.

We acknowledge the support of ANPCyT, Argentina; YerPhimAnia, ARC, Australia,;
BMWF and FWF, Austria; ANAS, Azerbaijan; SSTC, Belarus; GN&nd FAPESP, Brazil;
NSERC, NRC and CFlI, Canada; CERN; CONICYT, Chile; CAS, MO8t BSFC, China; COL-
CIENCIAS, Colombia; MSMT CR, MPO CR and VSC CR, Czech RegmiNRF, DNSRC and
Lundbeck Foundation, Denmark; EPLANET, ERC and NSRF, EemopUnion; IN2P3-CNRS,
CEA-DSM/IRFU, France; GNSF, Georgia; BMBF, DFG, HGF, MPGlavH Foundation, Ger-
many; GSRT and NSRF, Greece; ISF, MINERVA, GIF, DIP and BgmoZenter, Israel; INFN,
Italy; MEXT and JSPS, Japan; CNRST, Morocco; FOM and NWOhHNeands; BRF and RCN,
Norway; MNiSW, Poland; GRICES and FCT, Portugal;, MERYS (MES}, Romania; MES of
Russia and ROSATOM, Russian Federation; JINR; MSTD, SEM&SR, Slovakia; ARRS and
MIZ é, Slovenia; DST/NRF, South Africa; MICINN, Spain; SRC andl\@hberg Foundation, Swe-
den; SER, SNSF and Cantons of Bern and Geneva, Switzerla®@, Maiwan; TAEK, Turkey;
STFC, the Royal Society and Leverhulme Trust, United Kingd®OE and NSF, United States
of America.

The crucial computing support from all WLCG partners is amkiedged gratefully, in par-
ticular from CERN and the ATLAS Tier-1 facilities at TRIUMRC@nada), NDGF (Denmark,
Norway, Sweden), CC-IN2P3 (France), KIT/GridKA (GermaniNFN-CNAF (Italy), NL-T1
(Netherlands), PIC (Spain), ASGC (Taiwan), RAL (UK) and BKILSA) and in the Tier-2 fa-
cilities worldwide.

— 53—



References

[1] L. Evans and P. Bryant,HC Machine 2008JINST3 S08001
[2] LHC design Reporthttp://Ihc.web.cern.ch/lhc/lhc-designreport.html
[3] H. WiedemannParticle Accelerator Physigshird edition, Springer (2007).

[4] M. Bosman et al.Estimation of Radiation Background, Impact on Detectorgjvation and
Shielding Optimization in ATLA&TL-GEN-2005-001(2005).

[5] R. AssmanngCollimation for the LHC High Intensity BeanBroceedings dfiB201Q Morschbach,
Switzerland, 201http://epaper.kek.jp/HB2010/index.htm

[6] R. Assmann et alCollimators and Beam Absorbers for Cleaning and Machinaéttion
Proceedings of theHC Project WorkshopChamonix X1V, 2005, pg. 2016,
http://indico.cern.ch/conferenceDisplay.py?confld40

[7] R. Assmann et alThe Final Collimation System for the LKI@roceedings dEPAC 2006
Edinburgh, Scotland, 2006, pg. 988tp://accelconf.web.cern.ch/accelconf/e06/

[8] G. Valentino et al.Multi-turn losses and cleaning in 2011 and 2QF2oceedings of th2011 LHC
beam operation workshogvian, France, 2011,
http://indico.cern.ch/conferenceDisplay.py?confled5520

[9] R.Bruce et al.Sources of machine-induced background in the ATLAS and @W#Stdrs at the
CERN Large Hadron Collideito be submitted tdlucl. Instrum. MethA.

[10] C. Benvenuti et al.Decreasing surface outgassing by thin film getter coatiigsuunb0 (1998) 57

[11] R. Cimino et al.Can low energy electrons affect high energy physics acatles?,
Phys. Rev. LetB3(2004) 014801

[12] G. Bregliozzi, G. Lanza, V. Baglin and J.M. Jimin&acuum pressure observations during the 2011
proton run Proceedings of th2011 LHC beam operation workshdpvian, France, 2011,
http://indico.cern.ch/conferenceDisplay.py?confle5520

[13] A.Rossi, G. Rumolo and F. Zimmermark Simulation Study of Electron Cloud in the Experimental
Regions of the LHCProceedings dEPAC 2002 Paris, France, 2002,
http://accelconf.web.cern.ch/accelconf/e02/defaint.

[14] ATLAS collaboration,The ATLAS Experiment at the CERN Large Hadron Collider
2008JINST3 S08003

[15] V. Cindro et al.,The ATLAS beam conditions monita®008JINST3 P02004

[16] M. Cacciari, G.P. Salam and G. Soy@he Anti-k(t) jet clustering algorithndHEP 04 (2008) 063
[arXiv:0802.1189].

[17] W. Lampl et al. Calorimeter Clustering Algorithms: Description and Parftance
ATL-LARG-PUB-2008-0022008).

[18] ATLAS collaborationReadiness of the ATLAS Liquid Argon Calorimeter for LHC Sialhs
Eur. Phys. JC 70(2010) 723 arXiv:0912.2642].

[19] A. Drozhdin, M. Huhtinen and N. Mokhowccelerator related background in the CMS detector at
LHC, Nucl. Instrum. MethA 381 (1996) 531

[20] A.l. Drozhdin, N.V. Mokhov and S.I. StriganoBeam Losses and Background Loads on Collider
Detectors Due to Beam-Gas Interactions in the L#@ceedings dPAC09 Vancouver, Canada,
April 2009. Fermilab-Conf-09-1722009).

—54—


http://dx.doi.org/10.1088/1748-0221/3/08/S08001
http://lhc.web.cern.ch/lhc/lhc-designreport.html
http://cds.cern.ch/record/814823
http://epaper.kek.jp/HB2010/index.htm
http://indico.cern.ch/conferenceDisplay.py?confId=044
http://accelconf.web.cern.ch/accelconf/e06/
http://indico.cern.ch/conferenceDisplay.py?confId=155520
http://dx.doi.org/10.1016/S0042-207X(98)00017-7
http://dx.doi.org/10.1103/PhysRevLett.93.014801
http://indico.cern.ch/conferenceDisplay.py?confId=155520
http://accelconf.web.cern.ch/accelconf/e02/default.htm
http://dx.doi.org/10.1088/1748-0221/3/08/S08003
http://dx.doi.org/10.1088/1748-0221/3/02/P02004
http://dx.doi.org/10.1088/1126-6708/2008/04/063
http://arxiv.org/abs/0802.1189
http://cds.cern.ch/record/1099735
http://dx.doi.org/10.1140/epjc/s10052-010-1354-y
http://arxiv.org/abs/0912.2642
http://dx.doi.org/10.1016/S0168-9002(96)00807-8
http://cds.cern.ch/record/1370157

[21] R. Bruce et al.Machine-induced showers entering the ATLAS and CMS desdotthe LHG
Proceedings ofPAC’11, San Sebastian, Spain 2011,
http://accelconf.web.cern.ch/accelconf/IPAC201 ldxttm

[22] G. Bregliozzi, G.Lanza, V. Baglin and J. M. Jimin&acuum stability and residal gas density
estimation for the vacuum chamber upgrade of the ATLAS4datien region at the Large Hadron
Collider, VacuunB6 (2012) 1682

[23] N.V. Mokhov and T. WeilerMachine-induced backgrounds: their origin and loads on ABICMS
Proceedings of theHC workshop on Experimental Conditions and Beam-inducet&ors
BackgroundsCERN-2009-003 (2009).

[24] F. SchmidtSixTrack Version 4.2.16, Single Particle Tracking Codeifirgy Transverse Motion with
Synchrotron Oscillations in a Symplectic ManpBeport CERN/SL/94-56-AP (1994).

[25] A. Ferrari, P. R. Sala, A. Fasso and J. RaRftlUKA: a multi-particle transport codeReport
CERN-2005-10 (2005);
G. Battistoni at al.The FLUKA code: Description and benchmarkifgoceedings afladronic
Shower Simulation Workshop 2Q@&rmilab September 6—8 2006P Conf. Proc896(2007) 31

[26] PaRTICLE DATA GROUPcollaboration, J. Beringer et aRp12 Review of Particle Physicsection
30.6,Phys. Re\D 66 (2002) 204.

[27] B. Trocmé,The Atlas Liquid Argon Calorimeter: Commissioning with @asMuons and First LHC
BeamsProceedings of th&lth Topical Seminar on Innovative Particle and Radiaticetéztors
Siena, Italy, October 1-4 200Rucl. Phys. (Proc. Suppl)97(2009) 139

[28] S. Ask, et al.;The ATLAS central level-1 trigger logic and TTC syst2G08JINST3 P08002

[29] ATLAS collaborationNon-collision backgrounds as measured by the ATLAS detéoting the
2010 proton-proton rupATLAS-CONF-2011-1372011).

[30] ATLAS collaborationLuminosity Determination in pp Collisions gfs= 7 TeV Using the ATLAS
Detector at the LHCEur. Phys. JC 71(2011) 163(JarXiv:1101.2185].

[31] A. Alici et al., Study of the LHC ghost charge and satellite bunches for lasify calibration,
CERN-ATS-Note-2012-02@012).

[32] A. Jeff, A Longitudinal Density Monitor for the LH@h.D. thesis, Department of Physics, University
of Liverpool U.K. (2012).

[33] T. Sjostrand, S. Mrenna and P.Z. Skarfg;THIA 6.4 Physics and ManydHEP 05 (2006) 026
[hep-ph/0603175].

[34] ATLAS collaborationSearch for dark matter candidates and large extra dimerssiorevents with a
jet and missing transverse momentum with the ATLAS dej&ffRN-PH-EP-2012-21(2012).

[35] ATLAS collaborationPerformance of Missing Transverse Momentum Reconstruictio
Proton-Proton Collisions at 7 TeV with ATLABur. Phys. JC 72(2012) 1844 arXiv:1108.5602].

[36] ATLAS collaboration Performance of the ATLAS Trigger System in 2010
Eur. Phys. JC 72(2012) 1849arXiv:1110.1530].

[37] ATLAS collaborationSearch for new phenomena with the monojet and missing teasesv
momentum signature using the ATLAS detectqy$n= 7 TeV proton-proton collisions
CERN-PH-EP-2011-09(011).

— 55—


http://accelconf.web.cern.ch/accelconf/IPAC2011/index.htm
http://dx.doi.org/10.1016/j.vacuum.2012.03.041
http://link.aip.org/link/doi/10.1063/1.2720455
http://dx.doi.org/10.1016/j.nuclphysbps.2009.10.052
http://dx.doi.org/10.1088/1748-0221/3/08/P08002
http://cds.cern.ch/record/1383840
http://dx.doi.org/10.1140/epjc/s10052-011-1630-5
http://arxiv.org/abs/1101.2185
http://cds.cern.ch/record/1427728
http://dx.doi.org/10.1088/1126-6708/2006/05/026
http://arxiv.org/abs/hep-ph/0603175
http://cds.cern.ch/record/1485031
http://dx.doi.org/10.1140/epjc/s10052-011-1844-6
http://arxiv.org/abs/1108.5602
http://dx.doi.org/10.1140/epjc/s10052-011-1849-1
http://arxiv.org/abs/1110.1530
http://cds.cern.ch/record/1363019

The ATLAS collaboration

G. Aad'8, T. Abajyartt, B. Abbott1L J. AbdallaR?, S. Abdel Khalek>, A.A. Abdelalim®®, O. Abdinow?,
R. Aberi® B. Abill2 M. Abolins®8 0.S. AbouZeid®® H. Abramowic2%3 H. Abreut35,

B.S. Acharydf43164ba | Adamczyk8, D.L. Adamsg®, T.N. Addy?5, J. Adelman’, S. Adomeit?,

P. Adragnd®, T. Adye!??, S. Aefsky3, J.A. Aguilar-Saavedfg*e®, M. Agustont’, M. Aharrouché?,
S.P. Ahler?, F. Ahle€®, A. Ahmad8 M. Ahsarf?, G. Aielli1333133b T Akdogart®® T.P.A.Akessor®,
G. Akimoto!®5, A.V. Akimov?4 M.S. Alan?, M.A. Alam’S, J. Albert®9, S. Albrand®, M. Aleksa®,
I.N. Aleksandro$4, F. Alessandri#?2 C. Alex&%2 G. Alexandet®® G. Alexandré®, T. Alexopoulod?,
M. Alhroobt643164c \ Aliev16, G. Alimonti®®2 J. Alison2%, B.M.M. Allbrooke'®, P.P. Allport3,

S.E. Allwood-Spier®, J. Aimond?, A. Aloisio’923192b R Alon!”2 A. Alonso’®, F. Alonsd®,

A. Altheimer®, B. Alvarez Gonzalé®, M.G. Alviggil023102b kK Amakd®®, C. Amelund?,

V.V. Ammosov?8* S.P. Amor Dos Santd$'2 A. Amorim!24a¢ N. Amram™®3, C. Anastopoulo®,
L.S. Ancu’, N. Andari5, T. Andeer®, C.F. Ander8® G. Anders8 K.J. Andersopl,

A. Andreazz8%38% V. AndreP8 M-L. Andrieux®®, X.S. Anduag®’, S. Angelidaki$, P. Angef,

A. Angeramt>, F. Anghinolff®, A. Anisenkov?’, N. Anjost?42 A. Annovi*’, A. Antonak?,

M. Antonelli*’, A. Antono\?, J. Antog44° F. Anulli322 M. Aokil® S. Aourf3, L. Aperio Bell,

R. Apolle!’8d G, Arabidzé&8, I. Aracend?3, Y. Araif5, A.T.H. Arce®, S. Arfaout*8 J-F. Arguir?®,

S. Argyropoulo#? E. Arik1%8* M. Arik192 A.J. Armbrustet’, O. Arnae??, V. Arnalf®, C. Arnault’®,
A. ArtamonoV®, G. Artonit32a132b D Arutinov??, S. Asaf®s, S. Aske8, B. Asmart46al4tb | Asquittf,
K. AssamagafP®, A. Astbury*®°, M. Atkinson'®>, B. Auber?, E. Augée*®, K. Augstert?S,

M. Aurousseatf@ G. Avolio®%, R. Avramidod?, D. Axent%8, G. Azuelo$3f, Y. Azuma>5 M.A. Baald®,
G. Baccagliorfi®® C. Bacct34a134b A M. Bacht®, H. Bachacol®, K. Bachag®, M. Backe4®,

M. Backhaud!, J. Backus Mayé43 E. BadesctP2 P. Bagnai&®?3132®, S. Bahinipafl, Y. Bai®32

D.C. Bailey!®8, T. Bairf®, J.T. Baine¥?%, 0.K. Baket’ M.D. Baker®, S. Bakef’, P. BaleR?’,

E. Bana?®, P. Banerje?®, Sw. Banerje¥’3, D. Banff?, A. Bangert®, V. Bansal®®, H.S. Bansil®,

L. Barakl’2 S.P. Barandc¥#, A. Barbaro Galtief®, T. Barbef®, E.L. Barberi§®, D. Barberi§®a50b,

M. Barberd?, D.Y. BardirP*, T. Barillari®®, M. Barisonz}’®, T. Barklow**3 N. Barlow?8, B.M. Barnett2?,
R.M. Barnett®, A. Baroncell3*2 G. Baroné®, A.J. Bart'8 F. Barreird®,

J. Barreiro Guimar&es da Co3taP. Barrillort15, R. Bartoldud*3, A.E. Bartor{1, V. BartschH*®,

A. Basye®® R.L. Bates®, L. Batkovd**2 J.R. Batley®, A. Battaglid’, M. Battistin®®, F. Bauet36,
H.S. Bawa*39, S. Bealé®, T. Bead®, P.H. Beauchemi®!, R. Beccherlg”® P. Bechtlé?, H.P. BecR’,
K. Becket’®, S. Becket®, M. Beckingham?38, K.H. Becks’, A.J. Beddall®c, A. Beddall®c,

S. Bedikiart’®, V.A. Bednyako$*, C.P. Be&3, L.J. Beemstéf®, M. BegeP®, S. Behar Harpdz?,

P.K. Beher&, M. Beimford€®, C. Belanger-Champag#fe P.J. Belf®, W.H. Bell*%, G. Bella®3,

L. Bellagamb&®@ M. Belloma®, A. Belloni®’, O. Beloborodovi#’", K. Belotskiy?®, O. Beltramelld®,
0. Benary®3 D. Benchekrout?® K. Bendt24631460 N Beneko&%5, Y. Benhammot??,

E. Benhar Nocciofi®, J.A. Benitez Garci®®®, D.P. Benjamifi®, M. Benoit®, J.R. Bensingé?,

K. Benslama30, S. Bentvelsel®, D. Berge?, E. Bergeaas Kuutmafif) N. Berge?, F. Berghau¥®,

E. Berglund®, J. Beringet®, P. Bernat’, R. Bernhar®, C. Berniug®, T. Berry’S, C. Bertell&3,

A. Bertin?%a20b £ Bertoluccl?23122b \.|. Besang%28% G J. Besje¥?, N. Bessoh36, S. Bethké®,

W. Bhimji*é, R.M. Bianch??, L. Bianchin?®, M. Biancd2372b, O. Biebef®, S.P. Bieniek’,

K. Bierwager®?, J. Biesiad®, M. Biglietti’*2 H. Bilokor*’, M. Bindi?%32%, s_Binet!® A. Bingul*®,
C. Binit323132b C_Biscarat’8, B. Bittnef®, K.M. Black??, R.E. Blaif, J.-B. Blanchartf®, G. BlanchotC,
T. Blazek*42 |. Bloch*?, C. Blocker3, J. BlockP?, A. Blondef*®, W. BlumPl, U. Blumenscheitf,

G.J. Bobbink%, V.S. Bobrovniko#%’, S.S. Bocchett®, A. Bocci*®, C.R. Boddy'8 M. Boehlef?,

J. Boek7® T.T. Boek’>, N. Boelaertb, J.A. Bogaert¥, A. Bogdanchikov®’, A. Bogouch%*,

C. Bohnt*62 J. Bohm?5, V. Boisverf®, T. Bold®8, V. Bolde&52 N.M. Bolnet36, M. Bomberf®,

— 56 —



M. Bona®, M. Boonekamp?6, S. Bordoni®, C. Boret’?, A. Borisov*28, G. BorissoV?, |. Borjanovic-33
M. Borri®2, S. Borron?’, J. Bortfeldf®, V. Bortolotto!348134b K Bos'9, D. Boscherim®@ M. Bosmar?,
H. Boterenbroo#®, J. Bouchant®, J. Boudreat?? E.V. Bouhova-Thackét, D. Boumedien#,

C. Bourdario$!® N. Boussof®, A. Boveigl, J. Boyd®, I.R. Boykd, I. Bozovic-Jelisavcit?,

J. Bracinik8, P. Branchini®*2 A. Brand®, G. Brandt'8 O. Brand?*, U. Bratzlet®®, B. Bralf*,

J.E. Brad H.M. Braurt’>*, S.F. Brazzal¥43164c B, Brelier'8, J. Bremet?, K. Brendlinget?°,

R. Brennet®, S. Bressler’2, D. Brittor®3, F.M. Brochif8, 1. Brock?, R. Brock8, F. Broggf°2

C. Bromber§8, J. Bronne?’, G. Brooijmansg®, T. Brooks®, W.K. Brooks’?, G. Browrf2, H. Browr?,
R. Brucé?, P.A. Bruckman de Renstroih D. Brunckd#4®, R. Brunelieré®, S. Brunef®, A. Bruni?®2

G. Brunf8 M. Brusch?®@ T. Buane$®, Q. Buaf®, F. Buccf?®, J. BuchanaH®, P. Buchholz*,

R.M. Buckingham?8, A.G. Buckley'S, S.I. Bud&®2 I.A. Budago¥*, B. Budickl%8 V. Biische??,

L. Buggeé'l’, O. Bulekow®, A.C. BundocK?, M. Bunsé?, T. Burart’, H. Burckhart®, S. Burdir(3,

T. Burges$®, S. Burké?d, E. Busaté®, P. Bussey?, C.P. Buszellé®®, B. Butlert*3, J.M. Butler?,

C.M. Buttar®, J.M. ButterwortA’, W. Buttingef®, M. Byszewski?, S. Cabrera Urb&f’,

D. Caforic?®320b O, Cakif?, P. Calafiurd®, G. Calderini® P. Calfayaf®®, R. Calking%, L.P. Calobd*3
R. Caloi323132b b Calved?, S. Calvet?, R. Camacho Tortf, P. Camarfi3331330 b Camerof!’,

L.M. Caminada®, R. Caminal Armadantd, S. Campan®, M. Campanelii’, V. Canalé?23102b

F. Canell?, A. Canep&° J. Canter®’, R. Cantrilf5, L. Capasst?3192b M.D.M. Capeans Garrid®,
|. Caprin?®@ M. Caprin?%2 D. Capriott?®, M. Capud@’23’®, R. Caput8?, R. Cardarelft332 T. CarlF°,
G. Carlind922 L. Carminat?®38% B. Caroff®, S. CaroR%, E. Carquii?®, G.D. Carrillo-Montoy&*?,
A.A. Carter®, J.R. Cartef8, J. Carvalhé?*@ | D. Casadéf8, M.P. Casad¥?, M. Cascelld223122b

C. CasB9350b+ A M. Castaneda Hernand€?1, E. Castaneda-Mirand®, V. Castillo Gimene¥”,

N.F. Castrd?*@ G. Cataldf?2 P. Catastiri’, A. Catinaccid®, J.R. Catmor&, A. Cattaf®,

G. Cattant3331330 5 Caughroff, V. Cavalieré®® P. Cavalleri®, D. Cavallf®® M. Cavalli-Sforza?,

V. Cavasinnt?23122b F Ceradint3431340 A S, Cerqueir&™, A. Cerrf?, L. Cerrito’®, F. Ceruttf’,

S.A. Cetirt®®, A. Chafad?>2 D. Chakrabort§® 1. Chalupkova?’, K. Char?, P. Chandf® B. Chapleaf?,
J.D. Chapmat?, J.W. Chapma, E. Chareyré, D.G. Charltod®, V. Chavd&?, C.A. Chavez Barajas,
S. Cheathaf?, S. Chekand¥; S.V. Chekulae¥?2 G.A. Chelko¥?, M.A. Chelstowsk& C. Chef{3,

H. Cherf>, S. CheR®¢, X. Chert’3, Y. Cher?®, Y. Cheng?, A. Cheplako¥*, R. Cherkaoui El Mourslf®¢
V. Chernyati®, E. Ched, S.L. Cheun&® L. Chevaliet36, G. Chiefari®23102b | Chikovanpla*,

J.T. Childer$®, A. Chilingarov?, G. Chiodinf?2 A.S. Chisholm?8, R.T. Chisletf’, A. Chitar?%2

M.V. Chizho¥4, G. Choudalaki®, S. Chourido&®?, I.A. Christidi’?, A. Christow*s,

D. Chromek-Burckha?f, M.L. Chut®%, J. Chudob®?®, G. Ciapett}323132b A K. Ciftci*? R. Ciftci*?,

D. Cinc&*, V. Cindro™, C. Ciocc&%2% A Ciociol®, M. Cirilli 8, P. Cirkovid3?, Z.H. Citront’2

M. Citterio®98 M. Ciubancar®? A. Clark*®, P.J. Clark8, R.N. Clarké®, W. Cleland?3 J.C. Clemerfs,
B. Clement®, C. Clement*63146b v Coado§3, M. Cobal64a164c A Coccard®8 J. Cochraf?,

L. Coffey?3, J.G. Cogal'3, J. Coggeshalf®, E. Cogneras’® J. Colas, S. Colé®%, A.P. Colijn'®®,

N.J. Collind8, C. Collins-Tootf33, J. ColloP>, T. Colombd19311% G Colorf4, G. Compostell?®?,

P. Conde Muifié?*2 E. Coniavitis®6, M.C. Conidi2, S.M. Consonr#?28% /. Consortf?,

S. Constantineséf C. Conta!9311% G Cont?’, F. Conventi®23k M. Cooke®, B.D. Coopef’,

A.M. Cooper-Sarkdr® K. Copict®, T. Cornelissel®, M. Corradf®@ F. Corrivead®',

A. Cortes-Gonzalé?®, G. Cortian&®, G. Costd°3 M.J. Costa®’, D. Costanz&®, D. Cot&”,

L. Courneye&®® G. Cowari®, C. Cowder® B.E. Co¥?, K. Cranmet® F. Cresciolf®, M. Cristinzianf?,
G. Crosett’337b S Crépé-Renaudif, C.-M. Cuciué® C. Cuenca Almenaf®,

T. Cuhadar Donszelmaht?, J. Cumming¥’®, M. Curatold”, C.J. Curtid®, C. Cuthbert>®, P. Cwetansk?,
H. Czir*1 P. CzodrowsKt*, Z. Czyczuld’® S. D’'Auria®3, M. D'Onofrio’3, A. D'Orazio!323132b

M.J. Da Cunha Sargedas De Sotf43 C. Da Vié?, W. Dabrowski®, A. Dafinca'8 T. Daf’,

C. Dallapiccol&?, M. Dant®, M. Damer??35% D S. Damiani®’, H.O. Danielssotf, V. Dad*,

—57—



G. Darbd%2 G.L. Darle&®®, J.A. Dassould¥, W. Davey?, T. Davidek?’, N. Davidsofi®, R. Davidsor?,
E. Davied'8d, M. Davie$®, O. Davignori®, A.R. Davisori’, Y. Davygor&®2 E. Dawé*? |. Dawsort3®,
R.K. Daya-Ishmukhameto%3 K. De?, R. de Asmundi®’?2 S. De CastréP32%, S. De Cecc®,

J. de Gra&€, N. De Groot®, P. de Jon¥®, C. De La Taillé!®, H. De la Torré%, F. De LorenZ?,

L. de Mord?, L. De Nooif'®, D. De Pedi&®?2 A. De Salvd322 U. De Sancti¥343164c A, De Santd*°,
J.B. De Vivie De Regit'®, G. De Zorzi323132b \\ J. Dearnale$t, R. Debbé®, C. Debenedettf,

B. Dechenau3®, D.V. Dedoviclf4, J. DegenhardC J. Del PestP, T. Del Preté?23122b T, Delemonte®®,
M. Deliyergiyev4 A. DellAcqua®’, L. Dell'Asta??, M. Della Pietra%22K D. della Volp&?92a102b

M. Delmastr@, P.A. Delsa®®, C. Deluca®, S. Demers’S, M. Demiche$?, B. DemirkoZ2™M,

S.P. Deniso¥?8, D. Derendar®, J.E. Derkaodt®d F. Derué8, P. Dervar?, K. Desch!, E. Devetak?s,
P.O. Deviveiro&®, A. Dewhurst?®, B. DeWilde'*8, S. Dhaliwal®8, R. Dhullipud?®",

A. Di Ciaccio'332133b | Dj Ciaccic®, C. Di Donatd?28102b A Dj Girolamc®, B. Di Girolama®,

S. Di Luisé343134b A Di Mattial’3, B. Di Micco®®, R. Di Nardd’, A. Di Simong-33a133b

R. Di Sipic?®32%0 M.A. Diaz®?2 E.B. Diehf?, J. DietricH?, T.A. Dietzsci#®2 S. Diglio®®,

K. Dindar Yagcf©, J. Dingfeldef!, F. Dinu£®2 C. Dionisi323132b p_Dijt262 S. Ditef%2 F. Dittus®,

F. Djam&3, T. Djobav&'®, M.A.B. do Vale?*°, A. Do Valle Weman¥42°, T.K.O. Doar?, M. Dobb$®,

D. Dobos?®, E. Dobsor%P, J. Dodd®, C. Doglionf*®, T. Doherty?, Y. Doi®>*, J. Dolejst?’, I. Dolenc’®,
Z. Dolezal?’, B.A. Dolgosheif®*, T. Dohmaé®5, M. Donadell?* J. Donin??, J. Dopké®, A. Dorial022
A. Dos Anjos "3 A. Dottit?23122b M T, Dova®, A.D. Doxiadis®, A.T. Doyle®3, N. Dressnandt®,

M. Dris0, J. Dubber®, S. Dubé®, E. Duchovnt’2 G. DuckecR8, D. Dudd’>, A. Dudarev®,

F. Dudzial3, M. Duihrssef?, I.P. Duerdotf?, L. Duflot!®, M-A. Dufour®®, L. Duguid’®, M. DunforcP®2
H. Duran YildiZ*3, R. Duxfield3°, M. Dwuznik38, F. Dydak®, M. Direr??, W.L. Ebensteif®, J. Ebké&8,
S. Eckweile?!, K. Edmond&!, W. Edsor, C.A. Edward&®, N.C. Edward®®, W. Ehrenfeld?, T. Eifert!43,
G. Eigert4, K. Einsweilef', E. EisenhandIéP, T. Ekelof®¢, M. El Kacimi'3°¢ M. Ellert'%6, S. Elle$,

F. Ellinghau$?, K. Ellis’®, N. Ellis*®°, J. EImsheusé&?, M. Elsing®®, D. Emeliyano¥?°, R. Engelmantf*
A. EngP8, B. Epfl, J. Erdmantf, A. Ereditatd’, D. Eriksso*62 J. Ernst, M. Ernsg®, J. Ernwein35,
D. Erredé®, S. Erredé®®, E. Ertef!, M. Escaliet!®, H. Esci®, C. Escoba3, X. Espinal Curuft?,

B. Espositd’, F. Etienn&3, A.l. Etienvré3® E. Etzior#°3, D. Evangelakotf, H. Evan$?, L. Fabbrf0a20b,
C. Fabré® R.M. Fakhrutdino¥?8, S. Falciand®?2 Y. Fang?2a M. FantP938% A Farbirf, A. Farillal342
J. Farley*® T. Farooqué&8, S. Farreft3 S.M. FarringtoA®, P. Farthouaf, F. Fassi®’, P. Fassnachf,
D. Fassoulioti, B. Fatholahzadéfi8, A. Favaret§®28°®, . Fayard'®, S. Fazid’33"?, R. Febbrardf,

P. Federié**@ O.L. Fedid?!, W. Fedork88, M. Fehling-Kaschefé, L. Feligionf3, C. Feng®d, E.J. Fen§,
A.B. Fenyuk?8 J. Ferencéf*t W. Fernand, S. Ferrag®, J. Ferrand®, V. Ferrard?, A. Ferrari®S,

P. Ferrart9s, R. Ferrart192 D.E. Ferreira de Lim®, A. Ferret6’, D. Ferreré®, C. Ferretff’,

A. Ferretto ParodP25% M. Fiascarié!, F. FiedleP?, A. Filipgi¢”, F. Filthaut%4 M. Fincke-Keelet®®,
M.C.N. Fiolhaig243' L. Fiorini'®”, A. Firarf’®, G. Fischet?, M.J. Fishet®®, M. Flechl’8, |. Fleck'4?,

J. Fleckné?!, P. Fleischmant(®, S. Fleischmant(®, T. Flick!5, A. Floderug®, L.R. Flores Castill&’3,
M.J. Flowerdew®®, T. Fonseca MartiH, A. Formica36, A. Forti®2, D. Fortint>98 D. Fourniet15,

A.J. FowlefS, H. Fox’L, P. Francavill&2, M. Franchinf%20b S Franchind'9311% D Francis®,

T. Frank’2 M. Franklirt’, S. Fran2°, M. Fraternaft19211% S Fratind2% S.T. Frenchk®, C. Friedrich?,
F. Friedrich, R. Froesch®, D. Froidevaux?, J.A. Frost®, C. Fukunag®® E. Fullana Torregros§,
B.G. Fulson*3, J. Fustel®’, C. Gabaldo?®, O. GabizoA’? T. Gadfort®, S. GadomsKk?,

G. Gagliard?925% p_Gagnoff, C. Gale&®, B. Galhardd2*2 E.J. Galla&'®, V. Gallo'?, B.J. Gallop?®,

P. Gallud?s, K.K. Gant®, Y.S. Gad*39, A. Gaponenk®, F. Garbersoh'®, M. Garcia-Sciverée's,

C. Garcid®, J.E. Garcia Navart§’, R.W. Gardnet!, N. Garellf%, H. Garitaonandi®® V. Garonné®,

C. Gatt'’, G. Gaudid'®@ B. Gaut*?, L. Gauthiet3®, P. GauzZi®23132b | L. Gavrilenkd?, C. Gay%8

G. GayckeR!, E.N. Gazis?, P. GE34 7. Gecsé®8 C.N.P. Ge#® D.A.A. Geertd%, Ch. Geich-Gimbét,
K. Gellerstedt*63146b C_Gemme® A. Gemmelf3, M.H. Genes?t, S. Gentilé323132b \ Georgé?,

— 58 —



S. Georgé®, P. Gerlach’>, A. GershoA®3, C. Geweniget®d H. Ghazlan&®®®, N. Ghodbané,

B. Giacobbé&® S. Giagt323132b v/ Giakoumopoulo® V. Giangiobbé?, F. Gianott?°, B. Gibbard?®,

A. Gibsort%8, S.M. Gibsor®, M. Gilchriesé®, D. Gillberg?®, A.R. Gillmant2®, D.M. Gingrict?:f,

J. Ginzburg®3 N. Giokari®, M.P. Giordant®4¢ R. Giordan?23102b £ M. Giorgit6, P. Giovannini®,

P.F. Giraud®®, D. Giugnf% M. Giunta®, B.K. Gjelsted!’, L.K. Gladilin®’, C. Glasmaff, J. Glatzet?,
A. Glazov?, K.W. Glitzal’®, G.L. Glontf4, J.R. GoddartP, J. Godfrey*? J. Godlewsk®, M. Goebet?,
T. Gopfert4, C. Goeringéft?, C. Gossling?, S. Goldfarl?, T. Golling!’, A. Gomed?243c,

L.S. Gomez Fajard8, R. Gongald®, J. Goncalves Pinto Firmino Da Co$tal. Gonellg?,

S. Gonzalez de la H3%’, G. Gonzalez Partd, M.L. Gonzalez Silv&’, S. Gonzalez-Sevilf,

J.J. Goodsolt® L. Goossen®, P.A. Gorbounof?, H.A. Gordorf>, |. Gorelo%3, G. Gorfiné’®,

B. Gorini??, E. Gorini’?372b A GoriseK, E. Gornick?®, A.T. GoshaW, M. Gosselink%, M.I. Gostkirf*,
I. Gough Eschrict3, M. Gouighri3®2 D. Goujdamt3>¢, M.P. Gouletté®, A.G. Goussiol C. Goy,

S. Gozpinaf, |. Grabowska-Bolef, P. Grafstrori®@2% K-J. Grahi?, E. Gramstatt’, F. Grancagnol&2
S. Grancagnolt§, V. Grasst*® V. Gratche¥?!, N. Grai?®, H.M. Gray?®, J.A. Gray*8, E. Graziant®42
0.G. Grebenyuky, T. GreenshaW, Z.D. GreenwootP", K. Gregersetf, .M. Gregof?, P. Greniel*3,
J. Griffith$®, N. Grigalashvilt4, A.A. Grillo'37, S. Grinsteif?, Ph. Gris?, Y.V. Grishkeviclf’,

J.-F. Griva215 E. Gros$’?, J. Grosse-Knetté?, J. Groth-Jenséf?, K. Grybel*!, D. Guest’®,

C. Guichene¥, E. Guid6%@%% S Guindof?* U. GuP3, J. Gunthel?S, B. Gud®8, J. Gud®,

P. Gutierrez!1, N. Guttman®3, O. Gutzwillet’3, C. Guyot36, C. Gwenlad!® C.B. Gwilliam’?,

A. Haas% S. Haa?’, C. Habet®, H.K. Hadavan8, D.R. Hadley®, P. Haefnet!, F. Hahri, Z. Hajdulé®,
H. Hakobyad’’, D. Hall'18 K. Hamachel’®, P. Hamal!3, K. Haman&, M. HameP*, A. Hamilton#52d,
S. Hamiltort®L, L. Har?3?, K. Hanagaki'6, K. Hanawa®®, M. Hancé®, C. Handeft?, P. Hanké&®a

J.R. Hansetf, J.B. Hansetf, J.D. Hanse?f, P.H. Hansetf, P. HanssoH?3, K. Hara®, T. Harenberd’®,
S. Harkush®, D. Harpef?, R.D. Harringtofi®, O.M. Harrig8, J. Hartert®, F. Hartjes%, T. Haruyam&®,
A. Harvey®, S. Hasegawd?, Y. Hasegaw#"’, S. Hassar?®, S. Haug’, M. Hauschild®, R. Hausef®,

M. Havranek!, C.M. Hawke$8, R.J. Hawking®’, A.D. Hawking®, T. Hayakaw&®, T. Hayashi®°,

D. Hayderi®, C.P. Hay$'8 H.S. Hayward®, S.J. Haywoot?®, S.J. Heatf, V. Hedberd?®, L. Heelar,

S. Heim?0, B. Heinemant?, S. Heisterkam®, L. Helary?2, C. Helle®, M. Heller’?, S. Hellmari#6a146b
D. Hellmich?l, C. Helsen¥, R.C.W. Hendersdil, M. Henke®2 A. Henrichd’6,

A.M. Henriques Correi#, S. Henrot-Versillé!>, C. Hensél?, T. Hen¢75, C.M. Hernande?,

Y. Hernandez Jiméné¥’, R. Herrberd®, G. Hertefi®, R. Hertenbergé?, L. Hervas®, G.G. HesketF,
N.P. Hessel®, E. Higon-Rodrigue¥’, J.C. HilP8, K.H. Hiller*?, S. Hiller?!, S.J. Hillier8,

. Hinchliffel®, E. Hineg?%, M. Hirose'15, F. HirscH®, D. Hirschbuehl’, J. Hobb$*8 N. Hod'®3,

M.C. Hodgkinsof®®, P. Hodgsof®®, A. Hoecke?®, M.R. HoeferkampP3, J. Hoffmari®, D. Hoffmani3,
M. Hohlfeld®, M. Holder**%, S.0O. HolmgreX*62 T. Holy!26, J.L. Holzbau€i®, T.M. Hong"%°,

L. Hooft van Huysduynet® S. Hornef8, J-Y. Hostachy®, S. Hout®, A. Hoummad&32 J. Howard'®,
J. Howart2, I. Hristova®, J. Hrivnad® T. Hryn’ove, P.J. Hs@l, S.-C. Hsd®, D. Hu*®, Z. Hubacek?5,
F. Hubau$3, F. Huegging, A. Huettmanf?, T.B. Huffmart'® E.W. Hughe®, G. Hughe$!,

M. Huhtiner?®, M. Hurwitz!®, N. Huseyno®*', J. Hustof®, J. Hutl?’, G. lacobucd®, G. lakovidig®,

M. Ibbotsor¥?, 1. Ibragimov*%, L. Iconomidou-FayarttS, J. Idarragd!®, P. lengd®22 O. Igonkind®®,

Y. IkegamP®, M. Ikend®®, D. lliadis'®* N. llic®8 T. Ince€”®, J. Inigo-Golfirt®, P. loannot, M. lodice'342
K. lordanidod, V. Ippolito'323132b A |rles Quiled®”, C. Isakssotf, M. Ishind®’, M. Ishitsukd®?,

R. Ishmukhameto\?® C. Issevet8 S. Istint92 A.V. Ivashint?® W. lwansk?®, H. lwasak?®, J.M. Izerf?,
V. 12201922 B. Jacksot?®, J.N. Jacksof?, P. Jacksoh M.R. Jaekel?, V. Jairf?, K. Jakob4?,

S. Jakobseff, T. Jakoubek?®, J. Jakubek’s, D.O. Jamid®, D.K. Jana!l, E. Jansefl, H. Janset?,

J. Jansséf, A. Jantsch?, M. Janué®, R.C. Jareti’3, G. Jarlskod®, L. Jeanty’, I. Jen-La Plant&,

D. Jennerf®, P. Jenni®, A.E. Loevschall-Jenséf, P. Je#%, S. Jezéque) M.K. Jh&%2 H. Jit73, w. JBL,
J. Jid“8, Y. Jiang®", M. Jimenez Belengu®t, S. Jir?® O. Jinnouchi®’, M.D. Joergensef, D. Joffe',

— 59 —



M. Johanseh63146b K E_Johanssdri®2 P. Johanssda®, S. Johnef?, K.A. Johng, K. Jon-And#63146b
G. Jone$’® R.W.L. Jone§!, T.J. Jone¥, C. Joram’, P.M. Jorgé?*2 K.D. Josh§?, J. Jovicevi¢?*,

T. Jovint3, X, Jut73, C.A. Jund?®, R.M. Jungst®, V. Juranek?S, P. Jusséf, A. Juste Rozdg, S. Kaban¥,
M. Kacil®’, A. Kaczmarsk#, P. KadlecikS, M. Kada''®, H. Kagart®®, M. Kagar®’, E. Kajomovit2%2,

S. Kalinin'’®, L.V. Kalinovskay&“, S. Kam4?, N. Kanaya>®, M. Kanedd®, S. Kanet®, T. Kannd®’,
V.A. Kantserov®, J. Kanzali®, B. Kaplari©8 A. Kapliy3?, J. Kaplori®, D. Kar*3, M. Karagounig?,

K. Karakosta¥’, M. Karnevskiy'?, V. Kartvelishvili’%, A.N. Karyukhint?8 L. Kashif!’3, G. KasieczkaE",
R.D. Kas3%, A. Kastana¥', M. Kataoka, Y. Kataoka®®, E. Katsoufi&®, J. Katzy*?, V. KaushikK,

K. Kawago&®, T. Kawamotd®®, G. Kawamur&l, M.S. Kayt% S. Kazam&?®, V.F. Kazanin®’,

M.Y. Kazarinow?, R. Keelet®®, P.T. Keener?®, R. Kehoé®, M. Keil®*, G.D. Kekelidz&* J.S. Kellet38,
M. KenyorP3, O. Kepkd?5, N. Kerschef?, B.P. Kersevaff, S. Kersteh’®, K. Kessokd®®, J. Keung®®

F. Khalil-zadd!, H. Khandanya#'63146b A Khanow'2 D. Kharchenk&* A. Khodino\?®, A. KhomictP82
T.J. Khod8, G. Khoriaul?t, A. Khoroshilo*”®, V. Khovanskiy®, E. Khramo$4, J. Khubua®,

H. Kim1463146b g 1 Kim!%0 N. Kimural’%, O. Kind!®, B.T. King’3, M. King®, R.S.B. Kindg*¢ J. Kirk'?°,
A.E. Kiryunin®®, T. Kishimotd®, D. Kisielewska®, T. Kitamur&®, T. Kittelmanr?3, K. Kiuchi6?,

E. Kladival**’, M. Klein”3, U. Klein’3, K. Kleinknech$?, M. Klemett£®, A. Klierl’2, P. Klimek!463146b
A. Klimentov?®, R. Klingenberd?, J.A. Klinge?, E.B. Klinkby6, T. Klioutchnikova®, P.F. Klok%4,

S. Kloug%, E.-E. Kluge® T. Kluge’?, P. Kluit!%, S. Kluth®®, E. Kneringe??, E.B.F.G. Knoop¥’,

A. Knue®®, B.R. Ka*, T. Kobayashi®>, M. Kobel**, M. Kocian'*3, P. Kody$?7, K. Kéneke®,

A.C. Kbnigl®4 S. Koenid?, L. KopkePl, F. Koetsveld®, P. Koevesarkt, T. Koffas?®, E. Koffemart%,
L.A. Kogan'8 S. KohimanA’®, F. KohrP4, Z. Kohout?%, T. Kohriki6®, T. Koil*3, G.M. Kolached9"*,

H. Kolanosk?b, V. Kolesniko?, I. Koletso$92 J. Koll®8, A.A. Komar?, Y. Komoril®5, T. Kondd®,

T. Kona*2$, A.l. Kononov*, R. Konoplicht%!, N. Konstantinidig’, R. Kopeliansky®2, S. Koperny®,

K. Korcyl®®, K. Kordag®? A. Korn' A. Korol%7, I. Korolkov'?, E.V. Korolkova?® V.A. Korotkov!?8,
0. Kortnef?, S. Kortnef?, V.V. Kostyukhirty, S. Koto??, V.M. Kotov®*, A. Kotwal*®, C. Kourkoumeli§,
V. Kouskourd®*, A. Koutsmari®® R. Kowalewski®?, T.Z. Kowalsk?8, W. Kozanecki®®, A.S. Kozhint28
V. Kral?6, V.A. Kramarenk8’, G. Kramberget*, M.W. Krasny®, A. Krasznahorka}f®, J.K. Kraug?,

S. Kreiss%, F. Krejcil?6, J. KretzschmdP, N. KriegeP?, P. Krieget®8, K. Kroeninge?*, H. Kroh&®,

J. Kroll*20, J. Kroseber®t, J. Krstid®3 U. Kruchonak?, H. Kriigef?, T. Krukert’, N. Krumnacl®,

Z.V. Krumshteyf*, M.K. Kruse™, T. Kubot&®, S. Kuday? S. Kuehrt®, A. KugeP8¢, T. Kuhi*?,

D. Kuhrf?, V. Kukhtin®, Y. Kulchitsky®®, S. Kulesho¥?®, C. KummeP8, M. Kuna’®, J. Kunklé?°,

A. Kupco!?®, H. Kurashig&®, M. Kurata®, Y.A. Kurochkir®®, V. Kus'?5, E.S. Kuwert24’, M. Kuze'®’,
J. Kvital*2 R. Kwed8, A. La Rosd?, L. La Rotondd’237P, L. Labargd®, J. Labbé&, S. Lablak3%2

C. Lacast&’, F. Lacava3?313?b J | acey®, H. Lackel®, D. Lacour®, V.R. Lacuest¥’, E. Ladygirf*,

R. Lafaye, B. Laforg€'®, T. Lagourt’® S. Laf'8, E. Laisn&®, L. Lambourné’, C.L. Lampen, W. Lampl,
E. Lancort®®, U. Landgraf®, M.P.J. LandofP, V.S. Lang®2 C. Langé?, A.J. Lankford®3 F. Lann?®,

K. LantzscRP, A. Lanzd1% S. Laplacé®, C. Lapoiré?, J.F. Laport&®®, T. Lari®®2 A. Larnef18,

M. Lassnig®, P. Laurellf?, V. Lavorini®’3370 W, Lavrijsert®, P. Laycock3, O. Le DortZ8,

E. Le Guirried3, E. Le Menedet?, T. LeCompté, F. Ledroit-Guillor?®, H. Le€'®, J.S.H. Leé!5,

S.C. Leé® L. Lee'’5, M. Lefebvré®®, M. Legendré?$, F. Leggef®, C. Leggett>, M. Lehmachet?,

G. Lehmann Miotté®, A.G. Leistet’% M.A.L. Leite?*d, R. Leitne?”, D. Lellouch’2 B. Lemme??,

V. Lendermanff2 K.J.C. Leney**® T. LenZ%, G. LenzeA’>, B. Lenzf?, K. Leonhardt?,

S. Leontsini&’, F. Lepol®®2 C. Leroy®, J-R. Lessartf®, C.G. Lestet®, C.M. Lestet?0, J. Levéque,

D. Levin®’, L.J. LevinsoA’? A. Lewis'8 G.H. Lewis % A.M. Leyko?!, M. Leyton'6, B. Li83, H. Lil*8,
H.L. Li%%, S. Li%3ku X, Li®7 Z. Liang'18Y, H. Liao®*, B. Libertil332 P, Lichard®, M. Lichtneckef®,

K. Lie'®5 W. Liebig*4, C. Limbaci!, A. Limosanf®, M. Limper®2, S.C. Lint®™", F. Linde'%,

J.T. Linnemanf®, E. Lipeles??, A. Lipniacka?, T.M. Liss*®>, D. Lissauef®, A. Lister*®, A.M. Litke'%?,
C. Liu?®, D. Liu®®%, H. Liu®”, J.B. Lit#7, L. Liu®7, M. Liu®3®, V. Liu33®, M. Livan!19al1%

— 60—



S.S.A. Livermoré!® A, Lleres®, J. Llorente Mering, S.L. Lloyd’®, E. Lobodzinsk#, P. LocH,

W.S. Lockman®’, T. Loddenkoetteét, F.K. Loebingef?, A. Loginovt’® C.W. Loh'%8 T. Lohsé?®,

K. Lohwasset®, M. Lokajicekt?, V.P. Lombard8, R.E. Lond?, L. Lopes?42 D. Lopez Mateo¥,

J. Loren?® N. Lorenzo MartineZ®, M. Losada®? P. Loscutoft, F. Lo Sterzd323132b \ J. Losty 598+
X. Lou*, A. Lounis'®S, K.F. Loureird®?, J. Lové, P.A. Love'l, A.J. Lowe*39, F. Lu*3a H.J. Lubattt®,
C. Lucit323132b A | ycotte’®, A. Ludwig*®, D. Ludwig*?, I. Ludwig?®®, J. Ludwid*®, F. Luehring®,

G. Luijckx195, W. Luka$?, L. Luminari*3?2 E. Lund’, B. Lund-Jensef’, B. Lundberd?,

J. Lundberd?*63146b O Lundberd*63146b J. Lundquist®, M. LungwitZ2, D. Lynr?®, E. Lytkerf®,

H. Ma?®, L.L. Mal’3 G. Maccarron®, A. Macchiol@®, B. MateK*, J. Machado Miguert$*2

D. Macin&®, R. Mackeprantf, R.J. Madard$, H.J. Maddock$&', W.F. Madef*, R. Maenneté,

T. Maend®, P. Mattigt’>, S. Mattig™, L. Magnont®3 E. Magradz#®, K. Mahboubf®, J. Mahlstedt®®,

S. Mahmoud?, G. Mahout®, C. Maiant36, C. Maidantchik*® A. Maio'?4a°, S. Majewsk®, Y. Makid&f®,
N. Makoved15 P. Mal38 B. Malaescel, Pa. Malecki®, P. Maleck?®, V.P. Malee¥?L, F. Malelé®,

U. Mallik®2, D. Malorf, C. Maloné*? S. Maltezo$’, V. Malyshe#?’, S. Malyukow’, R. Mamegharif,
J. Mamuzié3®, A. Manabé&®, L. Mandellf% |. Mandi¢’*, R. MandryschS, J. Maneir&?*a

A. Manfredinf®, L. Manhaes de Andrade Filk®, J.A. Manjarres Ramé#, A. Manr?, P.M. Manning®’,
A. Manousakis-Katsikak?s B. Mansoulié®6, A. Mapelli*?, L. Mapelli, L. Marcht®’, J.F. Marchant?,
F. Marches&331330 G_Marchiorf8, M. Marcisovsky?®, C.P. Marind®®, F. Marroquinf*2 Z. Marshalf°,
F.K. Martens®8, L.F. Marti’’, S. Marti-Garcid®’, B. Martin®®, B. Martin®8, J.P. Martifi3, T.A. Martinl8,
V.J. Martir®, B. Martin dit Latouf®, S. Martin-Haugh*®, M. MartineZ2, V. Martinez Outschooft,
A.C. Martyniuk'®® M. Marx®2, F. Marzané®%2 A. Marzint1%, L. MasettP!, T. Mashimd®>>,

R. Mashinisto¥*, J. Masil?, A.L. Maslennikov?’, I. Mass&%32%, G. Massaré’®, N. Massot,

P. Mastrandred® A. Mastroberarding237% T. Masubuchi®®, P. Matricort!®, H. Matsunag¥®,

T. Matsushit8, C. Mattraver$'8d, J. Maure?3, S.J. Maxfield®, D.A. Maximovl9™", A. Mayne-3°,

R. Mazinit>1, M. Mazurl, L. Mazzaferrd333133 M. Mazzant?®2 J. Mc Donal&®, S.P. Mc Keé&’,

A. McCarnt®® R.L. McCarthy“8, T.G. McCarthy®, N.A. McCubbirt?®, K.W. McFarlan&®*,

J.A. Mcfayder®®, G. Mchedlidz&®, T. Mclaughlai®, S.J. McMahof®, R.A. McPherso#?!,

A. Meadé?, J. Mechnich%, M. Mechtel”® M. Medinni€*, S. Meehaft, R. Meera-Lebbat,

T. Megurd16 S. Mehlhas#, A. Mehtd 3, K. Meier’®@ B. Meirosé®, C. Melachrinod!,

B.R. Mellado Garci&’3, F. Melonf938% | Mendoza Nava$§? Z. Meng®*, A. Mengarellf°3200,

S. Menké®, E. Meont®%, K.M. Mercuric®”, P. Mermod®, L. Merolal??3102b c_Meronf% F.S. Merrité?,
H. Merritt!9% A, Messind®Y, J. Metcalfé®, A.S. Meté®%3, C. MeyeP!, C. Meyef?, J-P. Meyel3®,

J. Meyet’, J. Meye??, S. MichaP®, L. Micu?2 R.P. MiddletoA?®, S. Migag3, L. Mijovic 126,

G. Mikenberd’? M. Mikestikova?®, M. Mikuz’4, D.W. Miller®!, R.J. Mille®8, W.J. Mills'® C. Mills®”,
A. Milov172 D.A. Milstead#63146b D Milstein'’2, A.A. Minaenkd28 M. Mifiano Moyd®7,

ILA. Minashvili®, A.l. Mincer'%8, B. Mindur®®, M. Minee\?, Y. Ming*"3, L.M. Mir 1?2, G. Mirabelli3%2
J. Mitrevski37, V.A. Mitsou®?, S. Mitsuf®, P.S. Miyagaw#®, J.U. MjornmarKk®, T. Moal46a146b

V. Moeller?®, K. Monig*2, N. Mdsef?, S. Mohapatré® W. Mohr*8, R. Moles-Vall$%?, A. Molfetas™,

J. MonK”, E. Monnief3, J. Montejo Berlinget?, F. Monticelli’®, S. Monzani®320%0 R W. Mooré,

G.F. Moorhea8f, C. Mora Herrer®’, A. Morae$3, N. Morangé36, J. MoreP*, G. Morellg>"337b,

D. Morend, M. Moreno Llacet®’, P. Morettin?% M. Morgensterfi, M. Morii®’, A.K. Morley®°,

G. Mornacchi®, J.D. Morrig®, L. Morvajt®L, H.G. Mosef?, M. Mosidze®, J. Mosd%, R. Mount*3,

E. Mountrichd®?, S.V. Mouraviev**, E.J.W. Moys&*, F. MuelleP®2 J. Muellet?3, K. Mueller?,

T.A. Milller®, T. Muelle®, D. Muenstermantf, Y. Munwes>3 W.J. Murray?®, I. Mussché®,

E. Mustd®?, A.G. Myagkow?8, M. Myska!?5, O. Nackenhorst, J. Nadal?, K. Nagat®®, R. Nagal®’,

K. Nagan&®, A. Nagarkat®®, Y. Nagasak2®, M. NageP?, A.M. Nairz®°, Y. Nakaham?’, K. Nakamura>>,
T. Nakamurd®®, I. Nakand® G. Nanav&!, A. Napiet®L, R. Narayaf® M. NasH”9, T. Nattermanft,
T. Naumanf?, G. Navarrd®? H.A. Neaf’, P.Yu. Nechaev¥, T.J. Neef?, A. Negrit19311% G_Negr°,

— 61—



M. Negrini?®@ S. Nektarijevié®, A. Nelsort®3 T.K. Nelsort*3 S. Nemecek®, P. NemethiP8

A.A. Nepomucené*® M. Nesst®2 M.S. Neubauéf®, M. Neumani’®, A. Neusied?!, R.M. Neved®,
P. Nevsk?®, F.M. Newcomet??, P.R. Newmat?, V. Nguyen Thi Hong3®, R.B. Nickersoh'8,

R. Nicolaidod28, B. Nicqueveri®, F. Niedercort!®, J. NielseA®’, N. Nikiforou®®, A. Nikiforov6,

V. Nikolaenkd?8, I. Nikolic-Audit’8, K. Nikolics*®, K. Nikolopoulog®, H. Nilserf®, P. Nilssof,

Y. Ninomiya!®5, A. Nisati*322 R. Nisiug®, T. Nobé®’, L. Nodulmarf, M. Nomach#'6, I. Nomidis'>4,

S. Norberg!!, M. Nordberg?, P.R. Nortod?®, J. Novakov&’, M. NozakF®, L. Nozka'3, .M. Nugent®>%
A.-E. Nuncio-Quiro?%, G. Nunes Hanning&?, T. Nunnemanff, E. Nursé’, B.J. O'Brierf®,

D.C. O'Neil**2 V. O’Shea3, L.B. Oake&8, F.G. Oakharf®f, H. Oberlack®, J. OcariZ®, A. Och?®,

S. 0d4&®, S. Odak&, J. Odief?, H. Ogref°, A. Ohf?, S.H. OH®, C.C. OhniP, T. Ohshima®,

W. Okamura®6, H. Okaw&®, Y. Okumura?, T. Okuyama®?, A. Olariu?® A.G. Olchevsk§?,

S.A. Olivares Ping?@ M. Oliveiral?4@ D. Oliveira Damazi&®, E. Oliver Garcia®’, D. Olivito20,

A. Olszewsk??, J. Olszowsk2P, A. Onofret243ab p.U.E. Onyist!, C.J. Oramt®®@ M.J. Oregli&?,

Y. Orent®3 D. Orestan&#31340 N. Orlandd?372®, |. Orlov'%”, C. Oropeza Barrefd, R.S. Ori58,

B. Osculat?93%% R Ospanot?®, C. Osun&?, G. Otero y Garzofl, J.P. Ottersbadfi®, M. Ouchrif-35¢
E.A. Ouelletté®®, F. Ould-Saadd’, A. Ouraod?®®, Q. Ouyang®@ A. Ovcharova®, M. Owerf?,

S. Owent®®, V.E. OzcaA® N. Ozturlé, A. Pacheco Pag&% C. Padilla Arand®, S. Pagan Grisg,

E. Paganis®, C. Pahi®, F. Paigé®, P. Paié* K. Pajchel!”, G. Palacind®®t, C.P. Paleafi S. Palestir?,
D. Pallir®4, A. Palm&?*2 J.D. Palme®®, Y.B. Part’3, E. Panagiotopouldd, J.G. Panduro Vazqué

P. Pant®, N. Panikashvifi”, S. Panitkis®, D. Pante&? A. Papadeli¥*¢2 Th.D. Papadopould§,

A. Paramonof, D. Paredes Hernand¥zW. Park>2, M.A. Parkef®, F. Parodi®@5%, J A Parson®,

U. Parzefaft®, S. Pashapo@f, E. Pasqualucti?® S. Passaggid2 A. Passef*2 F. Pastorg34al34bs
Fr. Pastor®, G. Pasztd®2d, S. Patarai®, N. Patel®0, J.R. Paté¥, S. Patricell9231020 T pauly?©,

M. Pecsy*#2 S. Pedraza Lopé?%’, M.I. Pedraza Moralé€3 S.V. Peleganchdk’, D. Pelikar®®,

H. Peng®®, B. Penning?, A. Pensof®, J. Penwefl®, M. Perantorf*@ K. Pere?>2¢, T. Perez Cavalcarff,
E. Perez Codin&®2 M.T. Pérez Garcia-Estéff, V. Perez Reaf®, L. Perinf38% H_Perneggéef,

R. Perrind?2 P. Perrodd, V.D. Peshekhond¥, K. Peters?, B.A. Peterset?, J. Peterseld,

T.C. Peterset?, E. Petif, A. Petridid®, C. Petridod® E. Petrold3?2 F. Petrucci®43134> D, Petschufl?,
M. Pettent??, R. Pezo#?®, A. Pharf6, P.W. Phillips?®, G. Piacquadi®, A. Picazid®, E. Piccard®,

M. Piccinini?%3200 s M. Pied?, R. Piegaid’, D.T. Pignott®, J.E. Pilchet!, A.D. Pilkingtorf?,

J. Pind?43¢, M. Pinamontt543164¢ A pindet!8 J.L. Pinfoldf, B. Pintd?43 C. Pizig*938°,

M. Plamondof®® M.-A. Pleier®, E. Plotnikov&?, A. Poblaguet®, S. Poddat®® F. Podlyskt?,

L. Poggioli15 D. Poh#!, M. Pohf*®, G. Poleselld192 A. Policicchic’2370, A, Polini?%2 J. Polf®,

V. Polychronako®, D. Pomeroy?, K. Pomme&’, L. Pontecorvé®?2 B.G. Popé8, G.A. Popenecitf?
D.S. Popovié®a A. Poppletor?, X. Portell Bues®’, G.E. Pospeld??, S. Pospisfi?, I.N. Potrag®,

C.J. Pottel*®, C.T. Pottet!®, G. Poulard®, J. Poved®, V. Pozdnyakof*, R. Prabhd’, P. Pralavorié®,
A. Prankd®, S. Prasatf, R. Pravaha#?, S. Prelf3, K. Pretzt, D. Pricé®, J. Pricé3, L.E. Pricé,

D. Prieuft?3 M. Primaverd?2 K. ProkofieV°8 F. Prokoshif??, S. Protopopeséd, J. Proudfodt,

X. Prudent*, M. Przybycier® H. Przysiezniak S. Psoroul&s, E. Ptacek!?, E. Pueschéf,

J. Purdhar®, M. Purohi£>2¢, P. Puzd'5, V. Pylypchenké?, J. Qia”, A. Quadb4, D.R. Quarrié®,

W.B. Quaylé’ F. Quinone#?2 M. Raas®, V. Radek&®, V. Radesct?, P. Radloff4 T. Radot3

F. Ragus&?8% G. Rahal’® A.M. Rahimil®® D. Rahn?®, S. Rajagopald®, M. Rammense¥,

M. Ramme$*!, A.S. Randle-Cond¥, K. Randrianarivons?, F. Rauschéf, T.C. Ravé® M. Raymond®,
A.L. Read!’, D.M. Rebuzz19311% A Redelbach’® G. Redlingef®, R. Reec#?, K. Reeved!,

A. Reinsch!4, |. Reisingef?, C. Rembse¥, Z.L. Rert®%, A. Renaud®®, M. Rescignd3?2 S. Rescorif?3
B. Resend®® P. Reznice®®, R. Rezvani®® R. Richtef?, E. Richter-Wa%2f, M. Ridel’8, M. Rijpstrat®,
M. Rijssenbeek*8 A. Rimoldil19a11% | Rinald?2 R.R. Riog?, I. Riul2, G. Rivoltell&9a89b

F. Rizatdinoval? E. Rizvi’®, S.H. Robertsdi¥', A. Robichaud-Veronneatf D. RobinsoRs,

— 62 —



J.E.M. Robinsof?, A. Robsoff®, J.G. Rocha de Lim&%, C. Rodd?23122b D. Roda Dos Santé$

A. Roe*, S. Roé% 0. Rghnél”, S. Rolli*®%, A. RomaniouR®, M. Romang®32%, G. Romed’,

E. Romero Adartf’, N. Rompotid®8 L. Rood?®, E. Ros®’, S. Rosafi®?2 K. Rosbach®, A. Rosé*?,

M. Ros€®, G.A. Rosenbauf?® E.I. Rosenbe®}, P.L. Rosendahf, O. Rosenthaf, L. Rosselet’,

V. Rossettt?, E. Rosst323132b | p. Rossi®@ M. Rotari#%2 I. Rotht’2 J. Rothberg?® D. Rousseat®,
C.R. Royort®¢, A. Rozano¥3, Y. Rozer®2, X. Ruart3229, F. Rubbad?, |. Rubinskiy*2, N. Ruckstuht®s,
V.I. Rud®’, C. Rudolpl*4, G. RudolpR?, F. RUhF, A. Ruiz-Martine#3, L. Rumyantse¥, Z. Rurikov?,
N.A. Rusakovich?* A. Ruschké&®, J.P. Rutherfoorf] P. Ruzickad?®, Y.F. Ryabow?!, M. Rybaf?’,

G. Rybkin'!5, N.C. Rydet!8 A F. Saavedrs?, I. Sadeh®3 H.F-W. Sadrozinsk?’, R. Sadyko®*,

F. Safai Tehraif?2 H. Sakamot&®, G. Salamann&, A. Salamof®32 M. Saleem!?, D. Salek°,

D. Salihagié®, A. Salniko*3, J. Salt®’, B.M. Salvachua FerranfoD. Salvatoré’237? F. Salvator&*,
A. Salvucci®, A. Salzburget?, D. Sampsonidi$? B.H. Samsét’, A. Sanche¥2a102b

V. Sanchez Martiné?’, H. Sandakeéf, H.G. Sandét', M.P. Sandef, M. Sandhoft’®, T. Sandova¥,
C. Sandovdf? R. Sandstroeff, D.P.C. Sankel¢®, A. Sansorfi’, C. Santamarina Rié% C. Santont?,
R. Santonic&®33133 H_Santo$?*2 |. Santoyo Castilly*®, J.G. Saraiv&*@ T. Sarangdi’®,

E. Sarkisyan-GrinbaufnB. SarraziR?, F. Sarrt?23122b G Sartisoh#’>, O. Sasalé®, Y. Sasaki®®,

N. Sasab’, I. Satsounkevitc, G. Sauvage*, E. Sauvap, J.B. Sauvah® P. Savartf8f, V. Savinot23,
D.O. Savd?, L. Sawyef>", D.H. Saxofi3, J. Saxoh?°, C. Sbarrd® A. Sbrizz#%a20b,

D.A. Scannicchié®® M. Scarcelld>, J. Schaarschmith®, P. Schaclf, D. Schaefeé?®, U. Schafe??,
A. Schaelické® S. Schaep@é, S. Schaetz&$®, A.C. Schaffet!® D. Schailé8, R.D. Schambergét®
A.G. Schamo¥’’, V. Scharf82 V.A. Schegelsk}?%, D. Scheiricli’, M. Schernatf3, M.I. Scherze®,

C. Schiavt9250% j. SchiecR8 M. Schioppd’@37° S. Schlenkef, E. Schmidt?, K. Schmiedeft,

C. Schmittl, S. Schmitt®® B. Schneide’, U. Schnoot?, L. Schoeffel3®, A. Schoening®®,

A.L.S. Schorlemméf, M. Schot®, D. Schoutet®2 J. Schovancovd®, M. Schrani®, C. Schroedét,
N. Schroe?®, M.J. Schulten&, J. Schulte¥’>, H.-C. Schultz-Coulo?f H. Schul26, M. Schumaché?,
B.A. Schumm®’, Ph. Schun®®, C. Schwanenberg® A. Schwartzmat'3 Ph. Schweg|éP,

Ph. Schwemlinff, R. Schwienhor§f, R. Schwier2*, J. Schwindling®¢, T. Schwind!, M. Schwoeret,
F.G. SciaccH, G. Scioll#3, W.G. Scott?®, J. Searc}*, G. Sedo¢?, E. SedykA?!, S.C. Seidel3,

A. Seidert®’, F. Seifert4, J.M. Seixa&™ G. SekhniaidzZ¥?2 S.J. Sekul®, K.E. Selbacf¥,

D.M. Seliversto#?!, B. Sellded*62 G. Seller®, M. SemaA**®, N. Semprini-Cesaf?32%, C. Serfoifé,
L. Serint'5, L. Serkir*®, R. Seustéf®@ H. Severint!y, A. Sfyrla®®, E. Shabalin?, M. Shamint!4,

L.Y. Shart32 J.T. Shank?, Q.T. Shaé% M. Shapird®, P.B. Shatalo, K. Shawt43164¢ D Shermat’®,
P. Sherwood’, S. Shimizd®L, M. Shimojima, T. ShirP®, M. Shiyakov&*, A. Shmelevé?,

M.J. ShochéX, D. Short18, S. Shresth, E. Shulgd®, M.A. Shupé, P. Sichd?>, A. Sidotil323

F. Siegert®, Dj. Sijacki'®2 O. Silbert’2 J. Silvd?42 Y. Silver'>3, D. Silversteid*3, S.B. Silversteif{*62
V. Simak?6, 0. Simard®5, Lj. Simic'®2 S. Simiort'5, E. Simionf!, B. Simmon$’, R. Simoniell§%38%,
M. Simonyari®, P. Sinervé®8 N.B. SineV!*, V. Sipicd*!, G. Siragus&*, A. Sircar®, A.N. Sisakyafi**,
S.Yu. SivoklokoV’, J. Sjolint463146b T B Sjursef?, L.A. Skinnart®, H.P. Skottow&’, K. Skovper?’,
P. Skubié!%, M. Slatef®, T. Slavicek?%, K. Sliwal®?, V. Smakhtit’2 B.H. Smart, L. Smestadl!’,
S.Yu. Smirnov®, Y. Smirnov®, L.N. Smirnovd’, O. Smirnova?, B.C. Smitt?’, D. Smith*3,

K.M. Smith®®, M. Smizansk&., K. Smolek?6 A.A. Snesare¥?, S.W. SnoW?, J. Snow'!, S. Snydet®,
R. Sobié®!, J. Sodomk#S5, A. Soffefr3 C.A. Solan®’, M. Solat?5, J. Sold?8, E.Yu. Soldato®,

U. Soldevild®’, E. Solfaroli Camillocc3?31320 A A, Solodkovt?8, O.V. Solovyano¥?8 V. Solovyev?,
N. Sont, V. Sopkd?®, B. Sopkd?6, M. Sosebe® R. Soualab*3164c A, Soukhare¥?’, S. Spagnol&372,
F. Spand®, R. Spight®@ G. Spigd®, R. Spiwoks®, M. Spoust& 2", T. Spreitzet®® B. Spurlock,
R.D. St. Denig®, J. Stahimat?®, R. Stameff2 E. Staneck®, R.W. StaneR C. Stanesct#*2

M. Stanescu-Bellt?, M.M. Stanitzki*2, S. Stapnés’, E.A. Starchenkt® J. StarR®, P. Starob®,

P. Starovoitof?, R. StaszewsR?, A. Staudé®, P. Stavin&*43*, G. Steelé®, P. Steinbactf, P. Steinberp,

— 63—



. Stekl26, B. Stelzet*?, H.J. Stelzet®, O. Stelzer-Chiltok?®2 H. Stenzet?, S. Sterfl®, G.A. Stewar?,
J.A. Stillings’?, M.C. Stocktof®, K. Stoerid®, G. Stoiced®? S. StonjeR®, P. Strachots’, A.R. Stradling,
A. Straessnéf, J. Strandberd’, S. Strandberf3146> A Strandliél’, M. Strang®®, E. Straus¥*,

M. Straus$!?, P. Strizenet*?, R. Strohmet’4, D.M. Strom4, J.A. Strond®*, R. StroynowsKi°,

B. Stugd?, I. Stumef>*, J. Stupak*® P. Sturm’5, N.A. Style$?, D.A. Soh®%Y, D. SUt3,

HS. Subramanfa R. Subramaniaf¥, A. Succurrd?, Y. Sugaya', C. Suht%, M. Suk??, V.V. Sulin®,

S. Sultansoff, T. Sumid&’, X. Surr®, J.E. Sundermarifi, K. SuruliZ3, G. Susinnd’237®,

M.R. Suttor}*, Y. Suzukf®, Y. Suzukf®, M. Svatod?>, S. SwedisH?, I. Sykord*42 T. Sykora?’,

J. Sanche®¥’, D. Tal%, K. Tackmanf?, A. Taffard'63, R. Tafirout®%8 N. Taiblumt®3, Y. TakahasHi?,

H. Taka?®, R. Takashim&, H. Taked&6, T. Takeshit&*C, Y. Takub&®, M. Talby?3, A. Talyshev9”h,

M.C. Tamseft®, K.G. Tarf®, J. Tanak®>, R. Tanak&!® S. Tanak&l S. Tanak&®, A.J. Tanasijczuk®,

K. Tani®®, N. Tannoury?, S. Tapprogg?, D. Tardif'®® S. Tarem®? F. Tarradé®, G.F. Tartarelf%

P. Tas?’, M. Tasevsky?®, E. Tassi’2370 Y. Tayalatt3>d C. Taylor’, F.E. TayloP2, G.N. Taylof®,

W. Taylor*®% M. Teinturiet'5, F.A. Teischingei®, M. Teixeira Dias Castanheif3 P. Teixeira-Dia&,
K.K. Temmind®®, H. Ten Katé®, P.K. Tend®’, S. Terad®, K. Terasht®3, J. Terrofi%, M. Test4’,

R.J. Teuschér8!, J. Therhaa®}, T. Theveneaux-Pelz& S. Thom4®8, J.P. Thoma$, E.N. Thompso#?,
P.D. Thompsotf, P.D. Thompsotrg A.S. Thompsof?, L.A. Thomser®, E. Thomsof?®, M. Thomsor?,
W.M. Thond®, R.P. Thufi’, F. Tiar?®, M.J. Tibbetts®, T. Tic'2, V.O. Tikhomirov?4, Y.A. Tikhonowto%",
S. Timoshenk®, E. Tiouchichiné®, P. Tiptort’8, S. Tisseraf€, T. Todorov, S. Todorova-Novi?,

B. Toggersoi?3, J. Tojd®, S. Tokat**2 K. Tokushuk@®, K. Tollefsorf®, M. Tomotd®%, L. Tompkins?,
K. Toms'93 A. Tonoyart*, C. Topfel’, N.D. Topilin®*, E. Torrencé', H. Torred® E. Torro Pastdf’,

J. Tott#32d F. Touchar®® D.R. Tovey?®, T. Trefzget’ L. Tremblef?, A. Tricoli®C, I.M. Triggert592

S. Trincaz-Duvoid® M.F. Tripiand®, N. Triplet, W. Trischuk®>8, B. Trocm&, C. Tronco§®2

M. Trottier-McDonald*2, P. Trué®, M. Trzebinsk?®, A. Trzupek?®, C. Tsaroucha$, J.C-L. Tseng!®

M. Tsiakirist%, P.V. Tsiareshk®, D. Tsiono®®, G. Tsipolitis'®, S. Tsiskaridz¥, V. Tsiskaridzé?8,

E.G. Tskhadad?é? I.I. Tsukerma®®, V. Tsulaid®, J.-W. Tsung?, S. Tsun&®, D. Tsybychev*8,

A. Tua'®?, A. Tudoraché%2 V. Tudoraché%2 J.M. Tugglé?, M. Turala®®, D. Turecek?®, I. Turk Cakir'®,
E. Turlay!®5, R. Turré®a8%, p.M. Tuts®, A. Tykhonov4, M. Tylmad463146b M. Tyndel?®, G. Tzanakoy
K. Uchid&?, I. Uedd®> R. Uend®, M. Ugland, M. Uhlenbrock!, M. Uhrmachet*, F. Ukegaw&®°,

G. UnaPO A. Undrug®, G. Unel®3 Y. Unnd®, D. Urbanieé®, P. Urquij?!, G. Usaf, M. Uslenght1931190
L. Vacavant®, V. Vacek?6 B. Vachorf®, S. Vahsel?, J. Valentd?®, S. Valentinetfi®2% A, Valero'®’,

S. Valkat?’, E. Valladolid Gallegd®’, S. Vallecors&? J.A. Valls Ferret’, R. Van Berg?,

P.C. Van Der Deift%, R. van der Geéf®, H. van der Gradf®, R. Van Der Leeu#’®, E. van der Poéf®,
D. van der Ste¥, N. van EIdik?, P. van Gemmerénl. van Vulpert®®, M. Vanadi&®, W. VandellF?,

A. Vaniachiné, P. Vankov?, F. Vannucci®, R. Vari322 E.W. Varne$, T. VaroP4 D. Varoucha¥,

A. Vartapetiafi, K.E. Varvell®C, V.1. Vassilakopoulo®, F. Vazeillé*, T. Vazquez Schroed¥y

G. Vegnf98® 3 3 \eillet!s F. Velosd?2 R. Venes®, S. Veneziant22 A. Venturd2272b D, Venturd?,
M. Venturi*®, N. Venturi>8 V. Vercest'®a M. Verducct3® W. Verkerkeé®, J.C. Vermeulet?®, A. Vest,
M.C. Vetterli*2f 1. Vichou®®, T. Vickey'#°B2i O.E. Vickey Boerit**?, G.H.A. Viehhausé8, S. Vielt68,
M. Villa 203206 M. Villaplana Pere¥’, E. Vilucchi*’, M.G. Vincter?, E. Vineke?, V.B. Vinogrado¥?,

M. Virchauxt36*, J. Virzi®, O. Vitells'’2, M. Viti #2, |. Vivarelli*®, F. Vives Vaqué, S. Vlachos?,

D. Vladoiu’®, M. Vlasak?®, A. VogeP?!, P. Vokad?®, G. Volpi*’, M. Volpi®®, G. Volpini92

H. von der Schmif®, H. von RadziewsKg, E. von Toerné!, V. Vorobef??, V. Vorwerk'?, M. Vos!®”,

R. Voss?, J.H. Vossebeltf, N. Vranjes3¢, M. Vranjes Milosavljevié®, V. Vrbal?5, M. Vreeswijk®,

T. Vu Anh*8 R. Vuillerme®?, I. Vukotic3t, W. Wagnet’>, P. Wagne¥?%, H. Wahlerd”>, S. Wahrmunt',

J. Wakabayash?', S. Walc¥’, J. Waldef!, R. WalkeP8, W. Walkowiak*%, R. Wall¢, P. Waller3,

B. Walsh’6, C. Wang®, H. Wand '3, H. Wand®, J. Wang®?, J. Wangd®2 R. Wang®3, S.M. Wang®%,

T. Wang, A. Warburtorf®, C.P. Ward®, D.R. Wardropé’, M. Warsinsky®, A. Washbrook®,

— 64—



C. Wasickf?, |. Watanab®®, P.M. Watkins8, A.T. Watsor8, 1.J. Watsoh®, M.F. Watson®, G. Watt$38,
S. Watt§?, A.T. Waugh®®, B.M. WaugH’, M.S. Webet’, P. Webe?, J.S. Webstéf, A.R. Weidberd*®,
P. Weigelf?, J. Weingarte?f, C. Weisef8, P.S. Well€®, T. Wenau$®, D. Wendland®, Z. Wend>1V,

T. Wenglef®, S. Wenig®, N. Werme$!, M. Wernef€, P. Wernet®, M. Wertht63, M. Wessel3%2

J. Wettet®l, C. Weyder?®, K. Whalerf®, A. White?, M.J. Whité®, S. Whitd?23122b 5 R Whiteheati8,
D. Whitesor83, D. Whittingtorf®, F. Wicek'15, D. Wicke!’>, F.J. Wicken¥?°, W. Wiedenmanh’3,

M. Wielerst?®, P. Wienemantt, C. Wiglesworti>, L.A.M. Wiik-Fuchs?t, P.A. Wijeratné’, A. Wildaue#®,
M.A. Wildt#2$, I. Wilhelm!?’, H.G. Wilkens®, J.Z. Will®8, E. Williams®®, H.H. Williams'2%, W. Willis3®,
S. Willocef?, J.A. Wilsort8, M.G. Wilson'*3, A. Wilsor®’, I. Wingerter-See% S. Winkelmanf,

F. Winkimeief®, M. Wittgen'*3, S.J. Wollstadt', M.W. Wolter’®, H. Wolterg?4a W.C. Wond',

G. Woodefi’, B.K. Wosiek?, J. Wotschack, M.J. Woudstr&, K.W. Wozniak®, K. Wraight?,

M. Wright®3, B. Wrond3, S.L. WUt"3, X. Wu*®, Y. Wu3bak E. Wulf®5, B.M. Wynné'6, S. Xella®,

M. Xiao38, S. Xie*®, C. X33z D. Xul®, L. Xu33P, B. Yabsley®C S. YacooB*°3a M. Yamad&®,

H. Yamaguchi®®, A. Yamamot&®, K. Yamamot§®, S. Yamamot&®, T. Yamamur&®>, T. Yamanak&®,
T. Yamazak}®®, Y. Yamazaki®, Z. Yar??, H. Yand’, U.K. Yand??, Y. Yang'%®, Z. Yang-#6a146b

S. Yanusfl, L. Yac®3 Y. Yao!®, V. YasiF®, G.V. Ybeles Smit®0, J. Y&*0, S. Y&5, M. Yilmaz*C,

R. Yoosoofmiya?3 K. Yorital’%, R. Yoshid4, K. Yoshihara®®, C. Yound*3 C.J. Yound!® S. Yousset,
D. Yu?®, J. Y&, J. YU12 L. Yuarf®, A. YurkewicZ'%6 B. Zabinsk?®, R. Zaida$?, A.M. ZaitseV28,

Z. Zajacovd’, L. Zanelld'323132b D zanzf®, A. Zaytse¥, C. ZeitnitZ2’%, M. Zemart?6, A. Zemla®,

C. Zendlef!, O. Zenirt?8, T. Zenid442 7. Zinonod?2a122b 5 7en35 D. Zerwas!s, G. Zevi della Port¥,
D. Zhang?®a™ H. Zhand® J. Zhan§, X. Zhang?®d, Z. Zhand!®, L. Zhad %8 Z. Zhad",

A. Zhemchugo®, J. Zhond'8, B. Zho?, N. Zhou'®3 Y. Zhou'®%, C.G. Zhi#3d, H. Zhu'?, J. Zhi#7,

Y. Zhu33®, X. Zhuang®, V. ZhuravloV®, A. Zibell®8, D. Zieminsk&, N.I. Zimin®, R. Zimmerman#,
S. Zimmermanf, S. Zimmermanff, M. Ziolkowski'4%, R. Zitour?, L. Zivkovie3®, V.V. Zmouchkd?8*,
G. Zobernig”3 A. ZoccolP932% M. zur Nedder®, V. Zutshit%®, L. Zwalinski®

School of Chemistry and Physics, University of Adelaidel&ide, Australia

Physics Department, SUNY Albany, Albany NY, United Stétémerica

Department of Physics, University of Alberta, Edmonton @&jada

@ Department of Physics, Ankara University, Anka(lb&;Department of Physics, Dumlupinar University,

Kutahya;(® Department of Physics, Gazi University, Ankai®;Division of Physics, TOBB University of

Economics and Technology, Ankaf&: Turkish Atomic Energy Authority, Ankara, Turkey

LAPP, CNRS/IN2P3 and Université de Savoie, Annecy-lexVierance

High Energy Physics Division, Argonne National Laboratgkygonne IL, United States of America

Department of Physics, University of Arizona, Tucson AdtddinStates of America

Department of Physics, The University of Texas at Arlingfatington TX, United States of America

Physics Department, University of Athens, Athens, Greece

10 physics Department, National Technical University of Ath&ografou, Greece

11 |nstitute of Physics, Azerbaijan Academy of Sciences, Beterbaijan

12 |nstitut de Fisica d’Altes Energies and Departament dgidd de la Universitat Autbnoma de Barcelona and
ICREA, Barcelona, Spain

13 (a) nstitute of Physics, University of Belgrade, BelgratRVinca Institute of Nuclear Sciences, University of
Belgrade, Belgrade, Serbia

14 Department for Physics and Technology, University of Bergergen, Norway

15 physics Division, Lawrence Berkeley National Laboratomg &Jniversity of California, Berkeley CA, United
States of America

16 Department of Physics, Humboldt University, Berlin, Genma

17" Albert Einstein Center for Fundamental Physics and Labamafor High Energy Physics, University of Bern,
Bern, Switzerland

18 School of Physics and Astronomy, University of BirminghBimmingham, United Kingdom

A W N P

© 00 N o O

— 65—



19

20
21
22
23
24

25
26

27
28
29
30
31
32

33

34

35
36
37

38
39
40
41
42
43
44
45
46
47
48
49
50
51

52
53
54
55

56
57

(@ Department of Physics, Bogazici University, IstanbBlDivision of Physics, Dogus University, Istanbul;
(©) Department of Physics Engineering, Gaziantep Univeriziantep;® Department of Physics, Istanbul
Technical University, Istanbul, Turkey

(@ INFN Sezione di Bolognd® Dipartimento di Fisica, Universita di Bologna, Bolognaaly

Physikalisches Institut, University of Bonn, Bonn, Gergnan

Department of Physics, Boston University, Boston MA, Wn8tates of America

Department of Physics, Brandeis University, Waltham MAitééhStates of America

(@ Universidade Federal do Rio De Janeiro COPPE/EE/IF, Rio aleeiro; (?) Federal University of Juiz de
Fora (UFJF), Juiz de Fora!® Federal University of Sao Joao del Rei (UFSJ), Sao Joao diel Renstituto de
Fisica, Universidade de Sao Paulo, Sao Paulo, Brazil

Physics Department, Brookhaven National Laboratory, Wptty, United States of America

(@ National Institute of Physics and Nuclear Engineering, iarest; (®) University Politehnica Bucharest,
Bucharest;® West University in Timisoara, Timisoara, Romania

Departamento de Fisica, Universidad de Buenos Aires, Baidires, Argentina

Cavendish Laboratory, University of Cambridge, Cambriddeited Kingdom

Department of Physics, Carleton University, Ottawa ON, &m

CERN, Geneva, Switzerland

Enrico Fermi Institute, University of Chicago, Chicago Wnited States of America

(@ Departamento de Fisica, Pontificia Universidad CatolimChile, Santiago(?) Departamento de Fisica,
Universidad Técnica Federico Santa Maria, ValparaiGbijle

(@ |nstitute of High Energy Physics, Chinese Academy of Segemeijing;(?) Department of Modern Physics,
University of Science and Technology of China, AnFﬁﬁiDepartment of Physics, Nanjing University, Jiangsu;
(@) School of Physics, Shandong University, Shand&idhysics Department, Shanghai Jiao Tong University,
Shanghai, China

Laboratoire de Physique Corpusculaire, Clermont Univé&rsind Université Blaise Pascal and CNRS/IN2P3,
Clermont-Ferrand, France

Nevis Laboratory, Columbia University, Irvington NY, WdtStates of America

Niels Bohr Institute, University of Copenhagen, Kobenh®enmark

(@ INFN Gruppo Collegato di Cosenz&) Dipartimento di Fisica, Universita della Calabria, Arcata di
Rende, Italy

AGH University of Science and Technology, Faculty of Plsyaicd Applied Computer Science, Krakow, Poland
The Henryk Niewodniczanski Institute of Nuclear PhysioctisR Academy of Sciences, Krakow, Poland
Physics Department, Southern Methodist University, BallX, United States of America

Physics Department, University of Texas at Dallas, RickardT X, United States of America

DESY, Hamburg and Zeuthen, Germany

Institut fur Experimentelle Physik 1V, Technische Unsigt Dortmund, Dortmund, Germany

Institut fur Kern- und Teilchenphysik, Technical Univgr®resden, Dresden, Germany

Department of Physics, Duke University, Durham NC, UnitedeS of America

SUPA - School of Physics and Astronomy, University of EdgifytEdinburgh, United Kingdom

INFN Laboratori Nazionali di Frascati, Frascati, Italy

Fakultat fur Mathematik und Physik, Albert-Ludwigs-Ueisitat, Freiburg, Germany

Section de Physique, Université de Geneve, Geneva chaitd

(@ INFN Sezione di Genov&®) Dipartimento di Fisica, Universita di Genova, Genova lyta

(@ E. Andronikashvili Institute of Physics, Iv. JavakhishViilisi State University, Thilisi®) High Energy
Physics Institute, Thilisi State University, Thilisi, Ggia

Il Physikalisches Institut, Justus-Liebig-Universi@iessen, Giessen, Germany

SUPA - School of Physics and Astronomy, University of Glas@asgow, United Kingdom

Il Physikalisches Institut, Georg-August-Universitapttingen, Germany

Laboratoire de Physique Subatomique et de Cosmologie ekité¢ Joseph Fourier and CNRS/IN2P3 and
Institut National Polytechnique de Grenoble, Grenobleriee

Department of Physics, Hampton University, Hampton VAtééhStates of America

Laboratory for Particle Physics and Cosmology, Harvard \ansity, Cambridge MA, United States of America

— 66 —



58

59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78

79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99

100

101

102

103

104

105

(@ Kirchhoff-Institut fur Physik, Ruprecht-Karls-Univétét Heidelberg, Heidelberg® Physikalisches Institut,
Ruprecht-Karls-Universitat Heidelberg, Heidelbef§ ZIT! Institut fur technische Informatik,
Ruprecht-Karls-Universitat Heidelberg, Mannheim, Garm

Faculty of Applied Information Science, Hiroshima Inggtof Technology, Hiroshima, Japan
Department of Physics, Indiana University, BloomingtonUxited States of America

Institut fur Astro- und Teilchenphysik, Leopold-Franzduniversitat, Innsbruck, Austria

University of lowa, lowa City IA, United States of America

Department of Physics and Astronomy, lowa State Univeisities 1A, United States of America

Joint Institute for Nuclear Research, JINR Dubna, Dubnasd$tau

KEK, High Energy Accelerator Research Organization, T8akudapan

Graduate School of Science, Kobe University, Kobe, Japan

Faculty of Science, Kyoto University, Kyoto, Japan

Kyoto University of Education, Kyoto, Japan

Department of Physics, Kyushu University, Fukuoka, Japan

Instituto de Fisica La Plata, Universidad Nacional de Lafl and CONICET, La Plata, Argentina
Physics Department, Lancaster University, LancastertéthKingdom

(@ INFN Sezione di Leccé? Dipartimento di Matematica e Fisica, Universita del Sater_ecce, Italy
Oliver Lodge Laboratory, University of Liverpool, Liverplp United Kingdom

Department of Physics, Jozef Stefan Institute and Urityes§ Ljubljana, Ljubljana, Slovenia

School of Physics and Astronomy, Queen Mary University nflbo, London, United Kingdom
Department of Physics, Royal Holloway University of Londduarrey, United Kingdom

Department of Physics and Astronomy, University Collegadion, London, United Kingdom

Laboratoire de Physique Nucléaire et de Hautes Energi&dyIG and Université Paris-Diderot and
CNRS/IN2P3, Paris, France

Fysiska institutionen, Lunds universitet, Lund, Sweden

Departamento de Fisica Teorica C-15, Universidad Autona@&ladrid, Madrid, Spain

Institut fur Physik, Universitat Mainz, Mainz, Germany

School of Physics and Astronomy, University of Manchelstanchester, United Kingdom

CPPM, Aix-Marseille Université and CNRS/IN2P3, Marseilfrance

Department of Physics, University of Massachusetts, AstivA, United States of America

Department of Physics, McGill University, Montreal QC, @Gda

School of Physics, University of Melbourne, Victoria, Aaisa

Department of Physics, The University of Michigan, Ann Adg United States of America
Department of Physics and Astronomy, Michigan State UsityglEast Lansing MI, United States of America
(@ INFN Sezione di Milanot?) Dipartimento di Fisica, Universita di Milano, Milano, Itp

B.l. Stepanov Institute of Physics, National Academy ari8eis of Belarus, Minsk, Republic of Belarus
National Scientific and Educational Centre for Particle dfdjh Energy Physics, Minsk, Republic of Belarus
Department of Physics, Massachusetts Institute of TeoggoCambridge MA, United States of America
Group of Particle Physics, University of Montreal, Montt€2C, Canada

P.N. Lebedev Institute of Physics, Academy of SciencegdvpRussia

Institute for Theoretical and Experimental Physics (ITEApscow, Russia

Moscow Engineering and Physics Institute (MEPhI), Mosd®ussia

Skobeltsyn Institute of Nuclear Physics, Lomonosov MoState University, Moscow, Russia

Fakultat fur Physik, Ludwig-Maximilians-UniversitBtiinchen, Miinchen, Germany
Max-Planck-Institut fur Physik (Werner-Heisenbergting), Minchen, Germany

Nagasaki Institute of Applied Science, Nagasaki, Japan

Graduate School of Science and Kobayashi-Maskawa InstiNdagoya University, Nagoya, Japan

(@ INFN Sezione di Napoli® Dipartimento di Scienze Fisiche, Universita di Napoli, 7o, Italy
Department of Physics and Astronomy, University of New étexdlbuquerque NM, United States of America
Institute for Mathematics, Astrophysics and Particle RtysRadboud University Nijmegen/Nikhef, Nijmegen,
Netherlands

Nikhef National Institute for Subatomic Physics and Ursitgrof Amsterdam, Amsterdam, Netherlands

—67—



106 Dpepartment of Physics, Northern Illinois University, DéBéL_, United States of America

107 Budker Institute of Nuclear Physics, SB RAS, Novosibirgksi

108 pepartment of Physics, New York University, New York NYtedrStates of America

109 Ohio State University, Columbus OH, United States of Araeric

110 Faculty of Science, Okayama University, Okayama, Japan

Homer L. Dodge Department of Physics and Astronomy, Urityes§ Oklahoma, Norman OK, United States of
America

112 pepartment of Physics, Oklahoma State University, Stt#w&K, United States of America

13 palacky University, RCPTM, Olomouc, Czech Republic

114 Center for High Energy Physics, University of Oregon, Ewg&R, United States of America

115 | AL, Universite Paris-Sud and CNRS/IN2P3, Orsay, France

116 Graduate School of Science, Osaka University, Osaka, Japan

117 Department of Physics, University of Oslo, Oslo, Norway

118 Department of Physics, Oxford University, Oxford, Unitédd¢iom

119 (a) INFN Sezione di Pavid? Dipartimento di Fisica, Universita di Pavia, Pavia, Italy

120 pepartment of Physics, University of Pennsylvania, Philpbia PA, United States of America

121 petersburg Nuclear Physics Institute, Gatchina, Russia

122 (a) INFN Sezione di Pisd?) Dipartimento di Fisica E. Fermi, Universita di Pisa, Pisiéaly

123 pepartment of Physics and Astronomy, University of PitighuPittsburgh PA, United States of America
124 () |_aboratorio de Instrumentacao e Fisica Experimental detiatas - LIP, Lisboa, Portugal;

(®) pepartamento de Fisica Teorica y del Cosmos and CAFPE, Wsitled de Granada, Granada, Spain
Institute of Physics, Academy of Sciences of the Czech Repeiiaha, Czech Republic

Czech Technical University in Prague, Praha, Czech Republi

Faculty of Mathematics and Physics, Charles Universityiagee, Praha, Czech Republic

128 state Research Center Institute for High Energy Physiostvitto, Russia

129 particle Physics Department, Rutherford Appleton LaborgtDidcot, United Kingdom

130 physics Department, University of Regina, Regina SK, Canad

131 Ritsumeikan University, Kusatsu, Shiga, Japan

132 (a) INFN Sezione di Roma {?) Dipartimento di Fisica, Universita La Sapienza, Romalylta

125
126
127

133 (a) INFN Sezione di Roma Tor Vergat® Dipartimento di Fisica, Universita di Roma Tor Vergata,iRa, Italy
134 (a) INFN Sezione di Roma Tré Dipartimento di Fisica, Universita Roma Tre, Roma, Italy
135 (a)

Faculté des Sciences Ain Chock, Réseau Universitairehgsi§ue des Hautes Energies - Université Hassan
Il, Casablanca;®) Centre National de I'Energie des Sciences Techniques Kivete Rabat{® Facultée des
Sciences Semlalia, Université Cadi Ayyad, LPHEA-Marcaké’) Faculté des Sciences, Universite Mohamed
Premier and LPTPM, Oujda® Faculté des sciences, Université Mohammed V-Agdal, Rmocco

136 DSMI/IRFU (Institut de Recherches sur les Lois Fondamest@éel'Univers), CEA Saclay (Commissariat &
I'Energie Atomique et aux Energies Alternatives), Gif-Swette, France

137 gsanta Cruz Institute for Particle Physics, University ofli@ania Santa Cruz, Santa Cruz CA, United States of

America

Department of Physics, University of Washington, Seatfle Wiited States of America

Department of Physics and Astronomy, University of Sheff@&effield, United Kingdom

140 Department of Physics, Shinshu University, Nagano, Japan

141 Fachbereich Physik, Universitat Siegen, Siegen, Germany

142 Department of Physics, Simon Fraser University, Burnaby B&hada

143 5| AC National Accelerator Laboratory, Stanford CA, Unitdtes of America

144 (a) Faculty of Mathematics, Physics & Informatics, Comeniusversity, Bratislava;?) Department of

Subnuclear Physics, Institute of Experimental Physichk@&lovak Academy of Sciences, Kosice, Slovak

Republic

(@ Department of Physics, University of Johannesburg, Joasburg;(?) School of Physics, University of the

Witwatersrand, Johannesburg, South Africa

146 (a) pepartment of Physics, Stockholm Universif):The Oskar Klein Centre, Stockholm, Sweden

147 physics Department, Royal Institute of Technology, StlokhSweden

138
139

145

— 68 —



148 Departments of Physics & Astronomy and Chemistry, StongkBmiversity, Stony Brook NY, United States of
America

149 Department of Physics and Astronomy, University of Sug@sghton, United Kingdom

150 school of Physics, University of Sydney, Sydney, Australia

151 |nstitute of Physics, Academia Sinica, Taipei, Taiwan

152 pepartment of Physics, Technion: Israel Institute of Tedbgy, Haifa, Israel

153 Raymond and Beverly Sackler School of Physics and Astrori@aviv University, Tel Aviv, Israel

154 Department of Physics, Aristotle University of Thessa&lpfiihessaloniki, Greece

155 |nternational Center for Elementary Particle Physics anefartment of Physics, The University of Tokyo,
Tokyo, Japan

156 Graduate School of Science and Technology, Tokyo Mettapdliniversity, Tokyo, Japan

157 Department of Physics, Tokyo Institute of Technology, dalkapan

158 pepartment of Physics, University of Toronto, Toronto Obin&da

159 (a) TRIUMF, Vancouver BC{?) Department of Physics and Astronomy, York University, ffiar@N, Canada

160 Faculty of Pure and Applied Sciences, University of Tsukiisakuba, Japan

161 Department of Physics and Astronomy, Tufts University,fstddVIA, United States of America

162 Centro de Investigaciones, Universidad Antonio Narinog@a, Colombia

163 Department of Physics and Astronomy, University of Cati@mirvine, Irvine CA, United States of America

164 (a) INFN Gruppo Collegato di Udinel® ICTP, Trieste{©) Dipartimento di Chimica, Fisica e Ambiente,
Universita di Udine, Udine, Italy

165 Department of Physics, University of lllinois, Urbana ILnited States of America

166 Department of Physics and Astronomy, University of Uppdafpsala, Sweden

167 |nstituto de Fisica Corpuscular (IFIC) and Departamenw Eisica Atomica, Molecular y Nuclear and
Departamento de Ingenieria Electronica and Institutd\ieroelectronica de Barcelona (IMB-CNM),
University of Valencia and CSIC, Valencia, Spain

168 Department of Physics, University of British Columbia, dauver BC, Canada

169 Department of Physics and Astronomy, University of Vietovictoria BC, Canada

170 pepartment of Physics, University of Warwick, CoventryitethKingdom

171 Waseda University, Tokyo, Japan

172 pepartment of Particle Physics, The Weizmann InstituteciEfr8e, Rehovot, Israel

173 Department of Physics, University of Wisconsin, MadisonWited States of America

174 Fakultat fur Physik und Astronomie, Julius-Maximiliabsiversitat, Wiirzburg, Germany

175 Fachbereich C Physik, Bergische Universitat Wuppertalppértal, Germany

176 Department of Physics, Yale University, New Haven CT, drfitates of America

177 Yerevan Physics Institute, Yerevan, Armenia

178 Centre de Calcul de I'Institut National de Physique Nu@i@at de Physique des Particules (IN2P3),
Villeurbanne, France

Also at Department of Physics, King's College London, Landénited Kingdom

Also at Laboratorio de Instrumentacao e Fisica Experimed&Particulas - LIP, Lisboa, Portugal
Also at Faculdade de Ciencias and CFNUL, Universidade dbdas Lisboa, Portugal

Also at Particle Physics Department, Rutherford Appletabdratory, Didcot, United Kingdom
Also at Department of Physics, University of Johanneshiobannesburg, South Africa

Also at TRIUMF, Vancouver BC, Canada

Also at Department of Physics, California State Univerditgsno CA, United States of America
Also at Novosibirsk State University, Novosibirsk, Russia

Also at Department of Physics, University of Coimbra, CaemPortugal

I Also at Department of Physics, UASLP, San Luis Potosi, Mexic

Also at Universita di Napoli Parthenope, Napoli, Italy

Also at Institute of Particle Physics (IPP), Canada

Also at Department of Physics, Middle East Technical UrsigrAnkara, Turkey

Also at Louisiana Tech University, Ruston LA, United Stafesmerica

- o 2 o T 9

S «Q

s 3

— 69 —



aa
ab
ac

ad
ae
af
ag
ah

al

aj
ak

al

am

Also at Dep Fisica and CEFITEC of Faculdade de Ciencias e dlegia, Universidade Nova de Lisboa,
Caparica, Portugal

Also at Department of Physics and Astronomy, UniversityegelLondon, London, United Kingdom
Also at Department of Physics, University of Cape Town, Clagwen, South Africa

Also at Institute of Physics, Azerbaijan Academy of ScerBaku, Azerbaijan

Also at Institut fur Experimentalphysik, Universitat tdburg, Hamburg, Germany

Also at Manhattan College, New York NY, United States of fsaer

Also at CPPM, Aix-Marseille Université and CNRS/IN2P3 riéglle, France

Also at School of Physics and Engineering, Sun Yat-sen thitiyeGuanzhou, China

Also at Academia Sinica Grid Computing, Institute of Physfcademia Sinica, Taipei, Taiwan

Also at School of Physics, Shandong University, ShandonigaC

Also at Dipartimento di Fisica, Universita La Sapienzanfk Italy

Also at DSM/IRFU (Institut de Recherches sur les Lois Foretgales de I'Univers), CEA Saclay
(Commissariat a I'Energie Atomique et aux Energies Alagirres), Gif-sur-Yvette, France

Also at section de Physique, Université de Geneve, Gefavitzerland

Also at Departamento de Fisica, Universidade de Minho, Br&prtugal

Also at Department of Physics and Astronomy, UniversityoottsCarolina, Columbia SC, United States of
America

Also at Institute for Particle and Nuclear Physics, WignesRarch Centre for Physics, Budapest, Hungary
Also at California Institute of Technology, Pasadena CAitethStates of America

Also at Institute of Physics, Jagiellonian University, Koav, Poland

Also at LAL, Université Paris-Sud and CNRS/IN2P3, OrsagnEe

Also at Nevis Laboratory, Columbia University, Irvingtoty NUnited States of America

Also at Department of Physics and Astronomy, Universityheff&ld, Sheffield, United Kingdom

Also at Department of Physics, Oxford University, Oxfordjted Kingdom

Also at Department of Physics, The University of Michigamy Arbor MI, United States of America
Also at Discipline of Physics, University of KwaZulu-Nataurban, South Africa

Also at Institute of Physics, Academia Sinica, Taipei, daw

Deceased

—70-—



	Introduction
	LHC and the ATLAS interaction region
	The ATLAS detector
	Characteristics of BIB
	BIB simulation methods

	BIB monitoring with Level-1 trigger rates
	BCM background rates vs residual pressure
	BCM background rates during 2011
	Observation of ghost charge
	Jet trigger rates in unpaired bunches

	Studies of BIB with the ATLAS Pixel detector
	Introduction
	Pixel cluster properties
	Pixel cluster compatibility method
	BIB characteristics seen in 2011 data

	BIB muon rejection tools
	General characteristics
	BIB identification methods
	Segment method
	One-sided method
	Two-sided method
	Efficiency and mis-identification probability

	BIB rate in 2011

	Removal of non-collision background with jet observables
	Jet cleaning
	Event samples
	Criteria to remove non-collision background
	Evaluation of the jet quality selection efficiency

	Monojet analysis
	Summary of jet cleaning techniques

	Conclusions
	Alternative methods for BIB identification in the calorimeters
	Beam background signatures in the Tile calorimeter
	Cluster shape

	The ATLAS collaboration

