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The quantum backflow effect is a counterintuitive behavior of the probability current of a free particle, which
may be negative even for states with vanishing negative momentum component. Here we address the notion of
nonclassicality arising from the backflow effect, i.e. from the negativity of the probability current, and analyze
its relationships with the notion of nonclassicality based on the negativity of the Wigner function. Our results
suggest that backflow is linked to a different, and in fact more restrictive, notion of nonclassicality, the negativity
of the Wigner function being only a necessary prerequisite for its occurrence. This hierarchical structure may
be confirmed by looking at the addition of thermal noise, which more easily destroys the negativity of the
probability current than the negativity of the Wigner function itself.

PACS numbers: 03.65.-w

I. INTRODUCTION

The so-called quantum backflow effect consists of a coun-
terintuitive behavior of the probability current of a quantum
free particle in one dimension: the current may assume nega-
tive values even for wave-packets without negative momen-
tum components. This means that for states with a wave-
function with only positive momenta, the probability of re-
maining in a certain region, e.g. x < x0, may increase with
time. This effect was earlier discovered in connection with the
discussion of the arrival-time problem in quantum mechan-
ics [1], but it was studied in details only few years later [2].
In particular, a bound for the maximal fraction of the prob-
ability that can flow backwards during a finite time interval
was found. This bound, given by the adimensional constant
cbm ≈ 0.04, is independent from the mass of the particle and
from the duration of the effect itself. Remarkably, this value
is also independent on the Planck constant ~, thus suggesting
backflow as an independent quantum effect.

More recently, the backflow effect has attracted some more
attention [3, 4]: improvements in the numerical estimation of
cbm have been addressed [5, 6] and additional bounds, analytic
examples, and connections with realistic measurements have
been provided [7–9]. Finally, an explicit scheme to detect
backflow in a Bose-Einstein condensate has been proposed
[10]. The effect was found also for a particle in a linear poten-
tial [11] and for a Dirac particle [12]. An analogue effect for
angular momentum has been studied as well [13].

The backflow effect is an intrinsically quantum phe-
nomenon, for which there is no classical analogue [14]. It is
intimately connected with the fact that quantum-mechanical
distributions in the phase space, e.g. the Wigner function
[15, 16], are not always positive functions and thus to the idea
of negative probability in quantum mechanics [17, 18]. On
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the other hand, the backflow effect appears in connection with
propagation of a quantum particle and thus it cannot be en-
tirely traced back to noncommutativity of the quantum phase
space, i.e. to static nonclassicality revealed by negativity of
the Wigner function. At the same time, despite being a dy-
namical effect, the occurrence of backflow is entirely deter-
mined by the properties of the initial quantum state since, as
we will see, it occurs for systems where the dynamics in the
phase space is essentially classical.

In the quantum statistical description of physical systems,
the fact that quasiprobability distributions in the phase space
may assume negative values is strongly linked to the notion
of nonclassical states, as well as to the quantification of such
nonclassicality [19–32]. In turn, the main goal of this paper
is to investigate whether and how the backflow of probability,
i.e. negativity of the probability current, is connected, either
quantitatively or qualitatively, to the notion of nonclassicality
stemming from negativity of the Wigner function, i.e. from
phase space analysis. Our results indicate that quantum back-
flow pinpoints a different, more restrictive, notion of nonclas-
sicality, with the negativity of the Wigner function being only
a necessary prerequisite for the occurrence of backflow. This
picture is confirmed by looking at the effect of noise, which
more easily destroys the negativity of the probability current
than the negativity of the Wigner function itself.

The paper is structured as follows. In Section II we review
the phase space description of dynamics in quantum mechan-
ics and introduce the backflow effect from this point of view.
We also review the volume of the negative part of the Wigner
function as a quantifier of nonclassicality, and briefly explore
the general relationship between the two concepts. In Section
III, we explicitly explore the connection between negativity
of probability current and negativity of the Wigner function
for states expressed as a superposition of two Gaussian wave
packets. In Section IV, we analyze the behavior of the back-
flow in the presence of noise, i.e. under the operation of Gaus-
sian smoothing of the Wigner function, and prove explicitly
that negativity of the Wigner function is more robust against
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noise than negativity of the probability current. Section V
closes the paper with some concluding remarks.

II. PHASE SPACE DYNAMICS AND QUANTUM
BACKFLOW EFFECT

A. Phase Space Dynamics

A pure quantum state of a particle moving along a line (co-
ordinate denoted by x) may be described by its wave function
in the position representation ψt(x) = 〈x|ψt〉. A fully equiva-
lent representation may be also given in terms of a phase space
distribution function. In fact, the so-called Wigner function
[15] contains the full information about the state of the sys-
tem. For a pure state the Wigner function is given by

W(x, p; t) =
1

2π

∫
dyψ∗t

(
x +

1
2

y
)
ψt

(
x −

1
2

y
)

eipy , (1)

=
1

2π

∫
dq φ∗t

(
p +

1
2

q
)
φt

(
p −

1
2

q
)

e−ixq , (2)

where the first line is the expression in terms of the position
wave function ψt(x) and the second one is the equivalent mo-
mentum representation, φt(p) = (2π)−1/2

∫
dx e−ipx ψt(x) ≡

〈p|ψt〉 being the momentum representation of the wave func-
tion. The Wigner function is a real valued function, bounded
by |W(x, p; t)| ≤ 2

π
and normalized. On the other hand, it

may take negative values and thus it cannot be interpreted as
a probability distribution in the phase space.

For systems subject to a potential depending only on the
coordinates, i.e. governed by the Hamiltonian

H =
p2

2m
+ U(x), (3)

the Wigner function obeys the continuity equation

∂

∂t
W(x, p; t) + div J = 0, (4)

where

J =

(
Jx
Jp

)
(5)

is the Wigner function flow of the system in the phase space
[14, 33–35]. This Wigner flow can be decomposed as the
product J = Wv, where v = J/W may be interpreted as the
velocity of the phase space flow. Remarkably, for potentials
at most quadratic in x, the velocity field v coincides with its
classical analogue

v =

(
ẋ
ṗ

)
=

(
∂pH
−∂xH

)
. (6)

For this class of potentials the flow is thus Liouvillian, i.e.
div v = 0, and the Wigner function flows in the phase space as
an incompressible fluid.

Some typical quantum effects arise as a consequence of the
fact that the Wigner function can take negative values. E.g. it
can be easily seen that in the regions where W is negative the
Wigner flow J = Wv takes place in the direction opposite to
the velocity v, which, as we have seen, gives the direction of
the classical phase space flow.

B. The quantum backflow effect

The properties illustrated in the previous Section may give
rise to somewhat surprising results, such as the so-called
quantum probability backflow effect. Let us consider a one
dimensional free particle, whose initial state is a wave packet
containing only components of positive momentum. Its wave
function at time t = 0 is given by

ψ(x, 0) =
1
√

2π~

∫ +∞

−∞

dp e
ipx
~ φ(p) (7)

where φ(p) is a function which vanishes for negative values
of p. In this situation the Wigner function of the particle is
entirely localized in the positive momentum half plane of the
phase space.

As we have seen the Wigner flow for a free particle coin-
cides with the classical phase space flow, that is the one given
by the velocity

v =

( p
m
0

)
. (8)

In the positive momentum region, where our particle is lo-
calized, the velocity is therefore always in the positive x di-
rection. However, in points where the Wigner function takes
negative values, the Wigner flow points in the negative x di-
rection. Let us, in particular, consider the total Wigner volume
found in the x ≥ 0 half plane in phase space. This is given by∫ +∞

−∞

dp
∫ +∞

0
dx W(x, p; t), (9)

and it coincides with the probability of finding the particle in
the positive position semi-axis at a given time, that is

P(t) =

∫ +∞

0
dx |ψt(x)|2. (10)

By the continuity equation (4), the time derivative of this vol-
ume is given by the Wigner flow through the x = 0 line in
phase space:

j(t) :=
d
dt

P(t) =

∫ +∞

−∞

dp
p
m

W(0, p; t). (11)

The expression in Eq.(11) coincides with the quantum me-
chanical probability current in the origin, i.e.

j(t) =
i~
2m

(
ψt(0)

∂ψ∗t
∂x

(0) − ψ∗t (0)
∂ψt

∂x
(0)

)
. (12)
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According to classical intuition, one would expect the wave
packet described above to move in the positive spatial direc-
tion with a constant average velocity and hence the probabil-
ity P(t) to increase monotonically with time, as the particle
moves into the positive position semi-axis. However, this is
the case only for states which mimic classical behavior suffi-
ciently well, i.e. states whose Wigner function is always posi-
tive. Conversely, if the Wigner function takes negative values,
its phase space flow can be in the negative direction even in
the positive momentum region and therefore, if this negative
flow occurs in a sufficiently large section of the x = 0 line, the
derivative (11) can indeed take negative values.

As a consequence, for a generic quantum state, even if in
the limit t → +∞ the probability P(t) globally and monotoni-
cally increases, approaching the limiting value P(t) = 1, there
may exist time intervals in which it is a locally decreasing
function of time. The particle thus appears to return towards
the negative semi-axis. In order to quantify the backflow ef-
fect, one may consider the maximum amplitude of such tem-
porary decrease of the probability density, i.e.

β
[
ψ
]

:=
∣∣∣∣∣ inf
t1<t2

[P(t2) − P(t1)]
∣∣∣∣∣ . (13)

The increase in probability over a time interval (t1, t2) (the
most negative values of which we must find to compute back-
flow) can be expressed in terms of the phase space flow in Eq.
(11) as follows

F(t1, t2) := P(t2) − P(t1) =

∫ t2

t1
dt j(t) . (14)

Upon considering the incompressible fluid nature of the
Wigner flow, one may define a natural motion of phase space
points so that this motion has velocity given by the field v: a
point initially in (x, p), after a time interval t is mapped to

ϕt(x, p) =

(
x +

p
m t

p

)
. (15)

Because of the incompressible nature of the flow, the Wigner
density remains constant along this motion, that is

W(x, p; t) = W(ϕ−t(x, p); 0) . (16)

Using this result we can express function (14) as

F(t1, t2) =

∫
R

dx dp W(x, p; t2) −
∫
R

dx dp W(x, p; t1) (17)

=

∫
ϕ−t2 (R)

dx dp W(x, p; 0) −
∫
ϕ−t1 (R)

dx dp W(x, p; 0)

(18)

=

∫
Ω

dx dp W(x, p; 0) , (19)

where R is the x ≥ 0 half-plane and the region Ω = ϕ−t1 (R) \
ϕ−t2 (R) is an angular sector in the phase space. In polar coor-
dinates Ω is defined by

π

2
+ arctan

( t1
m

)
≤ φ ≤

π

2
+ arctan

( t2
m

)
, (20)

and no constraint on the radial coordinate. The increase in
probability over the time interval (t1, t2) may be thus seen as
the flow of the Wigner volume initially (at t = 0) in the region
Ω into the x ≥ 0 half-plane. If there exists at time t = 0 a
sector Ω in which the Wigner function has negative integral,
then there is also a time interval in which this probability in-
crease is actually negative and the state shows the backflow ef-
fect. See [36] for a detailed analysis of integrals of the Wigner
function on angular sectors in phase spaces.

C. Quantum backflow and nonclassicality

The backflow effect cannot be observed for a particle mov-
ing according to the classical laws of motion. In this sense its
occurrence is a manifestation of the genuine quantum nature
of the state under investigation. In the previous Section, we
have seen how negativity of the Wigner function is a prereq-
uisite to observe negativity of the probability current, and a
question arises about the general connection between the two
notions of nonclassicality.

A common approach to the notion of nonclassicality in-
volves the noncommuting nature of quantum canonical vari-
ables, which implies the existence of an entire family of s-
ordered quasidistributions in the phase space [19]. Singular-
ity, or negativity, of one or more quasidistributions implies
that the methods of classical statistics fail to describe the prop-
erties and the phenomenology of a given state, and is thus
taken as a signature of nonclassicality [20]. The most funda-
mental definition of nonclassicality is based on the Glauber-
Sudarshan P function, whereas negativity of the Wigner func-
tion, besides being measurable experimentally [37–41], cap-
tures the nonclassical features involved in quantum interfer-
ence [42] and has been recognized as a resource for quantum
computation [43–45]. More generally, the presence of neg-
ative values in the Wigner function of a quantum state have
been recognized as a sufficient condition for nonclassicality.
In particular, the volume of the negative part has been intro-
duced as a nonclassicality measure [46].

We will use the actual volume of the negative part (not its
double or its normalized versions, sometimes used in the lit-
erature), which is defined as

∆[ψ] =
1
2

∫∫
dx dp

[∣∣∣∣W(x, p; t)
∣∣∣∣ −W(x, p; t)

]
. (21)

If we choose t1 and t2 as the time interval corresponding to the
minimum in Eq. (13), then −F(t1, t2) is equal to the backflow
measure of the state β

[
ψ
]
. In this way we may identify the

Wigner negativity volume ∆ as an upper bound to the back-
flow: if we denote by V+

Ω
(V−

Ω
) the volume of the positive

(negative) part of the Wigner function on the sector Ω then,
recalling equation (17), we may write the following inequal-
ity

β
[
ψ
]

= −
(
V+

Ω − V−Ω
)
≤ V−Ω ≤ ∆ . (22)

This confirms that nonclassicality as defined by Eq. (21) is a
necessary condition for backflow. Moreover, a question arises
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on whether a more precise quantitative relation exists between
β and ∆. In order to check whether this is the case, we con-
sider an explicit example and analyze in some details the two
quantities for superpositions of Gaussian wave-packets.

III. SUPERPOSITIONS OF GAUSSIAN STATES

A. Quantum backflow for superpositions of Gaussian States

The quantum backflow effect is not observed in states with
a sufficiently classical behavior, such as those with a Gaussian
wave-function. However, it may easily arise by taking quan-
tum superpositions of such semiclassical states, which provide
a natural case study. In particular, we are going to consider the
superposition of two Gaussian momentum wave-packets of
width σ centered on different positive momenta. An overview
of quantum backflow for such states may be found in [8]. For
σ→ ∞ one recovers a superposition of two plane waves with
different momenta, which is the simplest example of a state
presenting backflow [2, 47], though it does not correspond to
a physical state. In the following, we analyze the backflow for
a general normalized superposition with complex coefficients
of two Gaussian wave packets. These state are an example
of the Gaussian cat states [48], introduced as a generaliza-
tion of the so-called cat states often studied in quantum optics
[49, 50].

Our focus is not on a systematical analysis of the effect in
the whole range of physical parameters. Rather, our main goal
is to compare backflow and nonclassicality in some relevant
settings. To this aim, we are interested in finding a state which
gives a local (in the parameter space) maximum of the back-
flow and to study the states in the neighboring region of the
parameter space.

Upon switching to natural units (i.e. ~ = 1) and choosing
a particle with unit mass, m = 1, we consider states with the
following initial momentum representation

φ0(p) = N
[
e−(p−p0−δ)2σ2

+ αeiθe−(p−p0)2σ2]
, (23)

where all the parameters are real numbers. The normalization
condition fixes the value of N in terms of the other parameters
as follows

N(σ, p0, δ, α, θ) =

(
2σ2

π

) 1
4 (

1 + α2 + 2e−
1
2 δ

2σ2
α cos θ

)− 1
2
.

(24)
The time evolved wave function, its expression in position
representation and the time dependent probability current in
the origin can be calculated analytically, but their expressions
are somewhat cumbersome and not particularly instructive:
we are not reporting their explicit expressions here. One can
see, however, that these quantities can be more conveniently
expressed in terms of the following rescaled adimensional pa-
rameters:

p̃0 = σp0 t̃ =
t
σ2 δ̃ = σδ . (25)

With this choice, the current j
(
t̃
)

can be expressed as the
product of a dimensional factor 1

σ2 with an adimensional os-
cillating function of the remaining parameters j̃

(
t̃; p̃0, δ̃, α, θ

)
.

Upon applying a change of variables to the integral in Eq. (14)
we obtain:

F(t1, t2) =

∫ t̃2

t̃1
dt̃ j

(
t̃
)

(26)

with t̃k = σ2tk, k = 1, 2, from which it is apparent that the
width σ only changes the size of the time interval in which
backflow is observed, while the value of the backflow itself
only depends on the adimensional parameters p̃0, δ̃, α and θ.
This is in agreement with Ref. [2], where it is emphasized that
the duration of the backflow effect can be changed arbitrarily.
However, this extra degree of freedom may be useful if we
want to consider states at fixed energy. Indeed, if we want to
maximize the backflow at fixed energy E, we can minimize
the flux (26) as a function of p̃0, δ̃, α and θ, and then choose
the appropriate value of σ to obtain a state with a given value
of energy E.

Of course these states do not strictly fulfill the requirement
of not containing negative momenta. On the other hand, the
total volume of the wave function localized on the negative
semi-axis in momentum representation can be arbitrarily re-
duced by taking a Gaussian centered on a positive momentum
sufficiently larger than its width. Indeed, by taking in only
values of p̃0 larger than 3, the negative volume is of the or-
der of 10−9, a value corresponding to irrelevant effect on the
backflow (an explicit numerical check has been performed).

Fig. 1 shows the probability P
(
t̃
)

and current j̃
(
t̃
)

for a given
superposition of two Gaussian wave-packets. As it is apparent
from the plot, the time intervals where probability decreases
coincide with the negative regions of the current. According
to Eq. (14) and since the probability P

(
t̃
)

is known analyti-
cally, the backflow may be easily computed if we know the
time interval which contains the most negative peak of the
current. However, this involves finding the zeros of the cur-
rent and this should be performed numerically. Otherwise,
the backflow may be also computed through a numerical inte-
gration of the negative part of the current 1

2

(∣∣∣ j̃(t̃)∣∣∣ − j̃
(
t̃
))

over
an interval containing the most negative peak. This method
does not require the exact knowledge of the zeros, though it
requires to check that only the right peak is contained within
the integration interval.

We now proceed to analyze the behavior of the backflow as
a function of the different parameters. At first, we notice that
the β

[
ψ
]

is a decreasing function of p̃0, at any fixed set of val-
ues of the other parameters, see the left panel of Fig. 2. Max-
imum backflow is therefore attained by fixing p̃0 to its lowest
allowed value; as mentioned above we choose p̃0 = 3 to en-
sure a vanishing negative momentum component. The effect
of the parameter θ is that of shifting the position of negative
peaks of the current along the time axis, as it may be seen in
Fig. 3. Intuition suggests that maximum backflow is obtained
for a current with a minimum located in t̃ = 0, i.e. θ = π.
Actually, the central peak is not always the one corresponding
to the greatest backflow; nonetheless, in order to simplify our
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P( t
˜
)

j( t
˜
)

-0.3 -0.2 -0.1 0.1 0.2 0.3
t
˜

0.2

0.4

0.6

0.8

FIG. 1. (Color online) The probability P
(
t̃
)

(solid blue curve) and
the current j

(
t̃
)

(dashed red curve) for a superposition of Gaussian
wave-packets with α = 2, δ̃ = 11, p̃0 = 3, θ = π

4 , and σ = 10. See
Eq. (23) for details. The value of the current j

(
t̃
)

is multiplied by 10
in the figure in order to appreciate its behavior.

analysis, we focus on a parameter range for which the central
peak is the most negative one.

4 5 6 7 8 9 10
p
˜

0

0.001

0.002

0.003

0.004

0.005

0.006

β(p
˜

0)

2.5 3.0 3.5 4.0
θ0.0

0.5

1.0

1.5

2.0

β(π)-β(θ)

FIG. 2. (Color online) Backflow β as a function of θ and p̃0, the dif-
ferent curves represent a different choice of the couple of parameters
α and δ̃: α = 2, δ̃ = 11(solid blue); α = 3, δ̃ = 15 (dashed orange);
α = 1.8, δ̃ = 5 (dotted green); α = 2.5, δ̃ = 8 (dot-dashed red). Left
panel: β as a function of p̃0, with θ = π. Right panel: the difference
between β as a function of θ and β obtained for θ = π, with p̃0 = 3;
the values on the ordinate axis are in units of 10−4.

Unless otherwise specified, from now on we fix the values
p̃0 = 3 and θ = π and investigate the dependence of backflow
on the parameters α and δ̃. In particular, we explore the first-
quadrant region of the

(
α, δ̃

)
plane bounded by the lines α = 1

and α = 1 + δ̃/p̃0 (which is obtained by imposing j̃(0) ≤ 0).
For different values of θ other regions may be found where
backflow is present, but no analytic expression can be found.
The backflow β[ψ] as a function of α and δ̃ is shown in Fig.
4. We can see that β[ψ] shows a maximum, from which it
decreases going towards the boundaries of the region. The
maximum is obtained for α ' 1.9, δ̃ ' 11, corresponding to
β
[
ψ
]
' 0.0063 (a value slightly larger than the one found in

Ref. [8]). The region closer to the value α = 1 is not shown in
the plot as the backflow is not given by the central peak.

π/2 π 3π/2 2π

-0.05 0.05

t
˜

0.01

0.02

0.03

0.04

0.05

j( t
˜
)

FIG. 3. (Color online) The probability current j
(
t̃
)

as a function of t̃
for different values of θ at fixed values of the other parameters (α = 2,
δ̃ = 11 and p̃0 = 3). The horizontal line highlights that the global
minimum corresponds to the central negative peak.

FIG. 4. (Color online) The backflow β computed numerically as a
function of parameters α and δ̃ in the range α ∈ [1.5, 3], δ̃ ∈ [5, 25].

B. Quantum backflow and Wigner nonclassicality for
Gaussian superpositions

The Wigner function of the superposition state in Eq. (23)
is given by

W0(x̃, p̃) =
1

π
(
1 + α2 + 2αe−

δ̃2
2 cos θ

) ·
e−x̃2/2

[
α2e−2(p̃−p̃0)2

+ e−2( p̃−p̃0−δ̃)2

+ 2α cos
(
x̃δ̃ − θ

)
e−2

(
p̃−p̃0−

δ̃
2

)2
]
,

(27)

where, consistently with Eq. (25), we used the rescaled vari-
ables

x̃ =
x
σ

p̃ = σp . (28)

Notice that the rescaling is not altering the volume element
and that W0(x̃, p̃) does not explicitly depend on σ. This means
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that also the Wigner negativity ∆, as it happens for the back-
flow β, does not depend on σ.

The Wigner function in Eq. (27) is characterized by two
Gaussian peaks corresponding to the two momenta p0 and
p0 + δ and by an interference region located halfway between
the two peaks. In Fig. 5 we show a contour plot of the Wigner
function, which provides an intuitive explanation to the be-
havior of the backflow. On the one hand, the interference ef-
fects (and thus the negative regions of the Wigner function)
are more pronounced if the the amplitude of the two Gaus-
sians is the same (i.e. for α = 1). However, this is not leading
to maximum backflow, since the Gaussian peaked at p0 + δ
prevails in the integration region. These considerations also
suggest that no monotonic relation between Wigner nonclas-
sicality and quantum backflow may be found. As a matter of
fact, since the positive parts of the Wigner function in the re-
gion Ω may compensate for the negative ones, it is possible
to find states not showing backflow despite having negative
Wigner function. Moreover, we may also find pairs of states
with increasing backflow but decreasing negativity. This non

-0.5 0.0 0.5

0

5

10

15

x

p

-0.25

-0.20

-0.15

-0.10

-0.05

0

0.05

0.10

0.15

0.20

FIG. 5. (Color online) Density plot of the Wigner function of the
superposition of Gaussian states with the maximum backflow, the
integration region Ω is the shadowed region between the two dashed
lines corresponding to p = − m

t1
x and p = − m

t2
x.

monotonic behavior of the backflow is illustrated in Fig. 6,
where parametric plots of the backflow as a function of the
Wigner negativity are shown for varying α or δ̃.

0.1 0.15 0.2 0.25
Δ(α)0

1

2

3

4

5

6

β(α)

0.15 0.2 0.25
Δ(δ

˜
)0

1

2

3

4

5

6

β(δ
˜
)

FIG. 6. (Color online) Left panel: parametric plot of the backflow
β as a function of the nonclassicality ∆ for δ̃ = 11 and varying α ∈
[1.5, 10]. Right panel: parametric plot of the backflow β as a function
of the nonclassicality ∆ for α = 2 and varying δ̃ ∈ [1, 20].

Finally, we point out that quantum backflow exhibits sud-

den death for some values of the parameters. As for example,
if α is bigger than the threshold value α = 1 + δ̃/ p̃0 there is
no backflow. Analogue threshold values for δ̃ at fixed α may
be found. On the contrary, Wigner negativity due to the in-
terference fringes dies only asymptotically, i.e. when a single
Gaussian state is recovered. This remarkable difference may
be observed in both panels of Fig. 6, where we have regions
with no backflow but nonzero Wigner negativity. In Appendix
A we present the construction of a current-like quantity, for
which the corresponding flux monotonically increases with
the Wigner negativity. However, this quantity does depend
on the state and therefore it cannot strictly represent an ob-
servable.

IV. BACKFLOW AND PHASE SPACE SMOOTHING

We now study how robust the backflow effect is against the
addition of thermal noise, corresponding to Gaussian smooth-
ing in the phase space. We start by recalling some notions
about s-ordered quasiprobabilities, in order to emphasize the
similarity of our analysis to the notion of nonclassical depth.

A. s-ordered quasiprobability distributions

The Wigner function can be generalized to the family of s-
ordered quasiprobability distributions [19, 51], which are rou-
tinely used in quantum statistical optics to obtain expectation
values by averaging over the phase space. A quasiprobabil-
ity distribution W(x, p, s) is labeled by the index −1 ≤ s ≤ 1,
which reflects a particular choice of the ordering of the canon-
ical operators in the expectation value to be computed. For the
specific values s = 1, 0,−1 we have the Glauber P function
(normal ordering), the Wigner function (symmetrical order-
ing) and the Husimi Q function (antinormal ordering), respec-
tively. For s < s′, two quasiprobabilities of different ordering
are connected through a Gaussian convolution

W(x, p, s) = W(x, p, s′) ?G(x, p, s′ − s)

=

∫
dx′dp′W(x′, p′, s′)G(x − x′, p − p′, s′ − s);

(29)

where ? denotes convolution and the function G is a Gaussian
defined as

G(x, p, κ) =
1
πκ

exp
[
−

x2 + p2

κ

]
. (30)

¿From Eq. (29) one sees that going from s = 1 to s = −1
the distributions gradually become well-behaved and positive
definite functions, thanks to the Gaussian smoothing. This
is the idea leading to the definition of the nonclassical depth
[20], which is a widely used method to quantify the amount of
nonclassicality of a quantum state. Basically, this quantity is
the value of s closer to s = 1 corresponding to a positive and
non-singular distribution for a given state. In other words, the
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nonclassical depth represents the minimum amount of con-
volution needed in order to obtain a well-defined probability
distribution from the P function of a given state. For any given
state, all the negativities in W(x, p, s) must vanish for s = −1,
as the Q function is always non-negative by definition. In par-
ticular, for a pure state which is not Gaussian, we have that
for all the values −1 < s ≤ 0 the quasiprobability distribu-
tions assume negative values; i.e. for such states the Q func-
tion is the only distribution which is not negative [52]. This
means that all non Gaussian pure states (as the superpositions
of Gaussian states we have considered so far) saturate the non-
classical depth, being all maximally and equally nonclassical
according to this criterion.

B. s-dependent current

Here, in order to assess the robustness of backflow against
noise, we are going to consider a generalized definition of
the probability current based on the s-ordered quasiprobability
distributions. Notice that in principle only the Wigner func-
tion may be used to compute the current via Eq. (11) since the
Wigner function is the only s-ordered quasiprobability distri-
bution that has position and momentum probability distribu-
tions as marginals. [53] On the other hand, introducing gener-
alized s-dependent currents is meaningful if we note that the
convolution of a Wigner function with a Gaussian represents
the Wigner function of the quantum state after the interaction
with a thermal environment. Let us consider the master equa-
tion of a system interacting with a bosonic bath, expressed in
terms of the canonical operators [54]

ρ̇ = −
iγ
2

(2n̄ + 1)
([

x, {x, ρ}
]
−

[
p, {x, ρ}

])
−
γ

2
(2n̄ + 1)([x, [x, ρ]] + [p, [p, ρ]]),

(31)

where γ is a (small) damping coefficient and n̄ is the average
photon number of the thermal environment. In terms of the
Wigner function, the solution of the above equation may be
written as

e−2τWt(e−τx, e−τp) = W0(x, p) ?G(x, p,−sτ), (32)

where τ = γt and sτ = −2(2n̄ + 1)(e2τ − 1), see e.g. [51]
for details. W(x, p, s) is thus the Wigner function of the state
obtained from the initial one after the interaction with a noisy
environment. Notice that the rescaling due to dissipation, i.e.
the exponential of τ appearing on the l.h.s. of (32), plays no
role in determining the negativity of the Wigner function and
the backflow.

If the initial state has the Wigner function W0(x, p), the state
after the noisy interaction has a Wigner function given by

W0(x, p, s) = W0(x, p) ?G(x, p,−s), (33)

where s will in general be a function of the temperature, of
the damping coefficient and of the interaction time. At this
point, we consider W0(x, p, s) as the initial Wigner function

of a mixed state evolving according to the free particle Hamil-
tonian, and we get an s-dependent and time dependent Wigner
function

Wt(x, p, s) = W0

(
x −

p
m

t, p, s
)
, (34)

which can in turn be used to compute the s-dependent current

j(t, s) =

∫ +∞

−∞

dp
p
m

Wt(0, p, s). (35)

We only consider −1 ≤ s ≤ 0, in order to have a smoothing
of the initial Wigner function; in terms of ordering this means
going from the Wigner towards the Q function.

One may wonder what happens if we exchange the order of
the evolution in time and the convolution. This means con-
volving the time-dependent Wigner function Wt(x, p), instead
of convolving the initial one and then applying the free evo-
lution. This way of proceeding is conceptually different and
indeed yields slightly different numerical results, but the qual-
itative behavior is unchanged. Before proceeding we also no-
tice that our scheme is different from considering the back-
flow of an open quantum system, where the expression for the
probability current may be different [55].

C. s-dependent backflow and negative current depth

Having defined an s-dependent current we can straightfor-
wardly apply the definition of backflow (14) and obtain an
s-dependent backflow. As we can see in Fig. 7 the backflow
vanishes for a certain s > −1, i.e. it exhibits sudden death,
in contrast with the negativity of the Wigner function. Hav-
ing more backflow initially (for s = 0) usually means that the
backflow of the state survives longer (i.e. it disappears for a
value of s closer to −1). However, as it may be seen from
Fig. 7, this is not necessarily the case for any choice of the
parameters.

0.002 0.004 0.006 0.008 0.010 0.012 0.014
-s

0.001

0.002

0.003

0.004

0.005

β(s)

FIG. 7. (Color online) Plots of the s-dependent backflow as a func-
tion of the Gaussian smoothing parameter s. From top to bottom in
the region s ≈ 0 we have the states with α = 2 and δ̃ = 7 (solid blue),
α = 2 and δ̃ = 6 (dashed orange), α = 3 and δ̃ = 10 (dot-dashed
green).
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In order to better analyze this behavior we introduce, in
analogy with the nonclassical depth, the negative current
depth, which is defined as follows. Upon denoting by C the
subinterval of s ∈ [−1, 0] leading to a positive s-dependent
current in (35), then the negative current depth sm is defined
as

sm ≡ inf
s∈C

(−s), (36)

which is a positive quantity bounded between 0 and 1. This
quantity provide an alternative quantification of backflow; in-
stead of quantifying how much probability is flowing back-
wards we quantify the amount of Gaussian convolution, i.e.
noise, needed to destroy the backflow effect of a given initial
state.

2 3 4 5
α0.

0.002

0.004

0.006

0.008

sm(α)

10 15 20 25
δ0

0.005

0.01

0.015

sm(δ)

FIG. 8. (Color online) The negative current depth (solid blue) and
the backflow (dashed orange). Left panel: the quantities are shown
as a function of α for δ̃ = 11. Right panel: as a function of δ̃ for
α = 2.

Fig. 8 shows that the negative current depth and the back-
flow of a quantum state have similar behavior, but regions
where they are not monotonic exist, as it can be seen in the
right panel. Upon looking at the values of sm in Fig. 8, and
since for all these states the negativities of the Wigner function
completely disappear only for s = −1, we conclude that the
backflow is a very fragile form of nonclassicality. Notice that
other criteria for nonclassicality exist and their behavior for
superpositions of Gaussian states in the presence of a thermal
environment has been studied [56]. Results have shown that
almost all these indicators vanish for a finite Gaussian smooth-
ing, except the visibility of the interference fringes which van-
ish only asymptotically.

V. CONCLUSIONS

The quantum backflow effect is a counterintuitive behavior
observed in the probability current of a free particle, which
may be negative even for states with vanishing negative mo-
mentum component. Quantum backflow may be described in
the phase space, showing that its occurrence is connected to
the classical phase space dynamics of a nonclassical initial
state. In the case of the free particle such flow in phase space
is directly connected to the probability of observing the parti-
cle in a certain region, thus it is relevant in physical problems
such as determining the time of arrival. The reason for this
counterintuitive behavior lies in the fact that a state with only
positive momenta does not need to have a positive probability
current. Since the backflow effect, despite being dynamical,

is completely due to the nonclassical character of the initial
state, we investigated how this kind of nonclassicality com-
pares to the negativity of the Wigner function. In order to
carry out this investigation we have focused attention to su-
perpositions of two Gaussian states.

We found that the two notions of nonclassicality are in-
equivalent and the respective quantifiers do not show a mono-
tonic behavior. We have then further characterized the back-
flow effect, by studying its resilience to the operation of Gaus-
sian smoothing in phase space, which describes the interaction
of the initial state with a thermal environment.

Overall, our results suggest that backflow is connected to
a more restrictive notion of nonclassicality, the negativity of
the Wigner function being just a necessary condition for its
occurrence. Backflow has a different behavior in terms of the
defining parameters of the state, in particular it vanishes for
some threshold values. Moreover, the negativity of the proba-
bility current is a feature which is more easily destroyed by a
thermal environment than the negativity of the Wigner func-
tion itself, confirming the idea that backflow is a nonclassical
effect of a higher order and thus more fragile.

Appendix A: A redefined current

Having concluded in Section III that backflow is not mono-
tonically linked to the negative Wigner function volumes, one
may try to understand if these negative volumes can actu-
ally be linked to some current-like quantity. To this aim, one
would have to restrict integral (11) from the whole x = 0 axis,
to the sole parts where it is crossed by the negative volumes in
their phase space motion. This restriction gives the following
expression: ∫ p2

p1

dp
p
m

Wt(0, p) =

=

∫ +∞

−∞

dx
(∫ p2

p1

1
2π

eipxdp
)
−i
2m

[
ψ∗

( x
2
, t
)
∂

∂x
ψ
(
−

x
2
, t
)

+ ψ
(
−

x
2
, t
)
∂

∂x
ψ∗

(
−

x
2
, t
)]
.

(A1)

A closer examination of this expression induces us to consider
a new quantity defined as

ηp1,p2 (t) :=
∫ +∞

−∞

dx δp1,p2 (x) J(x, t) (A2)

where

J(x, t) =
i

2m

(
ψ(x, t)

∂

∂x
ψ∗(x, t) − ψ∗(x, t)

∂

∂x
ψ(x, t)

)
and

δp1,p2 (x) :=
1
πx

sin(p1x) −
1
πx

sin(p2x). (A3)

This quantity (defined by parameters p1 and p2 which have
the dimensions of momentum) has a similar structure to (A1)
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but takes real values for all times t. Accordingly we expect
its negative flux over time to behave in a similar way to the
negative volume of the Wigner function.

To give a physical interpretation of this newly defined ηp1,p2 ,
it is interesting to observe that it is the difference of two ob-
jects, each one expressed as the convolution of the ordinary
current J(x, t) with a smooth approximation of the Dirac delta.
Such objects can be thought to represent a probability current
arising from a realistic position measurement. These measure-
ments have a finite spatial resolution given by the widths 1

p1

and 1
p2

of the approximations of the delta used. This leads us
to interpret ηp1,p2 as the difference between two realistic cur-
rent measurements with different spatial resolutions given by
the inverses of p1 and p2.

Of course the construction of this currents depends strongly
on the values of parameters p1 and p2, which have to be cho-
sen in such a way as to ensure that the negative volume of
the state considered passes through the interval (p1, p2) in its
motion through phase space. As this choice is state depen-
dent, the flux of ηp1,p2 cannot be considered a true observable.
However, for the superpositions of Gaussians previously used,
with a fixed value of δ̃ and for consequently chosen values of
p1 and p2, the negative flux of ηp1,p2 (t) shows a dependence
on parameter α which is remarkably similar to that of the to-
tal negative volume of the Wigner function ∆. This is well
illustrated by Fig. 9, which shows the parametric dependence
of the negative flux of ηp1,p2 on nonclassicality ∆ for varying
values of the parameter α and at fixed values of δ̃. Equivalent

results are found for different values of δ̃.

0.05 0.10 0.15 0.20 0.25 0.30
Δ(α)

0.005

0.010

0.015

0.020

0.025

η(α)

FIG. 9. (Color online) Parametric plot of the negative flow of ηp1 ,p2

versus the nonclassicality ∆ for δ̃ = 9.5 (dot-dashed green), δ̃ = 10
(solid blue) and δ̃ = 10.5 (dashed orange). The parameter α varies in
the range α ∈ [0.01, 5], while the two defining parameters of the new
current are kept fixed at the values p1 = 7 and p2 = 9.
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[31] R. Tatham, L. Mišta, G. Adesso, and N. Korolkova, Phys. Rev.

A 85, 022326 (2012).
[32] A. Ferraro and M. G. A. Paris, Phys. Rev. Lett. 108, 260403

(2012).
[33] H. Bauke and N. R. Itzhak, (2011), arXiv:1101.2683.
[34] D. Kakofengitis and O. Steuernagel, (2014), arXiv:1410.4367.
[35] R. T. Skodje, H. W. Rohrs, and J. VanBuskirk, Phys. Rev. A

40, 2894 (1989).
[36] R. F. Werner, J. Phys. A 21, 4565 (1988).
[37] T. J. Dunn, I. A. Walmsley, and S. Mukamel, Phys. Rev. Lett.

74, 884 (1995).
[38] K. Banaszek and K. Wódkiewicz, Phys. Rev. Lett. 76, 4344

http://dx.doi.org/http://dx.doi.org/10.1016/0003-4916(69)90251-6
http://dx.doi.org/10.1088/0305-4470/27/6/040
http://dx.doi.org/10.1007/s00023-005-0197-9
http://dx.doi.org/10.1007/s00023-005-0197-9
http://dx.doi.org/ 10.1088/0305-4470/39/2/012
http://dx.doi.org/ 10.1088/0305-4470/39/2/012
http://dx.doi.org/10.1016/S0375-9601(99)00020-1
http://dx.doi.org/10.1016/S0375-9601(99)00020-1
http://dx.doi.org/10.1103/PhysRevA.86.042116
http://dx.doi.org/ 10.1088/1751-8113/46/47/475303
http://dx.doi.org/10.1103/PhysRevA.87.053618
http://dx.doi.org/10.1023/A:1018724313788
http://dx.doi.org/ 10.1002/(SICI)1521-3889(199812)7:7/8<726::AID-ANDP726>3.0.CO;2-P
http://dx.doi.org/10.1088/0143-0807/33/5/1147
http://dx.doi.org/10.1103/PhysRevLett.110.030401
http://dx.doi.org/10.1103/PhysRevLett.110.030401
http://dx.doi.org/10.1103/PhysRev.40.749
http://dx.doi.org/10.1016/0370-1573(84)90160-1
http://dx.doi.org/10.1016/0370-1573(84)90160-1
http://dx.doi.org/10.1103/PhysRevA.49.1562
http://dx.doi.org/10.1103/PhysRevA.49.1562
http://dx.doi.org/10.1103/PhysRev.177.1882
http://dx.doi.org/10.1103/PhysRevA.44.R2775
http://dx.doi.org/10.1103/PhysRevA.45.6586
http://dx.doi.org/10.1103/PhysRevA.52.3374
http://dx.doi.org/10.1088/1464-4266/4/1/201
http://dx.doi.org/10.1103/PhysRevLett.89.283601
http://dx.doi.org/10.1103/PhysRevA.65.032323
http://dx.doi.org/10.1103/PhysRevA.65.032323
http://dx.doi.org/10.1103/PhysRevA.66.024303
http://dx.doi.org/10.1103/PhysRevA.71.011802
http://dx.doi.org/10.1103/PhysRevA.71.011802
http://dx.doi.org/ 10.1103/PhysRevA.77.050302
http://dx.doi.org/10.1103/PhysRevA.82.032107
http://dx.doi.org/10.1103/PhysRevLett.107.170505
http://dx.doi.org/10.1103/PhysRevLett.107.170505
http://dx.doi.org/10.1103/PhysRevA.85.022326
http://dx.doi.org/10.1103/PhysRevA.85.022326
http://dx.doi.org/10.1103/PhysRevLett.108.260403
http://dx.doi.org/10.1103/PhysRevLett.108.260403
http://arxiv.org/abs/1101.2683
http://arxiv.org/abs/1410.4367
http://dx.doi.org/10.1103/PhysRevA.40.2894
http://dx.doi.org/10.1103/PhysRevA.40.2894
http://dx.doi.org/10.1088/0305-4470/21/24/012
http://dx.doi.org/10.1103/PhysRevLett.74.884
http://dx.doi.org/10.1103/PhysRevLett.74.884
http://dx.doi.org/10.1103/PhysRevLett.76.4344


10

(1996).
[39] G. Nogues, A. Rauschenbeutel, S. Osnaghi, P. Bertet, M. Brune,

J. M. Raimond, S. Haroche, L. G. Lutterbach, and L. Davi-
dovich, Phys. Rev. A 62, 054101 (2000).

[40] A. I. Lvovsky, H. Hansen, T. Aichele, O. Benson, J. Mlynek,
and S. Schiller, Phys. Rev. Lett. 87, 050402 (2001).

[41] A. Allevi, A. Andreoni, M. Bondani, G. Brida, M. Genovese,
M. Gramegna, P. Traina, S. Olivares, M. G. A. Paris, and
G. Zambra, Phys. Rev. A 80, 022114 (2009).

[42] R. L. Hudson, Rep. Math. Phys 6, 294 (1974).
[43] A. Mari and J. Eisert, Phys. Rev. Lett. 109, 230503 (2012).
[44] V. Veitch, N. Wiebe, C. Ferrie, and J. Emerson, New J. Phys.

15, 013037 (2013).
[45] H. Pashayan, J. J. Wallman, and S. D. Bartlett, Phys. Rev. Lett.

115, 070501 (2015).
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