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#### Abstract

Sobolev type embeddings for radial functions into variable exponent Lebesgue spaces are studied. In particular, the following inequality is proved: Let $B \subset \mathbb{R}^{N}, N \geq 3$, be the unit ball, and let $H_{0, \mathrm{rad}}^{1}(B)$ denote the first order Sobolev space of radial functions, and $2^{*}=2 N /(N-2)$ the corresponding critical Sobolev embeddding exponent. Let $r=|x|$, and $p(r)=2^{*}+r^{\alpha}$, with $\alpha>0$; then $$
\begin{equation*} \sup \left\{\int_{B}|u|^{p(r)} d x \mid u \in H_{0, \mathrm{rad}}^{1}(B),\|\nabla u\|_{2}=1\right\}<+\infty . \tag{0.1} \end{equation*}
$$

We point out that the growth of $p(r)$ is strictly larger than $2^{*}$, except in the origin. Furthermore, we show that for $p(r)=2^{*}+r^{\alpha}$, with $0<\alpha<\min \left\{\frac{N}{2} ; N-\right.$ $2\}$, the supremum in (0.1) is attained. Finally, we prove that associated elliptic equations admit nontrivial radial solutions. This is somewhat surprising since the nonlinearities have strictly supercritical growth except in the origin.


## 1. Introduction and main results

Let $\Omega \subset \mathbb{R}^{N}$ denote a bounded domain in $\mathbb{R}^{N}, N \geq 3$. The Sobolev embeddings yield explicit (critical) exponents for embeddings into Lebesgue $L^{p_{-}}$ spaces, $W^{1,2}(\Omega) \subset L^{2^{*}}(\Omega)$, which are optimal within the class of $L^{p}$ spaces. Extending to the class of "rearrangement invariant" (r.i.) Banach spaces, the Sobolev embeddings may be slightly improved by going to Lorentz spaces $L^{p, q}(\Omega)$ (see Peetre [9] and Tartar [15]); Lorentz spaces $L^{p, q}$ are scales of rearrangement invariant interpolation spaces between Lebesgue spaces $L^{p}$. Indeed, one has

$$
W^{1,2}(\Omega) \subset L^{2^{*}, 2}(\Omega)
$$

It is inherent to the definiton of r.i. Banach spaces that the inequalities remain valid under symmetrization, and hence it is sufficient to prove the respective inequalities in the radial context.

[^0]In this article we consider inequalities and related embeddings into non rearrangement inavariant Banach spaces. In fact, our targes spaces are variable exponent Lebesgue spaces (see [8]), which have received wide attention in recent years. Since symmetrization cannot be applied in this situation, and in order to obtain optimal results, we are lead to restrict the spaces to functions which are adapted to the variable exponents. In particular, for radially symmetric variable exponents, it is natural to restrict to spaces of radially symmetric functions. On the other hand, we will see that this restriction allows for a considerable gain in growth.

In particular, we will prove the following inequality: Let $B \subset \mathbb{R}^{N}$ denote the unit ball, $r=|x|$ and let $H_{0, \mathrm{rad}}^{1}(B)$ be the first order Sobolev space of radial functions, and $2^{*}=2 N /(N-2)$ the corresponding critical Sobolev embeddding exponent.

Theorem 1.1. Let $p(r)=2^{*}+r^{\alpha}$ and $\alpha>0$; then

$$
\begin{equation*}
\sup \left\{\int_{B}|u(x)|^{p(r)} d x: u \in H_{0, \mathrm{rad}}^{1}(B),\|\nabla u\|_{2}=1\right\}<+\infty \tag{1.1}
\end{equation*}
$$

We emphasize that the variable exponent $p(r)$ has critical Sobolev growth only in the origin, and is strictly supercritical everywhere else. Furthermore, if $0<\alpha<1$, then the derivative of $p(r)$ in the origin is $+\infty$.

As a consequence of Theorem 1.1, we have the following embedding of the subspace of radial functions in $H_{0}^{1}(B)$ into a not rearrangement invariant Lebesgue space with variable exponent:

Corollary 1.2. The following embedding is continuous:

$$
\begin{equation*}
H_{0, \mathrm{rad}}^{1}(B) \hookrightarrow L_{p(r)}(B) \tag{1.2}
\end{equation*}
$$

where $L_{p(r)}$ is defined as follows (see e.g. [8])

$$
L_{p(r)}(B):=\left\{u: B \rightarrow \mathbb{R} \text { measurable }: \int_{B}|u(x)|^{p(r)} d x<\infty\right\}
$$

with norm

$$
\|u\|_{p(r)}=\inf \left\{\lambda>0, \int_{B}\left|\frac{u(x)}{\lambda}\right|^{p(r)} \mathrm{d} x \leq 1\right\}
$$

Next, let $\Sigma_{N}$ denote the following best constant of Sobolev type

$$
\begin{equation*}
\Sigma_{N}:=\sup _{\left\{u \in H_{0, \mathrm{rad}}^{1}(B):\|\nabla u\|_{2}=1\right\}} \int_{B}|u(x)|^{2^{*}} d x \tag{1.3}
\end{equation*}
$$

and consider the analogous constant in the variable exponent space $L_{p(r)}$

$$
\begin{equation*}
\mathcal{U}_{N}:=\sup _{\left\{u \in H_{0, \mathrm{rad}}^{1}(B):\|\nabla u\|_{2}=1\right\}} \int_{B}|u(x)|^{p(r)} d x \tag{1.4}
\end{equation*}
$$

We will show the following theorem

Theorem 1.3. If $p(r)=2^{*}+r^{\alpha}$ and

$$
\begin{equation*}
0<\alpha<\min \{N / 2, N-2\} \tag{1.5}
\end{equation*}
$$

then:

$$
\begin{equation*}
\mathcal{U}_{N}>\Sigma_{N} . \tag{1.6}
\end{equation*}
$$

The restriction (1.5) says that $p(r)$ may not be too flat near the origin for (1.6) to hold.

It is well-kown that the supremum $\Sigma_{N}$ in (1.3) is not attained whenever $\Omega \neq \mathbb{R}^{N}$. The following theorem shows that $\mathcal{U}_{N}$ is attained if it is larger than $\Sigma_{N}$.

Theorem 1.4. If $\mathcal{U}_{N}>\Sigma_{N}$, then the supremum $\mathcal{U}_{N}$ is attained.
We recall the seminal work of Brezis-Nirenberg [2] who proved that adding a suitable lower order perturbation to the critical Sobolev exponent functional leads to a conclusion like (1.6), and then that the corresponding supremum is attained. Here we have an analogous result, but with a very different growth function: the variable exponent function has a strictly supercritical growth everywhere except in the origin, that is, we have a "supercritical perturbation" of the critical exponent $2^{*}$.

Next, we consider a related elliptic equation with a supercritical nonlinearity.

Theorem 1.5. Let $p(r)=2^{*}+r^{\alpha}$, with $\alpha$ satisfying condition (1.5). Then the following boundary value problem has a nontrivial radial solution:

$$
\left\{\begin{array}{rlrl}
-\Delta u & =u^{p(r)-1} & & \text { in }  \tag{1.7}\\
u & B, \\
u & =0 & & \text { in } \\
B, & & \text { on } & \partial B .
\end{array}\right.
$$

Note that the nonlinearity $u^{2^{*}-1+r^{\alpha}}$ has a highly supercritical growth (expect in the origin where the growth is critical). Thus, the existence of a solution is quite surprising: recall that by Pohozaev's identity [10] equation (1.7) has no non-trivial solution if $p(r)=2^{*}+c$, with $c \geq 0$, while we obtain the existence of a solution for any $p(r)$ of the form $p(r)=2^{*}+r^{\alpha}$. For existence results concerning equations with critical growth and with conditions on the domain, we refer to the results of Bahri-Coron [1] and Coron [3], while for equations with slightly supercritical growth we recall the articles of del Pino [4], del Pino-Wei [7], see also [6], [5], and for other types of solutions in supercritical equations, [11], [12].

The proof of Theorem 1.5 follows the ideas of [2]: using the mountain-pass theorem one constructs a minimax level for the functional corresponding to equation (1.7). Using the structure of the nonlinearity it is then shown that this level lies below the non-compactness level of the functional, and is thus a critical value.

Plan of the Paper. In Sect. 2, we prove a more general version of Theorem 1.1. In Sect. 3, we prove Theorem 1.3. In Sect. 4, we show that the supremum $\mathcal{U}_{N}$ defined in (1.4) is attained. In Sect. 5 , we show the existence of nontrivial solution of (1.7), which as we already emphasized is a semilinear elliptic problem involving highly supercritical growth.

## 2. The inequality

In this section we state a more general version of Theorem 1.1 and give the proof. Let $f:[0,1) \rightarrow \mathbb{R}^{+}$be a continuous function satisfying the following conditions:
$\left(f_{1}\right) f(0)=0$ and $f(r)>0$ for all $r>0$;
$\left(f_{2}\right) f(r) \leq \frac{c}{|\log r|^{\beta}}$ for some $\beta>2$, for $r$ near 0 ;
$\left(f_{3}\right) f(r) \leq \frac{c}{|1-r|}$, for $r$ near 1 .
We recall the following facts: Let $S_{N}$ be the best constant in the Sobolev embedding $H^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{2^{*}}\left(\mathbb{R}^{N}\right)$ with $2^{*}=2 N /(N-2)$, that is

$$
\begin{equation*}
S_{N}=\inf \left\{\frac{\|\nabla u\|_{L^{2}\left(\mathbb{R}^{N}\right)}^{2}}{\|u\|_{L^{2^{*}}\left(\mathbb{R}^{N}\right)}^{2}}: u \in L^{2^{*}}\left(\mathbb{R}^{N}\right) \backslash\{0\}, \nabla u \in L^{N}\left(\mathbb{R}^{N}\right)\right\} . \tag{2.1}
\end{equation*}
$$

It is well-known that the infimum $S_{N}$ is achieved. Moreover, for every open subset $\Omega$ of $\mathbb{R}^{N}$, let

$$
S_{N}(\Omega):=\inf \left\{\|\nabla u\|_{2}^{2}: u \in H_{0}^{1}(\Omega),\|u\|_{2^{*}}=1\right\} .
$$

It is known that $S_{N}(\Omega)=S_{N}$, and that $S_{N}(\Omega)$ is never achieved except when $\Omega=\mathbb{R}^{N}$.

We will use throughout the paper the notation $|x|=r$.
We now state and prove the following general inequality:
Theorem 2.1. Assume that $f \in C\left([0,1), \mathbb{R}^{+}\right)$satisfies $\left(f_{1}\right)-\left(f_{3}\right)$, and let $p(r)=2^{*}+f(r)$. Then

$$
\begin{equation*}
\sup \left\{\int_{B}|u(x)|^{p(r)} \mathrm{d} x: u \in H_{0, \mathrm{rad}}^{1}(B),\|\nabla u\|_{2}=1\right\}<+\infty . \tag{2.2}
\end{equation*}
$$

Note that $f(r)=r^{\alpha}, \alpha>0$, satisfies $\left(f_{1}\right)-\left(f_{3}\right)$, and hence Theorem 2.1 implies Theorem 1.1.

We are going to use the following versions of the "radial lemma" (see [16]).
Lemma 2.2. Let $u \in H_{0, \mathrm{rad}}^{1}(B)$. Then

$$
\begin{equation*}
|u(r)| \leq \frac{1}{(N-2)^{1 / 2}} \frac{\|\nabla u\|_{2}}{r^{(N-2) / 2}} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
|u(r)| \leq \frac{(1-r)^{1 / 2}}{r^{(N-2) / 2}}\|\nabla u\|_{2} . \tag{2.4}
\end{equation*}
$$

Proof. If $u \in H_{0, r a d}^{1}(B)$, then

$$
\begin{align*}
|u(r)| & \leq\left|\int_{r}^{1} u^{\prime}(s) \mathrm{d} s\right| \leq \int_{r}^{1}\left|u^{\prime}(s) s^{(N-1) / 2} \frac{1}{s^{(N-1) / 2}}\right| \mathrm{d} s \\
& \leq\|\nabla u\|_{L^{2}}\left\|\frac{1}{s^{(N-1) / 2}}\right\|_{L^{2}([r, 1])}=\|\nabla u\|_{L^{2}}\left(\frac{r^{2-N}-1}{N-2}\right)^{1 / 2} \tag{2.5}
\end{align*}
$$

which yields (2.3). To obtain (2.4), note that we can rewrite

$$
\begin{aligned}
\left(\frac{r^{2-N}-1}{N-2}\right)^{1 / 2} & =\frac{1}{\sqrt{N-2}}\left(\frac{1}{r^{N-2}}-1\right)^{1 / 2} \\
& =\frac{1}{\sqrt{N-2}}\left(\frac{1-r^{N-2}}{r^{N-2}}\right)^{1 / 2} \\
& =\frac{1}{\sqrt{N-2}} \frac{1}{r^{(N-2) / 2}}\left(1-r^{N-2}\right)^{1 / 2} \\
& =\frac{1}{\sqrt{N-2}} \frac{1}{r^{(N-2) / 2}}\left((1-r)\left(1+r+\cdots+r^{N-3}\right)\right)^{1 / 2} \\
& \leq \frac{1}{r^{(N-2) / 2}}(1-r)^{1 / 2}
\end{aligned}
$$

which together with (2.5) establishes (2.4).
2.1. Proof of Theorem 2.1. For $u \in H_{0, \text { rad }}^{1}(B)$ with $\|\nabla u\|_{2}=1$, we can write (here $\omega_{\mathrm{N}-1}$ is the surface area of the unit sphere in $\mathbb{R}^{N}$ )

$$
\begin{equation*}
\frac{1}{\omega_{N-1}} \int_{B}|u(x)|^{2^{*}+f(r)} d x=\int_{0}^{\rho}|u(r)|^{2^{*}+f(r)} r^{N-1} d x+\int_{\rho}^{1}|u(r)|^{2^{*}+f(r)} r^{N-1} d r, \tag{2.6}
\end{equation*}
$$

where $\rho$ will be determined later. We shall estimate each of these two terms separately.

$$
\begin{aligned}
\int_{0}^{\rho}|u(r)|^{2^{*}+f(r)} r^{N-1} d x & =\int_{0}^{\rho}|u(r)|^{2^{*}}\left(|u(r)|^{f(r)}-1\right) r^{N-1} d x+\int_{0}^{\rho}|u(r)|^{2^{*}} r^{N-1} d x \\
& \leq \int_{0}^{\rho}|u(r)|^{2^{*}}\left(|u(r)|^{f(r)}-1\right) r^{N-1} d x+\Sigma_{N} .
\end{aligned}
$$

By the Radial Lemma 2.2 for $u \in H_{0, \text { rad }}^{1}\left(B_{1}\right)$ with $\|\nabla u\|_{2}=1$ we can write

$$
\begin{equation*}
|u(r)| \leq \frac{(1-r)^{1 / 2}}{r^{(N-2) / 2}} \leq \frac{1}{r^{(N-2) / 2}}, \tag{2.7}
\end{equation*}
$$

which implies

$$
\begin{aligned}
\int_{0}^{\rho}|u(r)|^{2^{*}} & \left(|u(r)|^{f(r)}-1\right) r^{N-1} d x \\
& \leq \int_{0}^{\rho}\left(\frac{1}{r^{(N-2) / 2}}\right)^{2 N /(N-2)}\left[\left(\frac{1}{r^{(N-2) / 2}}\right)^{f(r)}-1\right] r^{N-1} d r \\
& \leq \int_{0}^{\rho} \frac{1}{r}\left[\exp \left(f(r) \log \frac{1}{r^{(N-2) / 2}}\right)-1\right] d r \\
& \leq \int_{0}^{\rho} \frac{1}{r}\left[\exp \left(\frac{N-2}{2} f(r)|\log r|\right)-1\right] d r \\
& \leq d \frac{N-2}{2} \int_{0}^{\rho} f(r) \frac{|\log r|}{r} d r
\end{aligned}
$$

where in the estimates above we have used that given $d>1$ there exists $\rho=\rho(d)>0$ such that

$$
e^{g(s)}-1 \leq d g(s), \forall s \in(0, \rho), \text { provided that } g(s) \rightarrow 0, \text { as } s \rightarrow 0
$$

which is the case for $g(r)=\frac{N-2}{2} f(r)|\log r|$ by assumption $\left(f_{2}\right)$. Therefore, in order to obtain

$$
\int_{0}^{\rho}|u(r)|^{2^{*}}\left(|u(r)|^{f(r)}-1\right) r^{N-1} d x<\infty
$$

we have to impose the condition

$$
\begin{equation*}
\int_{0}^{\rho} f(r) \frac{|\log r|}{r} d r<\infty . \tag{2.8}
\end{equation*}
$$

Notice that (2.8) holds if we assume condition $\left(f_{2}\right)$.
To estimate the second integral in (2.6), using again (2.7) and assumption $\left(f_{3}\right)$, we can write

$$
\begin{aligned}
\int_{\rho}^{1}|u(r)|^{2^{*}+f(r)} r^{N-1} d r & \leq \int_{\rho}^{1}\left(\frac{1}{r^{(N-2) / 2}}\right)^{2^{*}+f(r)} r^{N-1} d r \\
& =\int_{\rho}^{1} \frac{1}{r^{1+\frac{N-2}{2} f(r)}} d r \\
& =-\int_{1-\rho}^{0} \frac{1}{(1-s)^{1+\frac{N-2}{2} f(1-s)}} d s \\
& \leq \int_{0}^{1-\rho} \frac{1}{(1-s)^{1+\frac{N-2}{2} \frac{c}{s}}} d s \\
& =\int_{0}^{1-\rho} \frac{1}{e^{\left(1+\frac{N-2}{2} \frac{c}{s}\right) \log (1-s)}} \mathrm{d} s .
\end{aligned}
$$

Since $e^{\left(1+\frac{N-2}{2} \frac{c}{s}\right) \log (1-s)} \sim e^{-\left(1+\frac{N-2}{2} \frac{c}{s}\right) s}$ for $s$ near 0 (i.e. for $r$ near 1), the integral is finite.

Example 2.3. For $r$ near 0, consider

1) $f(r)=\frac{1}{|\log r|^{2+\delta}}$, for $\delta>0$.
2) $f(r)=r^{\alpha}|\log r|^{\eta}$, for $\alpha>0$ and $\eta \geq 0$.

For $r$ near 1, consider $f(r)=1 /(1-r)$.
2.2. Proof of Corollary 1.2. Consider the variable exponent Lebesgue space

$$
L^{2^{*}+f(r)}(B):=\left\{u: B \rightarrow \mathbb{R} \text { measurable }: \int_{B}|u(x)|^{2^{*}+f(r)} d x<\infty\right\}
$$

endowed with the norm

$$
\|u\|_{2^{*}+f(r)}:=\inf \left\{\lambda>0: \int_{B}\left|\frac{u(x)}{\lambda}\right|^{2^{*}+f(r)} d x \leq 1\right\}
$$

Assuming that $u \in H_{0, r a d}^{1}(B)$ with $\|\nabla u\|_{2}=1$, we have to prove that $\|u\|_{2^{*}+f(r)} \leq C$. Using Theorem 2.1 we know that

$$
\int_{B}|u(x)|^{2^{*}+f(r)} d x=C<\infty .
$$

For $\lambda>1$ we can estimate

$$
\int_{B}\left|\frac{u(x)}{\lambda}\right|^{2^{*}+f(r)} d x \leq \int_{B} \frac{|u(x)|^{2^{*}+f(r)}}{\lambda^{2^{*}}} d x \leq \frac{C}{\lambda^{2^{*}}} \leq 1
$$

if $\lambda=\lambda_{u}$ is sufficiently large. Then, $\|u\|_{2^{*}+f(r)} \leq \lambda_{u}$.

## 3. The Supremum $\mathcal{U}_{N}$

From now on we assume that

$$
\begin{equation*}
f(r)=r^{\alpha}, \text { with } 0<\alpha<\min \{N / 2, N-2\} . \tag{3.1}
\end{equation*}
$$

3.1. Proof of Theorem 1.3. Let us denote with

$$
\begin{align*}
u_{\varepsilon}^{*}(r) & =C_{N} \frac{\varepsilon^{\frac{N-2}{2}}}{\left(\varepsilon^{2}+r^{2}\right)^{\frac{N-2}{2}}}, \quad \varepsilon>0  \tag{3.2}\\
C_{N} & :=(N(N-2))^{\frac{N-2}{2}}
\end{align*}
$$

the standard Sobolev instantons, see [14], [13], which satisfy the equation

$$
\begin{equation*}
-\Delta u=u^{2^{*}-1}, \quad \text { on } \mathbb{R}^{N} \tag{3.3}
\end{equation*}
$$

and for which

$$
\int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}^{*}(x)\right|^{2} d x=S_{N}^{N / 2} \text { and } \int_{\mathbb{R}^{N}}\left|u_{\varepsilon}^{*}(x)\right|^{2^{*}} d x=S_{N}^{N / 2}
$$

where $S_{N}$ is as in (2.1). Let $\eta$ be a suitable cut-off function; it is then well-known (see [2]) that

$$
\begin{aligned}
\left\|\nabla\left(\eta u_{\varepsilon}^{*}\right)\right\|_{2}^{2} & =S_{N}^{N / 2}+O\left(\varepsilon^{N-2}\right) \\
\left\|\eta u_{\varepsilon}^{*}\right\|_{2^{*}}^{2^{*}} & =S_{N}^{N / 2}+O\left(\varepsilon^{N}\right)
\end{aligned}
$$

Let now $B_{N}:=1 / S_{N}^{N / 4}$, and

$$
u_{\varepsilon}(r):=B_{N} \eta(r) u_{\varepsilon}^{*}(r)=A_{N} \eta(r) \frac{\varepsilon^{\frac{N-2}{2}}}{\left(\varepsilon^{2}+r^{2}\right)^{\frac{N-2}{2}}}
$$

with $A_{N}:=B_{N} C_{N}($ see (3.2)), so that

$$
\begin{equation*}
\left\|\nabla u_{\varepsilon}\right\|_{L^{2}}=1+O\left(\varepsilon^{N-2}\right) \tag{3.4}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{B}\left|u_{\varepsilon}(x)\right|^{2^{*}} d x & =\int_{B} B_{N}^{2^{*}}\left|\eta(x) u_{\varepsilon}^{*}(x)\right|^{2^{*}} d x \\
& =\frac{S_{N}^{N / 2}+O\left(\varepsilon^{N}\right)}{\left(S_{N}^{N / 4}\right)^{2^{*}}}  \tag{3.5}\\
& =S_{N}^{-\frac{N}{N-2}}+O\left(\varepsilon^{N}\right) \\
& =: \Sigma_{N}+O\left(\varepsilon^{N}\right)
\end{align*}
$$

Finally, by (3.4) and (3.5) we have

$$
\int_{B}\left(\frac{\left|u_{\varepsilon}(x)\right|}{\left\|\nabla u_{\varepsilon}(x)\right\|_{2}}\right)^{2^{*}} d x=\Sigma_{N}+O\left(\varepsilon^{N-2}\right)
$$

To prove (1.6) we will show the following
Lemma 3.1. There exists a constant $C>0$ such that for all $\varepsilon>0$ small

$$
\int_{B}\left|u_{\varepsilon}(x)\right|^{2^{*}+r^{\alpha}} d x \geq \int_{B}\left|u_{\varepsilon}(x)\right|^{2^{*}} d x+C|\log \varepsilon| \varepsilon^{\alpha}+O\left(\varepsilon^{N / 2}\right)+O\left(\varepsilon^{N-2}\right) .
$$

Then, since by assumption $\alpha \leq \min \{N / 2, N-2\}$, we conclude by asymptotics that

$$
\begin{aligned}
\mathcal{U}_{N} & =\sup \left\{\int_{B}|u(x)|^{2^{*}+r^{\alpha}} d x,\|\nabla u\|_{2}=1\right\} \\
& \geq \int_{B}\left(\frac{\left|u_{\varepsilon}(x)\right|}{\left\|\nabla u_{\varepsilon}\right\|_{2}}\right)^{2^{*}+r^{\alpha}} d x=\int_{B}\left|u_{\varepsilon}(x)\right|^{2^{*}+r^{\alpha}} d x+O\left(\varepsilon^{N-2}\right) \\
& \geq \int_{B}\left|u_{\varepsilon}(x)\right|^{2^{*}} d x+C|\log \varepsilon| \varepsilon^{\alpha}+O\left(\varepsilon^{N / 2}\right)+O\left(\varepsilon^{N-2}\right) \\
& >\Sigma_{N}
\end{aligned}
$$

which concludes the proof of Theorem 1.3.

Proof of Lemma 3.1: First observe that

$$
\begin{equation*}
B_{N} u_{\varepsilon}^{*}(r) \leq 1 \text { if and only if } r \geq\left(A_{N}^{2 /(N-2)} \varepsilon-\varepsilon^{2}\right)^{1 / 2}=: a_{\varepsilon} \tag{3.6}
\end{equation*}
$$

(recall that $A_{N}=B_{N} C_{N}$ ). We write

$$
\frac{1}{\omega_{N-1}} \int_{B}\left|u_{\varepsilon}(x)\right|^{2^{*}+r^{\alpha}} d x=\int_{0}^{a_{\varepsilon}}\left|u_{\varepsilon}(r)\right|^{2^{*}+r^{\alpha}} r^{N-1} d r+\int_{a_{\varepsilon}}^{1}\left|u_{\varepsilon}(r)\right|^{2^{*}+r^{\alpha}} r^{N-1} d r .
$$

First, we estimate the integral

$$
\begin{aligned}
\int_{a_{\varepsilon}}^{1}\left|u_{\varepsilon}(r)\right|^{2^{*}+r^{\alpha}} r^{N-1} d r & =\int_{a_{\varepsilon}}^{1}\left|\eta(r) u_{\varepsilon}(r)^{*}\right|^{2^{*}+r^{\alpha}} r^{N-1} d r \\
& \leq \int_{a_{\varepsilon}}^{1}\left|u_{\varepsilon}^{*}(r)\right|^{2^{*}} r^{N-1} d r \\
& =\int_{a_{\varepsilon}}^{1} \frac{A_{N}^{2^{*}} \varepsilon^{N}}{\left(\varepsilon^{2}+r^{2}\right)^{N}} r^{N-1} d r \\
& \leq \int_{a_{\varepsilon}}^{1} \frac{A_{N}^{2^{*}} \varepsilon^{N}}{r^{2 N}} r^{N-1} d r \\
& =A_{N}^{2^{*}} \varepsilon^{N} \int_{a_{\varepsilon}}^{1} r^{-N-1} d r \\
& =\left.\frac{A_{N}^{2_{N}^{*}} \varepsilon^{N}}{N}\left(-r^{-N}\right)\right|_{a_{\varepsilon}} ^{1} \\
& =\frac{A_{N}^{2^{*}} \varepsilon^{N}}{N}\left(\left(A_{N}^{2 /(N-2)} \varepsilon-\varepsilon^{2}\right)^{-N / 2}-1\right) \\
& =O\left(\varepsilon^{N / 2}\right) .
\end{aligned}
$$

As seen above, one also has

$$
\int_{a_{\varepsilon}}^{1}\left|u_{\varepsilon}(r)\right|^{2^{*}} r^{N-1} d r=O\left(\varepsilon^{N / 2}\right) .
$$

Hence, we get

$$
\begin{aligned}
& \int_{0}^{1}\left|u_{\varepsilon}(r)\right|^{2^{*}+r^{\alpha}} r^{N-1} d r \\
& =\int_{0}^{1}\left|u_{\varepsilon}(r)\right|^{2^{*}} r^{N-1} d r+\int_{0}^{1}\left(\left|u_{\varepsilon}(r)\right|^{2^{*}+r^{\alpha}}-\left|u_{\varepsilon}(r)\right|^{2^{*}}\right) r^{N-1} d r \\
= & \int_{0}^{1}\left|u_{\varepsilon}(r)\right|^{2^{*}} r^{N-1} d r+\int_{0}^{a_{\varepsilon}}\left(\left|u_{\varepsilon}(r)\right|^{2^{*}+r^{\alpha}}-\left|u_{\varepsilon}(r)\right|^{2^{*}}\right) r^{N-1} d r+O\left(\varepsilon^{N / 2}\right) \\
= & \int_{0}^{1}\left|u_{\varepsilon}(r)\right|^{2^{*}} r^{N-1} d r+\int_{0}^{a_{\varepsilon}}\left(\left|B_{N} \eta u_{\varepsilon}^{*}(r)\right|^{2^{*}+r^{\alpha}}-\left|B_{N} \eta u_{\varepsilon}^{*}(r)\right|^{2^{*}}\right) r^{N-1} d r+O\left(\varepsilon^{N / 2}\right) \\
\geq & \int_{0}^{1}\left|u_{\varepsilon}(r)\right|^{2^{*}} r^{N-1} d r+\int_{0}^{\varepsilon}\left(\left|B_{N} u_{\varepsilon}^{*}(r)\right|^{2^{*}+r^{\alpha}}-\left|B_{N} u_{\varepsilon}^{*}(r)\right|^{2^{*}}\right) r^{N-1} d r+O\left(\varepsilon^{N / 2}\right),
\end{aligned}
$$

since $B_{N} u_{\varepsilon}^{*} \geq 1$ on the interval $\left[\varepsilon, a_{\varepsilon}\right]$. Set

$$
I_{1, \varepsilon}:=\int_{0}^{\varepsilon}\left|B_{N} u_{\varepsilon}^{*}(r)\right|^{2^{*}}\left(\left|B_{N} u_{\varepsilon}^{*}(r)\right|^{r^{\alpha}}-1\right) r^{N-1} d r
$$

We estimate (setting $d_{N}:=\frac{A_{N}}{2^{(N-2) / 2}}$ )

$$
\begin{aligned}
I_{1, \varepsilon} & \geq \int_{0}^{\varepsilon}\left|u_{\varepsilon}(r)\right|^{2^{*}}\left[\left(\frac{A_{N} \varepsilon^{(N-2) / 2}}{\left(2 \varepsilon^{2}\right)^{(N-2) / 2}}\right)^{r^{\alpha}}-1\right] r^{N-1} d r \\
& \geq \int_{0}^{\varepsilon}\left|u_{\varepsilon}(r)\right|^{2^{*}}\left[\left(\frac{A_{N}}{2^{(N-2) / 2}}\right)^{r^{\alpha}} \varepsilon^{-\frac{N-2}{2}} r^{\alpha}-1\right] r^{N-1} d r \\
& =\int_{0}^{\varepsilon} \frac{A_{N}^{2^{*}} \varepsilon^{N}}{\left(2 \varepsilon^{2}\right)^{N}}\left(e^{r^{\alpha} \log d_{N}+\frac{N-2}{2} r^{\alpha}|\log \varepsilon|}-1\right) r^{N-1} d r \\
& \geq C \int_{0}^{\varepsilon} \frac{1}{\varepsilon^{N}}\left(r^{\alpha} \log d_{N}+\frac{N-2}{2} r^{\alpha}|\log \varepsilon|\right) r^{N-1} d r \\
& =C \frac{\log d_{N}+\frac{N-2}{2}|\log \varepsilon|}{\varepsilon^{N}} \int_{0}^{\varepsilon} r^{\alpha} r^{N-1} d r \\
& =\left.C \frac{\log d_{N}+\frac{N-2}{2}|\log \varepsilon|}{\varepsilon^{N}} \frac{1}{\alpha+N} r^{\alpha+N}\right|_{0} ^{\varepsilon} \\
& =C_{1}|\log \varepsilon| \varepsilon^{\alpha}+O\left(\varepsilon^{\alpha}\right) \\
& \geq C_{2}|\log \varepsilon| \varepsilon^{\alpha}, \text { for a suitable } C_{2}>0 \text { and } \varepsilon \text { sufficiently small, }
\end{aligned}
$$

which completes the proof.

### 3.2. Normalized concentrating sequences.

Definition 3.2. A sequence $\left(u_{n}\right) \subset H_{0, \mathrm{rad}}^{1}(B)$ is a normalized concentrating sequence if
(i) $\left\|\nabla u_{n}\right\|_{L^{2}}=1$;
(ii) $u_{n} \rightharpoonup 0$ in $H_{0, \mathrm{rad}}^{1}(B)$;
(iii) for any $\delta>0: \int_{\delta}^{1}\left|u_{n}^{\prime}(r)\right|^{2} r^{N-1} d r \rightarrow 0$.

We denote by $\mathcal{N}$ the set of normalized concentrating sequences.

In the next proposition we characterize the maximal limit of the functional $\int_{0}^{1}|u|^{2^{*}+f(r)} r^{N-1} d x$ over $\mathcal{N}$. We restrict to the case that

$$
f(r)=r^{\alpha}, \alpha \in(0, \min \{N / 2, N-2\})
$$

## Proposition 3.3.

$$
\begin{equation*}
\sup _{\left(u_{n}\right) \in \mathcal{N}}\left\{\lim _{n \rightarrow \infty} \omega_{N-1} \int_{0}^{1}\left|u_{n}(r)\right|^{2^{*}+r^{\alpha}} r^{N-1} d r\right\} \leq \Sigma_{N} \tag{3.7}
\end{equation*}
$$

Proof. It is sufficient to prove the following:
Given $\varepsilon>0$ there exists $\eta>0$ and $n_{0} \in \mathbb{N}$ such that for any $n \geq n_{0}$ we have
(a) $\quad \omega_{N-1} \int_{0}^{\eta}\left|u_{n}(r)\right|^{2^{*}+r^{\alpha}} r^{N-1} d r \leq \Sigma_{N}+\varepsilon / 2$;
(b) $\quad \omega_{N-1} \int_{\eta}^{1}\left|u_{n}(r)\right|^{2^{*}+r^{\alpha}} r^{N-1} d r \leq \varepsilon / 2$.

We first prove that (a) holds; indeed

$$
\begin{align*}
& \text { 3.8) } \omega_{N-1} \int_{0}^{\eta}\left|u_{n}(r)\right|^{2^{*}+r^{\alpha}} r^{N-1} d r  \tag{3.8}\\
& =\omega_{N-1} \int_{0}^{\eta}\left|u_{n}(r)\right|^{2^{*}} \\
& \left(\left|u_{n}(r)\right|^{r^{\alpha}}-1\right) r^{N-1} d r+\omega_{N-1} \int_{0}^{\eta}\left|u_{n}(r)\right|^{2^{*}} r^{N-1} d r \\
& \leq \omega_{N-1} \int_{0}^{\eta}\left|u_{n}(r)\right|^{2^{*}}\left(\left|u_{n}(r)\right|^{r^{\alpha}}-1\right) r^{N-1} d r+\Sigma_{N} .
\end{align*}
$$

Using the Radial Lemma we can estimate

$$
\begin{aligned}
\int_{0}^{\eta}\left|u_{n}(r)\right|^{2^{*}} & \left(\left|u_{n}(r)\right|^{r^{\alpha}}-1\right) r^{N-1} d r \\
& \leq \int_{0}^{\eta}\left|u_{n}(r)\right|^{2^{*}}\left[\left(\frac{1}{r^{(N-2) / 2}}\right)^{r^{\alpha}}-1\right] r^{N-1} d r \\
& \leq \int_{0}^{\eta}\left|u_{n}(r)\right|^{2^{*}}\left[\exp \left(r^{\alpha} \log \left(\frac{1}{r^{(N-2) / 2}}\right)\right)-1\right] r^{N-1} d r \\
& \leq C \int_{0}^{\eta}\left|u_{n}(r)\right|^{2^{*}} r^{\alpha}\left|\log r^{(N-2) / 2}\right| r^{N-1} d r \\
& \leq C_{1} \eta^{\alpha}|\log \eta| \int_{0}^{1}\left|u_{n}(r)\right|^{2^{*}} r^{N-1} d r \\
& \leq C_{2} \eta^{\alpha}|\log \eta| \Sigma_{N} .
\end{aligned}
$$

Now taking $\eta=\eta(\varepsilon)>0$ sufficiently small such that $C_{2} \eta^{\alpha}|\log \eta| \Sigma_{N} \leq \varepsilon / 2$, we conclude that

$$
\begin{equation*}
\int_{0}^{\eta}\left|u_{n}(r)\right|^{2^{*}}\left(\left|u_{n}(r)\right|^{\alpha^{\alpha}}-1\right) r^{N-1} d r \leq \frac{\varepsilon}{2} . \tag{3.9}
\end{equation*}
$$

From (3.8) and (3.9) we obtain (a).
To prove (b) we proceed as follows: taking $t \in(\eta(\varepsilon), 1))$ we can write

$$
\begin{aligned}
\left|u_{n}(t)\right| & =\left|\int_{1}^{t} u_{n}^{\prime}(s) d s\right|=\left|\int_{1}^{t} u_{n}^{\prime}(s) s^{(N-1) / 2} \frac{1}{s^{(N-1) / 2}} d s\right| \\
& \leq\left.\left.\left|\int_{1}^{t}\right| u_{n}^{\prime}(s)\right|^{2} s^{N-1} d s\right|^{1 / 2}\left|\int_{1}^{t} \frac{1}{s^{N-1}} d s\right|^{1 / 2} \\
& \leq \sigma_{n}\left(t^{2-N}-1\right)^{1 / 2} \\
& \leq \sigma_{n} t^{\frac{2-N}{2}}
\end{aligned}
$$

where by assumption (iii)

$$
\sigma_{n}:=\left.\left.\left|\int_{\eta}^{1}\right| u_{n}^{\prime}(s)\right|^{2} s^{N-1} d s\right|^{1 / 2} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

Then we can estimate

$$
\begin{aligned}
\int_{\eta}^{1}\left|u_{n}(r)\right|^{2^{*}+r^{\alpha}} r^{N-1} d x & \leq \int_{\eta}^{1}\left(\sigma_{n} r^{\frac{2-N}{2}}\right)^{2^{*}+r^{\alpha}} r^{N-1} d x \\
& \leq \sigma_{n}^{2^{*}} \int_{\eta}^{1}\left(r^{\frac{2-N}{2}}\right)^{2^{*}+r^{\alpha}} r^{N-1} d x \\
& \leq \sigma_{n}^{2^{*}} \int_{\eta}^{1} r^{-1-\frac{N-2}{2} r^{\alpha}} d x \\
& \leq \sigma_{n}^{2^{*}} c(\eta) \leq \frac{\varepsilon}{2}
\end{aligned}
$$

if we choose $n$ sufficiently large.

## 4. Best constant is attained

We are now ready to prove that $\mathcal{U}_{N}$ is attained.
4.1. Proof of Theorem 1.4. Assume by contradiction that $\mathcal{U}_{N}$ is not attained. Let $\left(u_{n}\right)$ be a maximizing sequence. Since $\left(u_{n}\right)$ is bounded, there exists a weakly convergent subsequence $u_{n} \rightharpoonup w$, and hence by weak lower semicontinuity $\int_{B}|\nabla u|^{2} \leq 1$. We claim that $w=0$. If not, $\int_{B}|\nabla w|^{2}>0$.

By a Brezis-Lieb type argument we have (with $o(1) \rightarrow 0$ as $n \rightarrow \infty$ )

$$
\int_{B}\left|u_{n}(x)\right|^{2^{*}+r^{\alpha}} d x=\int_{B}\left|u_{n}(x)-w(x)\right|^{2^{*}+r^{\alpha}} d x+\int_{B}|w(x)|^{2^{*}+r^{\alpha}} d x+o(1)
$$

and

$$
1=\int_{B}\left|\nabla u_{n}(x)\right|^{2} d x=\int_{B}\left|\nabla\left(u_{n}(x)-w(x)\right)\right|^{2} d x+\int_{B}|\nabla w(x)|^{2} d x+o(1) .
$$

From the second identity follows that if $\int_{B}|\nabla w|^{2}=1$, then $u_{n} \rightarrow w$ strongly in $H_{0}^{1}(B)$ and hence $\mathcal{U}_{N}$ is attained by continuity, contradicting the assumption. Hence we can assume that $\int_{B}|\nabla w|^{2}<1$.

Then, setting $z_{n}=u_{n}-w$, we have from $\int_{B}\left|u_{n}\right|^{2^{*}+r^{\alpha}} \rightarrow \mathcal{U}_{N}$ and the above identities that

$$
\begin{aligned}
\mathcal{U}_{N} & =\int_{B}\left|z_{n}\right|^{2^{*}+r^{\alpha}} d x+\int_{B}|w|^{2^{*}+r^{\alpha}} d x+o(1) \\
& =\int_{B}\left(\frac{\left|z_{n}\right|}{\left\|\nabla z_{n}\right\|_{2}}\right)^{2^{*}+r^{\alpha}}\left\|\nabla z_{n}\right\|_{2}^{2^{*}+r^{\alpha}} d x+\int_{B}\left(\frac{|w|}{\|\nabla w\|_{2}}\right)^{2^{*}+r^{\alpha}}\|\nabla w\|^{2^{*}+r^{\alpha}} d x+o(1) \\
& \leq \mathcal{U}_{N}\left\|\nabla z_{n}\right\|_{2}^{2^{*}}+\mathcal{U}_{N}\|\nabla w\|_{2}^{2^{*}}+o(1) \\
& =\mathcal{U}_{N}\left(\left(1-\|\nabla w\|_{2}^{2}+o(1)\right)^{2^{*} / 2}+\left(\|\nabla w\|_{2}^{2}\right)^{2^{*} / 2}\right)+o(1) \\
& <\mathcal{U}_{N} .
\end{aligned}
$$

This contradiction shows that $w=0$, and hence $u_{n} \rightharpoonup 0$.
We now show that $\left(u_{n}\right)$ is a normalized concentrating sequence. For this, we need to show that

$$
\begin{equation*}
\int_{\delta}^{1}\left|u_{n}^{\prime}\right|^{2} r^{N-1} d r \rightarrow 0, \text { for any } \delta>0 \tag{4.1}
\end{equation*}
$$

Recall that

$$
H_{\mathrm{rad}}^{1}([\delta, 1]) \subset \subset L^{p}([\delta, 1]), \forall p \geq 1
$$

and hence

$$
\begin{equation*}
\int_{\delta}^{1}\left|u_{n}\right|^{2^{*}+r^{\alpha}} r^{N-1} d r \rightarrow 0 \tag{4.2}
\end{equation*}
$$

Since ( $u_{n}$ ) is a maximizing sequence, we have by Ekeland's principle that there exists a multiplier $\lambda_{n}$ such that

$$
\begin{equation*}
\lambda_{n} \int_{B} \nabla u_{n} \nabla \phi d x=\int_{B}\left(2^{*}+r^{\alpha}\right)\left|u_{n}\right|^{2^{*}-2+r^{\alpha}} u_{n} \phi d x+\langle o(1), \phi\rangle . \tag{4.3}
\end{equation*}
$$

Choosing $\phi=u_{n}$ we get

$$
\begin{aligned}
\lambda_{n} \int_{B}\left|\nabla u_{n}\right|^{2} d x & =\int_{B}\left(2^{*}+r^{\alpha}\right)\left|u_{n}\right|^{2^{*}+r^{\alpha}} d x+\left\langle o(1), u_{n}\right\rangle \\
& \geq 2^{*} \int_{B}\left|u_{n}\right|^{2^{*}+r^{\alpha}} d x \rightarrow 2^{*} \mathcal{U}_{N}
\end{aligned}
$$

and so we get $\liminf _{n \rightarrow \infty} \lambda_{n} \geq 2^{*} \mathcal{U}_{N}$.
Next, choose a smooth cut-off function

$$
\eta(r)= \begin{cases}0, & \text { if } r \leq \delta / 2  \tag{4.4}\\ 1, & \text { if } r \geq \delta\end{cases}
$$

and choose $\phi=\eta u_{n}$ in (4.3). Then we obtain by (4.2)

$$
\begin{aligned}
\int_{\delta / 2}^{1} u_{n}^{\prime}\left(\eta u_{n}\right)^{\prime} r^{N-1} d r & \\
& =\frac{1}{\lambda_{n}} \int_{\delta / 2}^{1}\left(2^{*}+r^{\alpha}\right)\left|u_{n}\right|^{2^{*}-2+r^{\alpha}} u_{n}\left(\eta u_{n}\right) r^{N-1} d r+\left\langle o(1), \eta u_{n}\right\rangle \rightarrow 0
\end{aligned}
$$

from which we get

$$
\begin{align*}
o(1) & =\int_{\delta / 2}^{1} u_{n}^{\prime}\left(\eta u_{n}\right)^{\prime} r^{N-1} d r \\
& =\int_{\delta / 2}^{1} \eta\left|u_{n}^{\prime}\right|^{2} r^{N-1} d r+\int_{\delta / 2}^{1} u_{n}^{\prime} u_{n} \eta^{\prime} r^{N-1} d r  \tag{4.5}\\
& \geq \int_{\delta}^{1}\left|u_{n}^{\prime}\right|^{2} r^{N-1} d r-\max \left|\eta^{\prime}\right|\left\|\nabla u_{n}\right\|_{2}\left\|u_{n}\right\|_{2} \\
& =\int_{\delta}^{1}\left|u_{n}^{\prime}\right|^{2} r^{N-1} d r+o(1),
\end{align*}
$$

where we used that $\left\|u_{n}\right\|_{2} \rightarrow 0$ by the compact embedding. This proves (4.1).

Thus, we have shown that if $\mathcal{U}_{N}$ is not attained, then the maximizing sequence is a concentrating sequence, along which the functional tends to $\Sigma_{N}<\mathcal{U}_{N}$. This contradiction proves that $\mathcal{U}_{N}$ is attained.

## 5. A SUPERCRITICAL EQUATION

5.1. Proof of Theorem 1.5. We now consider the following highly supercritical equation (1.7). Indeed, note that the nonlinearity has critical Sobolev growth only in one point, namely in the origin, and is (even strongly) supercritical in all other points.

$$
\left\{\begin{align*}
-\Delta u & =u^{2^{*}-1+r^{\alpha}} & & \text { in } B,  \tag{5.1}\\
u & >0 & & \text { in } B, \\
u & =0 & & \text { on } \partial B,
\end{align*}\right.
$$

To prove the existence of a solution, we employ variational methods. Consider the functional

$$
\begin{equation*}
I(u)=\frac{1}{2} \int_{B}|\nabla u|^{2} d x-\int_{B} \frac{1}{2^{*}+r^{\alpha}}|u|^{2^{*}+r^{\alpha}} d x: H_{0, \text { rad }}^{1}(B) \rightarrow \mathbb{R} . \tag{5.2}
\end{equation*}
$$

Note that due to Theorem 1.1 the functional $I(u)$ is well-defined and of class $C^{1}$.

It is standard to see that the functional has a mountain-pass structure in the origin, but of course, due to the supercritical growth, the functional does not satisfy the Palais-Smale condition. To overcome this problem, we follow the strategy of the classical Brezis-Nirenberg paper: we identify the
non-compactness level, and show that below this level there is compactness. Then, in a final step, we show that the minimax level of the functional lies indeed below the non-compactness level. We emphasize that this result does not require a perturbation with a lower order term: it is in fact the supercritical term which already guarantees this.

We proceed in three steps:

1) The level $\frac{1}{N} S_{N}^{\frac{N}{2}}$ is a noncompactness level for the functional $I(u)$.
2) The mountain-pass level $c$ of the functional $I(u)$ satisfies $c<\frac{1}{N} S_{N}^{\frac{N}{2}}$.
3) By 2) we obtain a weak solution $u$ at level $0<c<\frac{1}{N} S_{N}^{\frac{N}{2}}$. We show that then $u \neq 0$, which completes the proof.

In this section we denote again with

$$
\begin{aligned}
u_{\varepsilon}^{*}(r) & =C_{N} \frac{\varepsilon^{\frac{N-2}{2}}}{\left(\varepsilon^{2}+r^{2}\right)^{\frac{N-2}{2}}}, \quad \varepsilon>0 \\
C_{N} & :=(N(N-2))^{\frac{N-2}{2}}
\end{aligned}
$$

the standard Sobolev instantons, which satisfy the equation

$$
\begin{equation*}
-\Delta u=u^{2^{*}-1}, \text { on } \mathbb{R}^{N} \tag{5.3}
\end{equation*}
$$

and for which

$$
\int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}^{*}\right|^{2} d x=S_{N}^{N / 2} \text { and } \int_{\mathbb{R}^{N}}\left|u_{\varepsilon}^{*}\right|^{2^{*}} d x=S_{N}^{N / 2}
$$

1) Taking a suitable cut-off function $\eta$ and setting $u_{\varepsilon}=\eta u_{\varepsilon}^{*}$ one checks that $u_{\varepsilon} \in H_{0, \text { rad }}^{1}(B)$ is a Palais-Smale sequence, with

$$
I\left(u_{\varepsilon}\right)=\frac{1}{2} \int_{B}\left|\nabla u_{\varepsilon}\right|^{2} d x-\int_{B} \frac{1}{2^{*}+r^{\alpha}}\left|u_{\varepsilon}\right|^{2^{*}+r^{\alpha}} d x \rightarrow \frac{1}{N} S_{N}^{N / 2} .
$$

The sequence $u_{\varepsilon}$ is concentrating and converges weakly to 0 , and thus it does not contain a strongly convergent subsequence; hence we have proved 1).
2) It is clear that the functional $I$ has a Mountain-Pass structure. To prove that the moutain-pass level lies below the value $\frac{1}{N} S_{N}^{\frac{N}{2}}$, we choose $u_{\varepsilon}$ as in 1 ), and set

$$
c=\inf _{\gamma \in \Gamma} \max _{u \in \gamma} I(u)
$$

where

$$
\Gamma:=\left\{\gamma:[0, R] \rightarrow H_{0}^{1}(B) \text { continuous }, \gamma(0)=0, \gamma(R)=R u_{\varepsilon}\right\}
$$

with $R>0$ sufficiently large, so that $I\left(R u_{\varepsilon}\right) \leq 0$. Then the path $\gamma_{\varepsilon}(t)=$ $t u_{\varepsilon}, t \in[0, R]$, belongs to $\Gamma$, and

$$
\begin{equation*}
c \leq \max _{t \in[0, R]} I\left(t u_{\varepsilon}\right)=: I\left(t_{\varepsilon} u_{\varepsilon}\right) . \tag{5.4}
\end{equation*}
$$

We first estimate the value of $t_{\varepsilon}$, using similar estimates as in the proof of Proposition 3.3. Since $\left.\frac{d}{d t} I\left(t u_{\varepsilon}\right)\right|_{t=t_{\varepsilon}}=0$, we get

$$
\begin{equation*}
t_{\varepsilon} \int_{B}\left|\nabla u_{\varepsilon}(x)\right|^{2} d x=\int_{B} t_{\varepsilon}^{2^{*}+r^{\alpha}-1}\left|u_{\varepsilon}(x)\right|^{2^{*}+r^{\alpha}} d x . \tag{5.5}
\end{equation*}
$$

It is known (see [2]) that

$$
\int_{B}\left|\nabla u_{\varepsilon}(x)\right|^{2} d x=S_{N}^{\frac{N}{2}}+O\left(\varepsilon^{N-2}\right), \int_{B}\left|u_{\varepsilon}(x)\right|^{2^{*}} d x=S_{N}^{\frac{N}{2}}+O\left(\varepsilon^{N}\right) .
$$

Hence we get from (5.5)

$$
\begin{aligned}
S_{N}^{\frac{N}{2}}+O\left(\varepsilon^{N-2}\right) & =t_{\varepsilon}^{2^{*}-2} \int_{B}\left|u_{\varepsilon}(x)\right|^{2^{*}} d x+t_{\varepsilon}^{2^{*}-2} \int_{B}\left(t_{\varepsilon}^{r^{\alpha}}\left|u_{\varepsilon}(x)\right|^{2^{*}+r^{\alpha}}-\left|u_{\varepsilon}(x)\right|^{2^{*}}\right) d x \\
& =t_{\varepsilon}^{2^{*}-2}\left[S_{N}^{\frac{N}{2}}+O\left(\varepsilon^{N}\right)+\int_{B}\left|u_{\varepsilon}(x)\right|^{2^{*}}\left(\left(t_{\varepsilon}\left|u_{\varepsilon}(x)\right|\right)^{r^{\alpha}}-1\right) d x\right] \\
& =t_{\varepsilon}^{2^{*}-2}\left[S_{N}^{\frac{N}{2}}+O\left(\varepsilon^{N}\right)+A_{\varepsilon}\right]
\end{aligned}
$$

Estimate of $A_{\varepsilon}$ : let $\tilde{a}_{\varepsilon}$ such that $\left|t_{\varepsilon} u_{\varepsilon}\right| \leq 1$ for $r \geq \tilde{a}_{\varepsilon}$ (recall that by the mountain-pass structure one has $\delta \leq t_{\varepsilon} \leq R$ )

$$
\begin{aligned}
A_{\varepsilon} & =\int_{B}\left|u_{\varepsilon}(x)\right|^{2^{*}}\left(\left|t_{\varepsilon} u_{\varepsilon}(x)\right|^{\alpha^{\alpha}}-1\right) d x \\
& \leq \omega_{N-1} \int_{0}^{\tilde{a}_{\varepsilon}}\left|u_{\varepsilon}(r)\right|^{2^{*}}\left(\left|t_{\varepsilon} u_{\varepsilon}(r)\right|^{r^{\alpha}}-1\right) r^{N-1} d r \\
& =\omega_{N-1} \int_{0}^{\tilde{a}_{\varepsilon}}\left|u_{\varepsilon}(r)\right|^{2^{*}}\left(e^{r^{\alpha} \log \left|t_{\varepsilon} u_{\varepsilon}(r)\right|}-1\right) r^{N-1} d r \\
& \leq c \int_{0}^{\varepsilon}\left|u_{\varepsilon}(r)\right|^{2^{*}} r^{\alpha}|\log \varepsilon| r^{N-1} d r+c \int_{\varepsilon}^{\tilde{a}_{\varepsilon}}\left|u_{\varepsilon}(r)\right|^{2^{*}} r^{\alpha}|\log \varepsilon| r^{N-1} d r \\
& \leq c \int_{0}^{\varepsilon} \varepsilon^{-N} r^{\alpha}|\log \varepsilon| r^{N-1} d r+c \int_{\varepsilon}^{\tilde{a}_{\varepsilon}} \varepsilon^{N} r^{-2 N} r^{\alpha}|\log \varepsilon| r^{N-1} d r \\
& \leq c \varepsilon^{\alpha}|\log \varepsilon|+\left.c \varepsilon^{N}|\log \varepsilon|\left(-r^{-N+\alpha}\right)\right|_{\varepsilon} ^{\tilde{a}_{\varepsilon}} \\
& \leq c \varepsilon^{\alpha}|\log \varepsilon|
\end{aligned}
$$

and

$$
\begin{aligned}
A_{\varepsilon} & \geq \omega_{N-1} \int_{\tilde{a}_{\varepsilon}}^{1}\left|u_{\varepsilon}(r)\right|^{2^{*}}\left(\left|t_{\varepsilon} u_{\varepsilon}(r)\right|^{r^{\alpha}}-1\right) r^{N-1} d r \\
& \geq-\omega_{N-1} \int_{\tilde{a}_{\varepsilon}}^{1}\left|u_{\varepsilon}(r)\right|^{2^{*}} r^{N-1} d r \\
& \geq-c \int_{\tilde{a}_{\varepsilon}}^{1} \frac{\varepsilon^{N}}{r^{2 N}} r^{N-1} d r \\
& =\left.c \varepsilon^{N} r^{-N}\right|_{\tilde{a}_{\varepsilon}} ^{1} \\
& \geq-c \varepsilon^{N / 2} .
\end{aligned}
$$

Thus, we obtain

$$
S_{N}^{\frac{N}{2}}+O\left(\varepsilon^{N-2}\right)=t_{\varepsilon}^{2^{*}-2}\left[S^{\frac{N}{2}}+O\left(\varepsilon^{N}\right)+O\left(\varepsilon^{\alpha}|\log \varepsilon|\right)+O\left(\varepsilon^{\frac{N}{2}}\right)\right]
$$

from which we see that $t_{\varepsilon} \rightarrow 1$, and then we get

$$
1+O\left(\varepsilon^{N-2}\right)=\left(1+\left(2^{*}-2\right)\left(t_{\varepsilon}-1\right)\right)\left[1+O\left(\varepsilon^{\alpha}|\log \varepsilon|\right)+O\left(\varepsilon^{\frac{N}{2}}\right)\right]
$$

from which we finally obtain, assuming that $0<\alpha<\min \left\{N-2, \frac{N}{2}\right\}$

$$
\begin{aligned}
t_{\varepsilon}-1 & =O\left(\varepsilon^{N-2}\right)+O\left(\varepsilon^{\alpha}|\log \varepsilon|\right)+O\left(\varepsilon^{\frac{N}{2}}\right) \\
& =O\left(\varepsilon^{\alpha}|\log \varepsilon|\right)=: R_{\varepsilon} .
\end{aligned}
$$

We now return to the estimate of the level $c$, see (5.4): we have

$$
\begin{aligned}
I\left(t_{\varepsilon} u_{\varepsilon}\right)= & \frac{1}{2} \int_{B} t_{\varepsilon}^{2}\left|\nabla u_{\varepsilon}\right|^{2}-\int_{B} \frac{t_{\varepsilon}^{2^{*}+r^{\alpha}}}{2^{*}+r^{\alpha}}\left|u_{\varepsilon}\right|^{2^{*}+r^{\alpha}} \\
= & \frac{1}{2}\left(1+R_{\varepsilon}\right)^{2}\left(S_{N}^{\frac{N}{2}}+O\left(\varepsilon^{N-2}\right)\right)-\int_{B} \frac{\left(1+R_{\varepsilon}\right)^{2^{*}+r^{\alpha}}}{2^{*}+r^{\alpha}}\left|u_{\varepsilon}\right|^{2^{*}+r^{\alpha}} \\
= & \frac{1}{2} S_{N}^{\frac{N}{2}}+R_{\varepsilon} S_{N}^{\frac{N}{2}}+c R_{\varepsilon}^{2}+O\left(\varepsilon^{N-2}\right)-\int_{B} \frac{\left(1+R_{\varepsilon}\right)^{2^{*}+r^{\alpha}}}{2^{*}+r^{\alpha}}\left|u_{\varepsilon}\right|^{2^{*}} \\
& -\int_{B} \frac{\left(1+R_{\varepsilon} 2^{2^{*}+r^{\alpha}}\right.}{2^{*}+r^{\alpha}}\left(\left|u_{\varepsilon}\right|^{2^{*}+r^{\alpha}}-\left|u_{\varepsilon}\right|^{2^{*}}\right) \\
\leq & \frac{1}{2} S_{N}^{\frac{N}{2}}+R_{\varepsilon} S_{N}^{\frac{N}{2}}+c R_{\varepsilon}^{2}+O\left(\varepsilon^{N-2}\right)-\int_{B} \frac{1+\left(2^{*}+r^{\alpha}\right) R_{\varepsilon}+c R_{\varepsilon}^{2}}{2^{*}+r^{\alpha}}\left|u_{\varepsilon}\right|^{2^{*}} \\
& \quad d \int_{B}\left(\left|u_{\varepsilon}\right|^{2^{*}+r^{\alpha}}-\left|u_{\varepsilon}\right|^{2^{*}}\right) \\
\leq & \frac{1}{2} S_{N}^{\frac{N}{2}}+R_{\varepsilon} S_{N}^{\frac{N}{2}}+c R_{\varepsilon}^{2}+O\left(\varepsilon^{N-2}\right)-\int_{B} \frac{1}{2^{*}+r^{\alpha}}\left|u_{\varepsilon}\right|^{2^{*}}-R_{\varepsilon} S_{N}^{\frac{N}{2}} \\
& +O\left(R_{\varepsilon} \varepsilon^{N}\right)+O\left(R_{\varepsilon}^{2}\right)-d \int_{B}\left(\left|u_{\varepsilon}\right|^{2^{*}+r^{\alpha}}-\left|u_{\varepsilon}\right|^{2^{*}}\right) \\
= & \frac{1}{2} S_{N}^{\frac{N}{2}}+O\left(R_{\varepsilon}^{2}\right)+O\left(\varepsilon^{N-2}\right)-\frac{1}{2^{*}} S_{N}^{\frac{N}{2}}+O\left(\varepsilon^{N}\right)+\int_{B}\left(\frac{1}{2^{*}}-\frac{1}{2^{*}+r^{\alpha}}\right)\left|u_{\varepsilon}\right|^{2^{*}} \\
& \quad-d \int_{B}\left(\left|u_{\varepsilon}\right|^{2^{*}+r^{\alpha}}-\left|u_{\varepsilon}\right|^{2^{*}}\right) \\
= & \frac{1}{N} S_{N}^{\frac{N}{2}}+O\left(R_{\varepsilon}^{2}\right)+O\left(\varepsilon^{N-2}\right)+c \varepsilon^{\alpha}-c \varepsilon^{\alpha}|\log \varepsilon| \\
< & \frac{1}{N} S_{N}^{\frac{N}{2}}, \quad \text { for } \varepsilon>0 \text { sufficiently small }
\end{aligned}
$$

where we have used that

$$
\begin{aligned}
\int_{B} & \left(\frac{1}{2^{*}}-\frac{1}{2^{*}+r^{\alpha}}\right)\left|u_{\varepsilon}\right|^{2^{*}} d x \leq c \int_{B} r^{\alpha}\left|u_{\varepsilon}\right|^{2^{*}} r^{N-1} d r \\
& \leq c \int_{0}^{\varepsilon} r^{\alpha} \varepsilon^{-N} r^{N-1} d r+c \int_{\varepsilon}^{1} r^{\alpha} \frac{\varepsilon^{N}}{r^{2 N}} r^{N-1} d r \\
& \leq c \varepsilon^{\alpha}+c\left(\varepsilon^{\alpha}-\varepsilon^{N}\right)=c \varepsilon^{\alpha}
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{B} & \left(\left|u_{\varepsilon}(x)\right|^{2^{*}+r^{\alpha}}-\left|u_{\varepsilon}(x)\right|^{2^{*}}\right) d r=\int_{B}\left|u_{\varepsilon}(x)\right|^{2^{*}}\left(\left|u_{\varepsilon}(x)\right|^{r^{\alpha}}-1\right) d r \\
& \geq \int_{0}^{\varepsilon}\left|u_{\varepsilon}(r)\right|^{2^{*}}\left(\left|u_{\varepsilon}(r)\right|^{r^{\alpha}}-1\right) r^{N-1} d r-\int_{a_{\varepsilon}}^{1}\left|u_{\varepsilon}(r)\right|^{2^{*}}\left(1-\left|u_{\varepsilon}(r)\right|^{r^{\alpha}}\right) r^{N-1} d r \\
& \geq \int_{0}^{\varepsilon} \varepsilon^{-N} r^{\alpha}|\log \varepsilon| r^{N-1} d r-\left.\int_{a_{\varepsilon}}^{1}\left|u_{\varepsilon}\right|\right|^{2^{*}} r^{N-1} d r \\
& \geq \varepsilon^{\alpha}|\log \varepsilon|-\varepsilon^{N} \int_{a_{\varepsilon}}^{1} r^{-2 N} r^{N-1} d r \\
& \geq \varepsilon^{\alpha}|\log \varepsilon|-\varepsilon^{N}\left(\varepsilon^{-N / 2}-1\right) \\
& \geq \varepsilon^{\alpha}|\log \varepsilon| .
\end{aligned}
$$

3) By 2) we obtain a $(P S)_{c}$ sequence $\left(u_{n}\right)$ with

$$
I\left(u_{n}\right) \rightarrow c<\frac{1}{N} S_{N}^{\frac{N}{2}}
$$

and

$$
\begin{equation*}
I^{\prime}\left(u_{n}\right)[\varphi]=\omega_{N-1} \int_{0}^{1} u_{n}^{\prime} \varphi^{\prime} r^{N-1} d r-\omega_{N-1} \int_{0}^{1}\left|u_{n}\right|^{2^{*}-1+r^{\alpha}} \varphi r^{N-1} d r \rightarrow 0 \tag{5.6}
\end{equation*}
$$

It is standard to show that $\left\{u_{n}\right\} \subset H_{0}^{1}(\Omega)$ is bounded, and hence there is a weakly convergent subsequence

$$
u_{n} \rightharpoonup u, n \rightarrow \infty
$$

which solves weakly equation (5.3). If $u \neq 0$ we are done. Hence we assume that $u=0$, and show that this is impossible.

As in (4.2) we have

$$
\begin{equation*}
\int_{\delta}^{1}\left|u_{n}(r)\right|^{2^{*}+r^{\alpha}} r^{N-1} d r \rightarrow 0, \text { for } \delta>0 \text { fixed. } \tag{5.7}
\end{equation*}
$$

Taking $\eta$ as in (4.4) and choosing $\varphi=\eta u_{n}$ in (5.6) we obtain

$$
\int_{\delta / 2}^{1} u_{n}^{\prime}\left(\eta u_{n}\right)^{\prime} r^{N-1} d r=\int_{\delta / 2}^{1}\left|u_{n}\right|^{2^{*}-2+r^{\alpha}}\left(\eta u_{n}\right) r^{N-1} d r+\left\langle o(1), \eta u_{n}\right\rangle \rightarrow 0
$$

from which we get as in (4.5) that

$$
\int_{\delta}^{1}\left|u_{n}^{\prime}(r)\right|^{2} r^{N-1} d r \rightarrow 0, \text { for any } \delta>0
$$

Next, we show that

$$
I\left(u_{n}\right)=I_{0}\left(u_{n}\right)+o(1)
$$

where

$$
I_{0}(w)=\frac{1}{2} \int_{B}|\nabla w(x)|^{2} d x-\frac{1}{2^{*}} \int_{B}|w(x)|^{2^{*}} d x
$$

Indeed, we have

$$
\begin{aligned}
& \int_{0}^{1}\left|u_{n}\right|^{2^{*}+r^{\alpha}} r^{N-1} d r=\int_{0}^{1}\left|u_{n}\right|^{2^{*}} r^{N-1} d r+\int_{0}^{1}\left(\left|u_{n}\right|^{2^{*}+r^{\alpha}} d x-\left|u_{n}\right|^{2^{*}}\right) r^{N-1} d r \\
& =\int_{0}^{1}\left|u_{n}\right|^{2^{*}} r^{N-1} d r+\int_{0}^{\eta}\left|u_{n}\right|^{2^{*}}\left(\left|u_{n}\right|^{r^{\alpha}}-1\right) r^{N-1} d r+\int_{\eta}^{1}\left|u_{n}\right|^{2^{*}}\left(\left|u_{n}\right|^{r^{\alpha}}-1\right) r^{N-1} d r \\
& \leq \int_{0}^{1}\left|u_{n}\right|^{2^{*}} r^{N-1} d r+\frac{\varepsilon}{2}+\int_{\eta}^{1}\left|u_{n}\right|^{2^{*}}\left|u_{n}\right|^{r^{\alpha}} r^{N-1} d r \\
& \leq \int_{0}^{1}\left|u_{n}\right|^{2^{*}} r^{N-1} d r+\varepsilon
\end{aligned}
$$

by (3.9) and (4.2).
Similarly, one shows that

$$
I^{\prime}\left(u_{n}\right)[\varphi]=I_{0}^{\prime}\left(u_{n}\right)[\varphi]+o(1)
$$

Hence, we obtain that $\left(u_{n}\right)$ is a $(P S)_{c}$ sequence also for the functinal $I_{0}$. However, it is known that for $I_{0}$ the Palais-Smale condition holds for $0<c<$ $\frac{1}{N} S_{N}^{\frac{N}{2}}$, and hence, for a subsequence, we have that $u_{n} \rightarrow u=0$ strongly in $H_{0}^{1}(\Omega)$. But this implies that $I\left(u_{n}\right) \rightarrow 0$, in contradiction to $I\left(u_{n}\right) \rightarrow c>0$.
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