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Abstract Motivated by conforming finite element methods for elliptic problems of
second order, we analyze the approximation of the gradient of a target function by
continuous piecewise polynomial functions over a simplicial mesh. The main result is
that the global best approximation error is equivalent to an appropriate sum in terms
of the local best approximation errors on elements. Thus, requiring continuity does
not downgrade local approximation capability and discontinuous piecewise polyno-
mials essentially do not offer additional approximation power, even for a fixed mesh.
This result implies error bounds in terms of piecewise regularity over the whole ad-
missible smoothness range. Moreover, it allows for simple local error functionals in
adaptive tree approximation of gradients.
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1 Introduction

Finite element methods are one of the most successful tools for the numerical solution
of partial differential equations. In their simplest form they are Galerkin methods
where the discrete space is given by elements that are appropriately coupled. This
piecewise structure allows constructing bases that are, on the one hand, relatively
easy to implement and, on the other hand, are locally supported. The latter leads
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to linear systems with sparse matrices, which can be stored and often solved with
optimal linear complexity.

This article concerns the approximation properties of continuous piecewise poly-
nomial functions over a simplicial mesh, which build a prototype finite element space.
It analyzes the interplay of global and local best errors when approximating the gra-
dient of a target function.

Continuous piecewise polynomial functions arise when solving elliptic boundary
value problems of second order with Lagrange elements (see §2 for a definition). To
be more specific, if the associated bilinear form is H& (£)-coercive, a typical choice
is

S = {v:§—>R|VK€///v‘K€@g(K),vGCO(ﬁ),v‘a_Q:O}, (1)

where . is a conforming simplicial mesh of a domain Q and 97;(K) denotes the
set of polynomials with degree < ¢ over an element K € .#. Requiring continuity
and incorporating the boundary condition in (1) ensure S C H& (€2) and thus the con-
formity of finite element method. Céa’s lemma therefore implies that the error of the
Galerkin solution in S is dictated by the best global approximation error for the exact
solution u € H} ():

E(u) :=E(u,S) :=inf{ [V(u—v)||o | v€ S},

where ||-||  stands for the norm of L?(€2). In view of the piecewise structure of space
S, the approximation of u on each element K € . is limited by the local shape
functions Z(K). This suggests introducing the local best approximation errors

ex(u) :==inf{|[V(u—p)|x | p € Z2«(K)}, VK € A .

The question arises how the global and local best errors are related and how their
relationship is affected by requiring conformity.

In the described context the main result Theorem 2 reads as follows. For any
conforming mesh, the global best error is equivalent to the appropriately collected
local best errors. More precisely, there holds

1 1

( ) eK(u)2> < E(u) <C< Y eK(u)2> , 2)

Ke# Ke#

where C can be bounded in terms of the shape regularity of .# . The first inequality in
(2) is straight-forward and just a quantitative version of the motivation that suggests
introducing the local best errors. The second inequality, which is not obvious and
the proper concern of this paper, means that the above requirements for conformity
essentially do not downgrade the approximation capability given by the local discrete
spaces. It thus confirms in particular the coupling via continuity of the elements.
Adopting the broken H'-seminorm as error notion, there is a second interpretation of
(2): discontinuous and continuous piecewise polynomial functions have essentially
the same approximation power. We also derive variants of (2) addressing the coupling
of partial derivatives of the approximants and mesh conformity; see Theorem 3 and
Theorem 6, respectively.
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The second inequality in (2) is proved in §3 by means of suitable local error
bounds for a continuous interpolant. As interpolant, one can use a variant of the
Scott-Zhang interpolant [25] or averages like in S. Brenner [11] of local best approx-
imations. The key ingredients for these local error bounds are the Trace and Poincaré
inequalities.

Equivalence (2) reduces the quantification of the global best error to the quantifi-
cation of decoupled, local best approximation errors. We illustrate the usefulness of
this aspect with two applications in §4.

First, the second inequality in (2) may be used in the a priori analysis of finite
element solutions. For example, inserting the Bramble-Hilbert lemma in the right-
hand side of (2), one readily obtains the upper bound

1

2 2
L o)

Ken

E(u)SC(

where hg denotes the diameter of an element K € ./ . Notice that the right-hand side
involves only piecewise regularity and so vanishes whenever u € S. This is also true
for Lagrange interpolation error estimates, but not for the available error bounds [15,
25] for interpolation of non-smooth functions. Here it is obtained without invoking
the embedding H*!  C° and so also under weaker regularity assumptions on the
target function u.

Second, (2) can be applied in constructive nonlinear approximation. When using
the squared local best errors eg(u)? as local error functionals in the adaptive tree
approximation of P. Binev and R. DeVore [6], then equivalence (2) ensures that the
approximations, which are constructed with linear complexity, are near best with
respect to the H'-seminorm.

2 Continuous piecewise polynomial functions and gradients

In this section we define the approximants, fix associated notation, and review their
relationship with gradients. We also provide a basis for them and, to prepare interpo-
lation, link the coefficients of that basis to the space of target functions.

Let Q be a non-empty open set of RY, d € N. We do not assume that £ is on
one side of its boundary dQ. As usual, L?>(£) denotes the Hilbert space of real-
valued functions on € that are measurable and square-integrable with respect to the
Lebesgue measure of R? and H' (Q) is the Hilbert space of all functions that, together
with their distributional gradients, are in L?(Q).

Given k € N with £k < d, a set K is a k-simplex in R4 if it is the convex hull
of k+ 1 points ag,...,a, € R? that do not lie on a plane of dimension k — 1. The
set of extreme points of a convex set C is denoted by VertC. For example, there
holds VertK = {aq,...,a;} in the definition of k-simplex. A m-simplex F with m €
{1,...,k} is a m-face of K if Vert F C VertK. By convention, a vertex is a O-face. As
usual, ik denotes the diameter of K, while px stands for the diameter of the largest
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ball in K. The boundary of any d-simplex K in R? can be represented locally by a
Lipschitz function. Hence, the trace operator

()jox : H'(K) = L*(9K) 4)

is well-defined. Hereafter L?(9K) stands for the Hilbert space of all real-valued func-
tions on dK that are measurable and square-integrable with respect to the (d — 1)-
dimensional Hausdorff measure.

Assume that ./ is a conforming simplicial mesh of €2 in the following sense: .#
is a finite sequence of d-simplices in R¢ and such that

2= J Kk, VK,K' € # Vert(KNK') C VertK N VertK’, (5a)
Ke#
Q= |J F (5b)

FE?BQ

where .%, is a suitable subset of .%,;_1 (), the set of all (d — 1)-dimensional faces
of . . In §3 below we make an additional assumption on the mesh .Z .

The second condition in (5a) has two implications. First, it ensures that .Z is a
non-overlapping covering in that there holds

[Q|= ) IK|

Ken

for the Lebesgue measure |-| in R?. Second, it entails that .# is conforming or face-
to-face, i.e. for any two ‘elements’ K,K' € .#, the intersection K N K’ is a k-face of
both d-simplices K and K’ for some k € {0,...,d}.

Assumption (5b) allows for domains like the slit domain {x = (x1,x) € R? |
max{|x1],|x2|} < 1,x2 # 0 or x; < 0}. For the latter example, the usual definition of
the trace operator H'(Q) — L?(dQ) does not apply as the boundary is not locally
a graph of a function. Nevertheless, exploiting (4) and (5b), we can define that a
function v € H'!(Q) equals a function g € L*(9Q) on the boundary by

Voa =8 <= VKEMvjyonok = 8aenik-

As mentioned in the introduction §1, the space
SeU (M) :={V:Q = R|VK €M Vg€ 2(K), V €CQ), Vjgq =0}
with £ € N may be used when approximating functions in

Hy(Q):={veL*(RQ)|VveL*(Q), vjpo =0}. (6)

The first property in the definition of Sg’o(,//l ) determines the basic nature of the
approximants: their piecewise structure and that each one can be identified with a
finite number of parameters. The role of the other two properties, which constrain
this basic nature, is clarified by the following proposition in terms of the space

SCN ) :={V:Q > RI|VK € M Vg € Z(K)}
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of all functions that are piecewise polynomial over .# and the space
SO():={v s () |V eC'(Q)}
of all functions that are in addition continuous.

Proposition 1 (Characterization of H'- and H_}-conformity) A piecewise polyno-
mial function V € S~V () is in H'(Q) if and only if it is continuous in Q. More-
over; a continuous piecewise polynomial function V € S0 (.#) is in H}(Q) if and
only if Viya =0.

Proof The first equivalence is a consequence of [10, Chapter II, Theorem 5.1], while
then the second one immediately follows from definition (6). a

The requirements V € C° (2) and Viaa = 0 are therefore sufficient and necessary
for conformity of the approximants. Clearly, the first requirement V € C%(Q) is inde-

pendent from the considered boundary condition vy = 0; see also Corollaries 1 and
2 below.

Next, we recall the Lagrange basis of S“°(.#), ¢ € N. The principal Lagrange
lattice of order ¢ of a k-simplex K = Conv{ay, ...,a;} in R is given by

| &
Ly(K) := {EZa,-a,- | o= (ap,...,04) € N |t :E},
i=0

where |o| := Y4, o; denotes the length of the multi-index ¢. Fixed a d-simplex K,
these lattices have the following property: if F is a k-face of K, then

Ly(K)NF = Ly(F). )

In order to exploit the affine equivalence of simplices and corresponding lattices, we
fix Ky = Conv{0,ey,...,es} as d-dimensional reference simplex and associate nodes
of a given element K = Conv{ay,...,as} € .4 to the ones of K; in the following
unique manner. Given z € L(K), write z = Y% ) A;a; as a convex combination of the
vertices of K, rearrange the coefficients in decreasing order such that lg > > l;
and set

M-

Z:= l,-*e,- S L[(Kd). ®)

i=1

Although the rearrangement may be not unique, Z is well-defined and does not depend
on the enumeration of the vertices of K. Moreover, if we identify R* with R¥ x {0} x
.- x {0} C R, the reference node Z does not depend on the vertices with non-zero
coefficients in the representation of z, i.e. it does not matter if z is viewed as a node
of the simplex K or, if possible, of some of its k-faces.

Lemma 1 (Lagrange basis) Setting

L) = |J Le(K),
Ke#



6 Andreas Veeser

there are functions { @} ,cp, (.4 such that
@, c SO() and  NyeLi(A) P,(y)=0y.

These functions are the Lagrange basis of SZ’O(/// ) and satisfy in particular:
(i) AnyV € S"O(#) has the representation

v="Y V@

z€Ly( M)
(ii) Each function @, is locally supported:

supp®, ={x€ Q| P, #0} =, := U K.
Ke#:K>z

(iii) It holds
1 A
||¢z\|o,2;1( = M|K|2 H¢2H0,2;Kd

where |K| is the d-dimensional Lebesgue measure of K, the reference node 2 is
given by (8) and ®; € P(Ky) is the polynomial that is 1 at £ and vanishes at
the other Lagrange nodes of K.

Proof The proofs of the existence of the Lagrange basis, of (i) and (ii) can be found
in, e.g., [10] or [13]. In view of Proposition 1, it is worth recalling that the requirement
P (y) = Oy, for all y € Ly(.#) entails the continuity of ¢, by an interplay of (7), the
implication

VRQG@[(K) PlL[(K):Q‘L[(K) — P:QOHK

for any simplex K of dimension k € {0,...,d} and the conformity in (5a) of the mesh
M . To show (iii), recall |K;| = 1/d! and apply the transformation rule with an affine
mapping A : RY — R? such that A(K;) = K and A(2) = z. O

It is useful to extend the so-called global nodal variables
SO )5V V() eR 9)

to functions in H'(£2). To this end, we invoke the construction of L. R. Scott and S.
Zhang [25], which exploits the trace theorem (4) and involves the polynomials

v e 2)(F) and Vye€ L(F) /qbylyf =34, (10)
F

where F € %y () and F,_1 () denotes the set of all (d — 1)-dimensional faces
of A .

Lemma 2 (H'-extension of nodal variables) Let z € Ly(.#) and F € %4 (M) be
such that z € F. Then the functional

N (v) ::/Fle;F7 v € L*(F),

has the following properties:
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(i) If an element K € # contains F and v € H'(K), then N, r(v) is defined. Fur-
thermore, if v € Zy(K), then N, r(v) = v(z).
(ii) If v € HL(Q), then N, p(v) = 0 whenever F C 0Q.
(iii) It holds
Ner ()] < ——— |F|}
FV)N S —F——rr
: d—1)!
where |F| is the (d — 1)-dimensional Hausdorff measure of F, the reference
node % € Ky is given by the counterpart of (8) and ¥ is the L? (Kg—1)-dual
basis function corresponding to Ps.

A

¥

0,2:K;_; HV”O,Z;F’

Proof Ttem (i) readily follows from the trace theorem (4) and from the following fact:
the orthogonality condition in (10) extends to

Wy € Ly(.) /F o, 9" = 5.,

because it holds @y = 0 for every y € Ly(.#) \ L¢(F). Item (ii) is immediate since
we have v = 0 in such cases. In order to show the remaining item (iii), we take a
bi-affine transformation A : K;_; — F with AZ = z. Applying the transformation rule
to the right-hand side of the identity in (10), we obtain the relationship

pr — ﬁ FI - oA,

Then, a second, direct application of the transformation rule yields

1 _1ya
- [FI 72 ([,

[ o = i

and the claimed bound follows from the Cauchy-Schwarz inequality. O

3 Conformity and approximation error

Proposition 1 determines conditions that characterize when piecewise polynomial
functions are conforming. The main goal of this section is to analyze the impact of
these conditions on the error when approximating the gradient of a function.

3.1 Global and local best errors

We first provide a notion that measures the possible downgrading resulting from con-
formity. In order to take into account boundary conditions, we consider the following
setting for the space X of target functions and the approximants S(.#) over a mesh
. Assume that X and S(.#) are, respectively, closed affine subspaces of H'(Q)
and S“0(.#) with £ > 1 and that the H'-seminorm

1
g 2
el = 9wl =, 199F) an
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is definite on X — S(.#). The setting X = H} (Q) and S(.#) = Sé"o(,///) in the intro-
duction §1 is an example.
The best (possible) error of approximating v € X is then given by

E(v,#):=E(v,S(A)) = VeiSIEE//)|v_V|Q (12)

and E(v,.#) = 0 implies v € S(.#). Thanks to, e.g., the Projection Theorem in
Hilbert spaces, there exists a unique best approximation V , such that

v=Valo=EW.A).

If S(.#) is a linear space, this is equivalent to
YW € S(.4) / YV, VW :/ Vo VW.
Q Q

and V_ 4 is called the Ritz projection of v onto S(.#).
Similarly, on each single element K € ., the best error is given by

(v K) = e(v 2(K)) = inf v =Pl

which depends only on the local gradient (Vv)‘ x of the target function and the shape
functions associated with K. Applying the Projection Theorem in the Hilbert space
H'(K)/R, we see that here best approximations also exist but are only unique up to
a constant. Let Px be the best approximation that has the same mean value on K as
the target function v. In other words, Px is characterized by

Py € Z¢(K), /PK:/V and |v—Pxlg =e(n,K), (13)
K K
the latter being equivalent to
V0 € Zy(K) /VPK~VQ:/VV~VQ. (14)
K K

Since the local best errors cannot be overtaken by any global approximation, one
may expect that an appropriate ‘sum’ of them provides a lower bound for correspond-
ing global best errors. In fact, if S’ is any subspace of S~ (M), one readily verifies

[ Z e(v,K)?
Ke.n

interpreting the right-hand side in a broken manner if necessary. Notice that there
holds equality for &' = S“~!(.#), while for 8’ = S(.#) C S"°(.#) the question
arises if the requirement of continuity entails some downgrading of the approxima-
tion quality: the local approximants Pg, K € .#, on the left-hand side are decoupled,
while their counterparts V.z|x, K € ., on the right-hand side are coupled and so
constrained.

1

2

<EvS), (15)
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In order to measure the possible downgrading, consider the inequality opposite to
(15) and denote by d(.#) the smallest constant C such that

1

weX E(S()) gcl Y e(vk)? 2 (16)

Ken

is valid; if there is no such constant C, set 8 (.# ) = oo. We refer to 8 (.#) as the decou-
pling coefficient of S(.#). If the decoupling coefficient is big, or even oo, requiring
continuity entails that the local approximation potential is not well exploited, at least
for some target functions. If it is moderate, or even 1, dispensing with continuity does
not improve the approximation quality substantially.

It is instructive to consider, for a moment, (16) with X = L?>() and to replace
the H'-seminorm by the L>-norm. Then a function from S“~!(.#)\ S/°(.#) is an
admissible target function and we immediately obtain that there holds &(.#) = oo in
this case.

The following lemma introduces the key property of the H'!-seminorm that en-
sures a finite decoupling coefficient.

Lemma 3 (Trace and error norm) Let F be a (d — 1)-face of a d-simplex K. For
any w € H'(K) with [, w = 0, there holds

1
he [FI\? 4
W||0,2;F§CTr< |I(\ hIZ(HVWHO,Z;K?

where Cry := /Cp(Cp +2/d) and Cp denotes the optimal Poincaré constant for all
d-simplices. The ratio between the parentheses is bounded in terms of the shape co-

efficient hg / px of K.

The classical result of L. E. Payne and H. F. Weinberger [23], see also M. Beben-
dorf [3], ensures Cp < 1/7. In the case d = 2, R. S. Laugesen and B. A. Siudeja [21]
show Cp = 1/j17] where ji 1 ~ 3.8317 denotes the first positive root of the Bessel
function J;.

Proof Corollary 4.5 and Remark 4.6 of [27] imply the trace inequality

1 2hk

2
I Wllo2.x + 707 Wllo2x IVWllo 2k -

2
HW||0,2;F S d|K‘

1
|F|
We thus obtain the claimed inequality for w by inserting the Poincaré inequality

”WHO,Z;K < Crhk ||VW||0,2;K»

which applies thanks to [ w = 0.
In order to bound the quotient between the parentheses, observe that Cavallieri’s
principle yields |K| = (hf |F|)/d, where hf denotes the height of K over F. Hence,

we obtain e |F N N
x| |—d K K

K| hg ~ Pk
with the help of the inequality px < hl% a
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The significance of Lemma 3 lies in the following observations. If the intersection F
of two elements K, K, € ./ is a common (d — 1)-face, then the condition V € C°(Q)
requires that the traces Vyk, and V|gk, coincide on F. The local best approximations
Py, and Pk, from (13) are close to this property in that, thanks to Lemma 3, their
properly measured difference is bounded in terms of the local best errors:

_1 _1 _1
th HPK1 *PKz”og;F < th HPK1 *V”o’z;F +th HV*PIQHO,Q;F

< Cle(v,K1) +e(v,K2)],

where hp := diam F and C depends on d and on the shape coefficients of K| and K5.
Consequently, the trace V|r can be defined by Pk, , P, or a mixture of both without
substantially downgrading the approximation capability of the shape functions of the
two elements K| and K. The same remark applies to near best approximations in
place of P, and P, .

Similarly, Lemma 3 implies that, thanks to vj9 = 0, properly measured traces on
dQ of local best approximations are bounded again in terms of local best errors or, in
other words, almost vanish. Consequently, enforcing vanishing boundary values will
not downgrade the approximation capability.

3.2 Interpolation

In order to show that the decoupling coefficient §(.#) is finite, we define
m:H'(Q)— s ()

with the goal that it satisfies

vEX = IIveS(H) (17)
and
%
[v—IIv|, <C Z e(v,K)? (18)
Kea

for some constant C, independent of v. Notice that the latter property requires that IT
is a projection whenever S(.#) C X and stable with respect to (11).

Using the Lagrange basis of $%°(.#) from Lemma 1, we can write

Mv=Y ILvo. (19a)
z€Ly(A)

and defining IT amounts to choosing suitable linear functionals IT, € H~'(Q), z €
Ly(A ), for the nodal values. For this purpose, it is convenient to introduce the fol-
lowing notion. A node z € Ly(.#) is called unconstrained in S(.#) if and only if
supp @, is contained in one element of .# and there holds span ®, C S(.#). Ex-
tending functions on elements by zero, this is equivalent to requiring that there holds
span ®; g C () for any element K € .. If span P, ¢ S(.4), then z is called
constrained and we write z € %
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Fix an arbitrary node z € Ly(.#). If z ¢ €, then IT,v affects only the local error
|[v —IIv| on that element. In this case, set

Iy := Pk (z2), (19b)

where Py is the local best approximation given by (13).

Whereas, if z € €, then I1,v has to deviate from (19b) for at least one other ele-
ment or has to assume a prescribed value. In order to meet both issues, we employ
the functionals from Lemma 2. To this end, fix some face F; € %#,_(.#) containing
z; this choice may be subject to further conditions for certain examples of S(.#). We
then set

ILv =N, (v). (19¢)

We illustrate this definition in the setting of the introduction §1 where X = H{ (Q2)
and (A ) = Sé’o((/l ). Here there holds

¢ =L(A#A)NE with £:= |J F
Feyd,l(b%)

and, if z € €, we additionally require that F, C dQ whenever z € dQ lies on the
boundary. This readily ensures (17) thanks to Lemma 2 (ii). In Remark 1 below we
further discuss the construction of Il, comparing it with existing interpolation oper-
ators and indicating alternatives. In particular, we shall see that, irrespective of the
choice of F,, the definition (19¢) is ‘near to the best (19b)’ in a suitable sense.

Notice that, on the one hand, the face in (19c¢) is linked to an arbitrary element of
supp @, only through the node z and, on the other hand, traces of H'-functions are
well-defined only on at least (d — 1)-dimensional faces. The following property of the
mesh therefore appears to be essential for local near best approximation properties of
II. A star

(DZ:U{KGJ//:KBZ}, z€Ly(A),

is called (d — 1)-face-connected if for any element K and (d — 1)-face F containing z
there exists a sequence (K;)”_, such that

— any K;, i =0,...,n, is an element of the star,
— any intersection K; N K;y1,i=0,...,n—1,is a (d — 1)-face of the star,
— Kp contains F; and K,, = K.

A star @, is (d — 1)-face-connected if the open set @, N €2 is connected. Consequently,
stars of interior nodes z € Q are (d — 1)-face-connected, as well as stars of boundary
nodes z € dQ where the boundary is a Lipschitz graph in a sufficiently large neigh-
borhood of z. If 2 N, is disconnected, the star may or may not be (d — 1)-face-
connected. Figure 1 illustrates this with two planar stars for which 2 N @, consists
of two connected components. The left one, which may arise for the slit domain, is
edge-connected, while the right one is not. The edge-connectedness of the left one is
a consequence of the following observation: a star for which £ N @, consists of two
connected components is (d — 1)-face-connected if the intersection of their closures
in RY contains a (d — 1)-face which in turn contains z. It is worth noting that, if a star
is not (d — 1)-face-connected and £ N @, consists of two connected components, the
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Fig. 1 Edge-connectedness: Planar stars (gray areas) at the boundary (thick lines). The left one is edge-
connected, the right one is not.

H'-norm is not strong enough to couple the components, suggesting that elements
belonging to different components should not be coupled in a H'-conforming finite
element space.

3.3 Local decoupling

The definition of IT and the identity

2 2
wo=Y Wl

Ke.t
suggest to show (18) by establishing local counterparts, involving the patches
ox = J{K' € 4 :K'NK #0}
in. .

Theorem 1 (Local decoupling) Given an element K € .4, assume that its stars @,
7 € Ly(K), are (d — 1)-face-connected. Then there exists a constant 8k such that, for
allve H' (wg),

lv—TIIv|: < e(v,K)? + 6% Z Z e(v,K")?, (20)
z€Ly(K)K'>z

where the second sum is over all K' € .# containing 7. The constant 8k can be
bounded as follows:

a2 )

8¢ < 4dCriC(ok) Z [k2 ’o,Kd,];z HV(I)EHO.Kd;Z’ 2n
€Ly (K)NE

where Ok 1= maXg/cq, hg'/Pxr stands for the shape coefficient of the patch wg.

Proof We start by recalling the definition (13) of the best approximation Px and
exploit the orthogonality (14) to write

lv—TIIv|E = e(v,K)? + |Px — ITv[%,

where the second square on the right-hand side measures the deviation of ITv of being
locally optimal. Thanks to (19b), there holds

(Pk—Iv)gk =Y, [PkR)—ILv|Px= )  [Pk(z) =N (v)| Pk,
z€Ly(K) z€Ly(K)NE
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which reveals that this deviation is entirely related to the requirements for conformity.
To bound it, we first apply the triangle inequality to obtain

P —Ivle < ), [Pe(e) = Nor ()| [V @l i - (22)
zeLy(K)NE

We proceed by bounding each term of the sum separately. Fix any z € L,(K) N % and,
using that @; is (d — 1)-face-connected, choose a corresponding sequence (K;)"_ of
elements connecting F; with K. Set Fy :=F, and F; := K;_1NK; fori=1,...,n. For
the sake of readability, we sometimes replace K; and F; by i. Recalling Lemma 2 (i),
we note

Pk(2) = Nep.(v) = Nep(Fa) = Neo(v)

and
Vi=0,....n—1 N_i(P)=PFi(z) =N_is1(P),

which, by telescopic expansion, leads to

Px(z) = Nop.(v) =N.o(Py—v) + Y_ N i(P — P_y). (23)

i=1

Since Fy C Ky and | o (v—PRy) =0, one can combine Lemma 2 (iii) and Lemma 3 to

derive P
0
—e(»Ko),

Cre 1
P)| € —/———=||¥
0)| — /(d_ 1)' || z||0,2;K{1,1 ‘KO|7

where |Fp| cancels out. Similarly, for i = 1,...,n, one obtains

INzo(v —

Nz,i(Pi _Pi—l) < |Nz,i(Pi _V)‘ + |Nz.i(V_Pi—1)‘

Crr 2 hi hi—q
< ——— %]y, —e(nKi)+ ewKi—1)| .
(d—1)! 0,2:K4_ \Kil% \KH\%

Using these bounds in the telescopic expansion (23) gives
2Ct Ry
| Pk (z) =N - Y —te(v.K)).

L Xn g
O e B

In order to get independent of the specific choice of F;, we observe that the sequence
(K;)!, does not allow a double occurrence of some element and that each element is
a subset of @, = supp @,. We therefore replace the preceding inequality by

2Cty

|Pk(2) = Nop.(v)] < Jad-nt

. he
¥ ——e(nK 24
|| Z||O,2;Kd,] ngz |K/|% e(V; )7 (24)

where the sum is over all elements K’ € .# with K’ C ;. Inserting this inequality
and Lemma 1 (iii) into (22), one arrives at

1
b»hK/ [VD:[|g.x K2

|Px —Iv|g <2vdCre Y

4 T Vs K/)
€L (K)NE K'Ca, ||‘I’z||o,2;1< K|
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with
be = [[¥ello ok, 192l 2k,

Applying a Cauchy-Schwarz inequality, one obtains a sum of the squares of the local
best errors and the claimed inequality with

2
hi IV |lo k2

S =4dCt Y. b : (29)
L (K)NE 1P l6 k2
and
K| hg
e i= .
70 i K

To conclude the proof, we still have to verify (21). Note that only the quantities p,
and hi [V, ||o ko / | Pzllo ko in (25) depend on geometrical properties of the patch
k. A standard scaling argument, see e.g. [13, (4.5.3)] shows that

hg ||V4’z||o,1(;2 . HVéfHO,KdQ
||(I)ZHO,K;2 B H@EHQKd;Q

Moreover, since the (solid) angles of the elements in wg are bounded away from O in
terms of ok, the number of elements in each star of wg is bounded in terms of ok.
Comparing elements having common faces, we thus obtain that the diameters and the
volumes of the elements in a star of wg are comparable up to og. Consequently, there
holds p, < C(ok) for each z € Ly(K) and the proof is finished. O

3.4 Global decoupling and boundary conditions
Summing up the inequalities of Theorem 1, we obtain our main result.

Theorem 2 (Decoupling of elements) Assume that all stars of the mesh .# are (d —
1)-face-connected. Then there exists a constant C such that

1

2

[v—IIv|, <C

Z e(v,K)2

Ken

for all v € H'(Q). The constant C can be bounded in terms of the dimension d, the
polynomial degree { and the shape coefficient 6, ‘= maxge_ 4 hx/px of .

Proof We sum (20) over all K € .# . On the right-hand side, we hit a given element
K' € . at most 1 +nyN , times, where ny = #{z € Ly(K) | z € dK} indicates the
number of boundary Lagrange nodes and

Ny:= max #{K' e #|K >
= max { | }
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stands for the maximum number of elements in a star. Consequently, the claimed
bounds holds with

c=(1 +WN“/”)11<1§1;/6K

with 8k from Theorem 1. Note that N, can be bounded in terms of the shape coeffi-
cient of .#, see the end of the proof of Theorem 1. Taking also (21) into account, the
claim thus follows. O

Theorem 2 covers various boundary conditions associated with an ‘H'-setting’.
We illustrate this by discussing Dirichlet and Neumann boundary conditions for Pois-
son’s equation.

For Dirichlet boundary conditions, we follow the approach of L. R. Scott and S.
Zhang in [25, §5]. Denote by IT5 : H'(Q) — S“O(.#) the interpolation operator
therein and recall that the restriction IT SZV‘ 90 depends only on v|9q. Given boundary

values g € H : (0€), the weak solution of a Dirichlet problem is from the trial space
Xg:={veH'(Q)|vjoq =g}
and the finite element solution is sought in the space
Se( M) :={V €S () |V €CO(RQ), Vo = Tg}

which is not necessarily a subspace of X,. In view of [24, Lemma 2.1], (11) is a defi-
nite error notion on X, — S, (.#). Since however HSZV‘a_Q =vjyq forallve SO),
there holds S g(/// ) C X,, 1.e. the ensuing finite element method is conforming, when-
ever possible. It is not difficult to show that the finite element solution is a near best
approximation from Sg(.Z).

Corollary 1 (Dirichlet boundary values) For any v € X,, there holds

1

2

E(vSe(#)) <C| Y e(v.K)?

Ken

)

where C is the constant from Theorem 1. Consequently, the decoupling coefficient of
Sq(A) is bounded in terms of d, { and G 4.

Proof As for the case corresponding to the introduction, there holds

¢=L(#)NX with £= ) F
Feyd,l(t//)

and we require that F, C dQ whenever z € € N dQ. Moreover, we require that the
choices of F, for all z € Ly(.#) N dL in definitions of IT5% and IT coincide. Conse-
quently,

Sz
HV|9_Q =1II V|99

and (17) holds with X = X, and S(.#) = S,(.#) and Theorem 2 yields the claim. O
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For homogeneous Dirichlet boundary values g = 0, Corollary 1 implies the non-
obvious part of (2). A further immediate consequence is that ‘near best in S, (.#)’
entails ‘near best in S“°(.#)’. In particular, the aforementioned finite element solu-
tion is thus near best in $“0(.7).

For Neumann boundary conditions, the trial space is
X :=H'(Q)/R,
which can be approximated by

S(M):=SO(a)/R.

Again, (11) is a definite error notion and the finite element solution of this space is
near best.

Corollary 2 (Neumann boundary values) For any v € X, there holds

1

2

)

E(v,S(4)) SC[ Z e(v,K)?

Ke#

where C is the constant from Theorem 1. Consequently, the decoupling coefficient of

S(.#) is bounded in terms of d, £ and G, .

Proof 1dentifying H'(2)/R and {v € H'(Q) | o v = 0}, the implication (17) holds
with X = X and Theorem (2) again yields the claim. O

Similarly, one can consider Robin boundary conditions or mixed ones and obtain
corresponding statements.

Remark 1 (Construction of interpolation operator) The definition of the nodal values
IT,v for constrained nodes z € Ly(.#) N¥ is the critical part. For constrained nodes
on the boundary, we follow the approach of [25]. The role of (24) in proving Theorem
2 reveals that this is a near best choice with respect to the involved local errors and
can be adopted also for the other constrained nodes. Inequality (24) shows also that
the particular admissible choice of F; does not matter. Moreover, its proof reveals
that, for interior constrained nodes, also Px(z) where the element K contains z, or
some average of these values may be used. Interpolation operators of this type may
be viewed as a composition of taking the best approximation in S*~! (A) and a so-
called enriching operator. The latter have been used to connect non-conforming finite
element methods to conforming ones in various contexts; see, e.g., S. Brenner [11,
12], O. S. Karakashian and F. Pascal [20], T. Gudi [19] and A. Bonito and R. H.
Nochetto [8].
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3.5 Local gradient conformity

The local best errors e(v,K), K € .#, are related to approximation problems of the
following type. Approximate a vector function, which is the gradient of a scalar func-
tion, with gradients of polynomial functions. The components of the approximants
are coupled whenever ¢ > 2: indeed, the value of higher order partial derivatives then
does not depend on their order of application. Hence, the following question arises:
Does this coupling lead to some downgrading with respect to approximants, the com-
ponents of which are independent polynomial functions?

A similar question arises for E (v, .# ). However, in view of Theorem 2, it suffices
for both questions to compare the local best errors e(v,K), K € . , with the following
ones:

1

d 2
e(v,K):= inf ||VvQK<Z inf |8ivR||?<>,

021 (K)4 Z1REZ-1(K)

11 = slloza = ( f, 17)

for f € L*(2)?. Also here the inequality

with

e(v.K) < e(v,K)

is straight-forward, while the opposite one is more involved and its proof relies on
the construction of a suitable (quasi-)interpolant. We shall use the averaged Taylor
polynomial of [18] by T. Dupont and L. R. Scott, which is a variant of the one of S.
L. Sobolev. In order to avoid a dependence on the element shape, we follow an idea
of S. Dekel and D. Leviatan in [16] and average in a reference configuration.

Theorem 3 (Decoupling of partial derivatives) There is a constant C depending
only on d, { € N such that, for any element K € .# and any function v € H'(K),
there holds

e(n,K) < Ce(v,K).

Proof Given ¢ € Ny, denote by I, the operator corresponding to the averaged Tay-
lor polynomial of order £+ 1 (i.e. degree < ¢) over the largest inscribed ball in Kj.
Remarkably, the averaged Taylor polynomial commutes with differentiation in that
O(Iw) = I,_1(dw) for all w € H'(Ky) and i € {1,...,d}; see, e.g., [13, (4.1.17)].
Corollary 3.4 in [16] generalizes this to

ai([lg(voA)] oAil) = (Ig,l [(9v) oA]) oA™l (26)

where A : K; — K is an affine bijection, v € HI(K) and ¢ > 1. Moreover, I; is a
L?-stable projection on Z(K;): for any w € L*(Ky), there hold

we Py (Ky) = Iw=w,
[Lewllx, < Caellwllg,
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see, e.g., [13, (4.1.15), (4.2.8)]. Lemma 5 of J. Xu and L. Zikatanov [29] therefore
implies that I, is near best with the constant Cy :

w—Iw <C inf w—3S|, . 27
Iw—towll, <Car_inf w=Sll, @)

Motivated by (26), we choose P = [[;(voA)] cA~! € 2¢(K) and, also using the
transformation rule and (27) with £ — 1 in place of £, we obtain

d
e(nK)* < |V(v=P)llx = ¥ 9w — dPlx
i=1

-y

K d
f?ZH (div)oA—1I_ 1[(‘%")0‘4} ?({

(Ig,l [(a,-v) oA]) oA™! H2

K

ivoA — S
df 1|K|IZISEJ”/1 H HKd
<Cd( 12 ||3V*R||K*Cdz 1e(nK)?
Consequently, the claimed inequality holds with C = Cy ¢_;. a

The combination of Theorems 2 and 3 yields the following statement.

Corollary 3 (Decoupling of elements and partial derivatives) There is a constant
C such that for any v € X there holds

E(v,S(4)) SC[ Y enk)?

Ken

with C < Cy—1 8 (M), which can be bounded in terms of d, { and ©..

It is worth noticing that the right-hand side in Corollary 3 involves best errors of
approximation problems that may be considered the simplest ones involving polyno-
mials and measuring the error in some L?-sense.

4 Applications to error bounds and tree approximation

The main novelty of the preceding section lies in the type of statements that are
proven. The goal of this section is to advocate its usefulness by showing that it al-
lows for simplifications and improvements in theory and algorithms. Doing so, we
focus on applications of the decoupling of elements and we adopt the setting of §3.1,
which allows for essential boundary conditions via the affine spaces X C H'(Q) and

S(t) C SYO().
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4.1 Convergence and error bounds

We start by reviewing some approximation results that play an important role in the
a priori error analysis of finite element methods.

A minimum requirement for a numerical method for a boundary value problem is
that the approximate solution converges to the exact one as the meshsize tends to 0.
In case of a finite element method, a necessary (and also sufficient, if for example the
Céa Lemma holds) condition for this is that the best error of the corresponding finite
element space tends to 0. It is instructive to prove this well-known fact for continuous
piecewise polynomial functions with the help of Theorem 2.

Theorem 4 (Convergence) For any v € X C H'(Q), the global best error (12) sat-
isfies
E(v,#)—0 as h:=maxhg —0
Ke#

within a shape-regular family of meshes with (d — 1)-face connected stars.

Proof Given a vector function f € L>(Q), let f € L= ()% be the piecewise constant
function given by

— 1

Theorem 2 and ¢ > 1 imply

E(v, M) < C( y e(v,K)Z) ' < C< Yy inf(K)v—P%(> '

PEgz]
Ken Ken (28)

3
. 2 =
:C< Z 1161H1;|Vv—c|K> ZCHVV—VVHQ,

Ke# €

which allows concluding with a standard argument: Let € > 0 be arbitrary. Since
C%(Q) is dense in L*(R), there exists g € C°(Q)? such that [|[Vv—g|lo < /3.
Thanks to ||f||Q <||fllq. we derive

HV\/—W

LS IVv—glo+lg—2lo+|fs= V| < @e)/3+llg-3llq
and the last term can be made smaller &/3 for sufficiently small /, because g is uni-
formly continuous in view of the compactness of Q. g

Notice that the first equality in (28) corresponds to a special case of Theorem 3
and its combination with Theorem 2 simplifies the following density argument in that
it does not involve derivatives.

Usually, the quality of a finite element method is theoretically investigated by de-
riving a priori error estimates, quantifying the convergence speed in terms of powers
of h. Accordingly, such estimates for the best error of the corresponding finite ele-
ment space are of interest. These are usually obtained by directly bounding the error
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of some interpolation operator in terms of higher order Sobolev seminorms. Here we
use Theorem 2 and
1

(Ziams 9%V 2x) ifseN

ok = 2
5,2 aa .
(1— <Z|a // | = y29+d( )l ) otherwise,

where s > 0 indicates the smoothness, 8 := s — | 5] its fractional part and the sums are
over all multi-indexes of length |s]; the factor (1 — 6) is motivated by J. Bourgain et
al. [9].

=

Theorem 5 (Error bounds) Let v € X C H'(Q) a target function, .# be a mesh
with (d — 1)-face connected stars and 1 <s <L+ 1. If vx € H*(K) for all K € 4,
then the global best error (12) is bounded by

1

2

E(v,///)<c< Y h”||> :

Ken

where C depends only on d, {, 6 4 and s. In particular, if s € N, then

s! .

where Cp is the optimal Poincaré constant for d-simplices in R9.
Proof Combine Theorem 2 and the Bramble-Hilbert inequality
e(V7 K) < Chl;(il |v|s,2;K (29)

where C depends on d, /, s and the shape coefficient of the d-simplex K. The latter
follows, e.g., from [18, Theorems 3.2 and 6.1] and a standard scaling argument. The
explicit constant for s € N is ensured by choosing a polynomial that allows an iterative
application of the Poincaré inequality; see R. Verfiirth [28, §3]. a

Theorem 5 provides error bounds in terms of piecewise regularity over the entire
admissible smoothness range [1,£ + 1]. As is illustrated by the following two remarks,
this combines advantages of the error bounds that are available via Lagrange, Clément
[15] and Scott-Zhang [25, §4] interpolation. Since the bounds via Clément interpola-
tion [15] are covered by those via Scott-Zhang interpolation, we omit the former in
the following discussion. In this discussion, we fix a mesh and vary through functions
— a viewpoint differing from the usual one where a function is fixed and meshes vary.

Remark 2 (Entire smoothness range) For a given target function and a given mesh,
the most convenient choice of s is not necessarily the maximal one; indeed, the prod-
uct Ay |v[ 5.x may not be monotone decreasing in s for certain functions. This ob-
servation is closely related to the following drawback of the bounds via Lagrange
interpolation for d > 2. Consider a sequence of functions (v,), in H.4/2/+1(Q) con-
verging to a function not better than H%/ 2(). Then any bound via Lagrange interpo-
lation blows up, while those of Theorem 5 and via Scott-Zhang interpolation remain
bounded for suitable s € [1,d/2].
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Remark 3 (Piecewise regularity) The bounds in Theorem 5 are in terms of broken
Sobolev seminorms on elements. This can be readily achieved also via Lagrange
interpolation; see, e.g., [13, (4.4.20)] and modify the last three steps in its proof.
The available bounds via Scott-Zhang interpolation [25] however involve regularity
across element boundaries; bounds in terms of broken Sobolev seminorms could be
derived with the help of a ‘broken” Bramble-Hilbert lemma for element patches, as
in F. Camacho and A. Demlow [14].

The broken Sobolev norms on elements have the following advantage: If the
global error E(v,.#) vanishes, then the bounds of Theorem 5 and Lagrange inter-
polation also vanish, while those via Scott-Zhang interpolation [25] do not vanish for
s €]1,3/2[ and are not applicable, i.e. are oo, for s > 3/2 whenever v has non-constant
gradient. Similarly as before, this has its counterparts for smooth functions. To illus-
trate this, let (v,), be a sequence of functions in H*!() and consider various con-
ditions ensuring convergence to a function in S(.#) with non-constant gradient. If
E(vy,.#) — 0, then also the right-hand side of Theorem 2 tends to 0. If additionally
the restrictions v, x converge in H*(K) for some 1 < s < £+ 1, then the corresponding
bound of Theorem 5 tends to 0. The same holds for bounds of Lagrange interpolation,
but only for s € |d/2,¢+ 1]. The situation for bounds via Scott-Zhang interpolation
is different: if 1 < s < 3/2, then the corresponding bound does not tend to 0 and if
3/2 <s<{+1,iteven blows up.

Bounds in terms of broken regularity are useful also in the context of surface
finite element methods (SFEM); see [14].

The combination of Remark 2 and 3 entails that the error bounds in Theorem 5
for 1 < s <d/2 with d > 3 are not covered via Lagrange interpolation and those in
[15,25].

4.2 Adaptive tree approximation of gradients

The upper bound of the global best error in Theorem 5 locally combines meshsize and
higher order derivatives. This suggests that, for a given target function, certain meshes
a more convenient than others. I. Babuska and W. C. Rheinboldt [2] formally derive
the following criteria, also called equidistribution principle: a mesh minimizing the
aforementioned upper bound subject to a fixed number of elements equidistributes
the element contributions, e.g., hx |v|2 2K does not depend on K € K. Obviously this
requires in general graded meshes. 7

An algorithmically simple way of constructing graded meshes arises from a pre-
scribed rule for subdividing elements, which induces a tree structure. An example
of this was already in 1967 studied by S. Birman and M. Solomyak [7]. For con-
tinuous piecewise polynomial functions over conforming simplicial meshes, one can
use bisection with recursive completion; for an overview of this technique, see e.g.
Nochetto et al. [22, §4]. Although recursive bisection limits mesh flexibility, in partic-
ular mesh grading, the discussion in R. DeVore [17, §6] and the results of P. Binev et
al. [5] reveal that the regularity dictating the asymptotic balance of global best error
and number of degree of freedoms is close to the best possible one. In particular, the
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global best H'-error of suitably graded two-dimensional meshes decays like #.# -3
ifuew?r (Q) with 1 < p <2; notice that the latter is weaker than the requirement
u € H?*(Q) corresponding to the decay rate with quasi-uniform meshes and that p = 1
corresponds to an optimal Sobolev embedding.

The goal of this section is to derive and analyze an instance of the tree algorithm
by P. Binev and R. DeVore [6] that constructs near best bisection meshes for the
approximation of gradients with piecewise polynomial functions. It may be used for
coarsening in adaptive algorithms iterating the main steps

error reduction — sparsity adjustment.

Interestingly, this scheme can be applied also if a good a posteriori error estimator
is not available. It includes algorithms like in [4, §8] and algorithms that are based
upon discretizing the steps of an infinite-dimensional solver. Moreover, the following
algorithm can be used to compute an approximation of the best error of bisection
meshes with a given number of elements. Such approximations are of interest as a
benchmark for corresponding adaptive finite element methods.

In order to introduce the algorithm and to state its main property, we need the
following notation. Let .#( be an initial mesh of Q that is admissible for bisection
with recursive completion; see, e.g., [22, Assumption 11.1 on p. 453]. Denote by M’
the set of all meshes that can be generated by bisections without completion from .#;
these meshes are not necessarily conforming and each one corresponds to a subtree in
the master tree given by .#( and the bisection rule for single d-simplices. Moreover,
denote by M the subset of M of all meshes that are conforming. If .2’ € M’ is a
possibly non-conforming mesh, denote by complete(.#"’) the smallest refinement
of .#' in M. Since .# is admissible, Binev et al. [4, Theorem 2.4] if d = 2 and
R. Stevenson [26, Theorem 6.1] otherwise ensure the non-obvious relationship

t#tcomplete (") — #.My < Compl(#M" —#.M)) (30)

with Cep depending only on .. For any N > #.4, we associate the best errors
related to (12) with the two mesh families Ml and M. Namely, the best approximation
error

o(»N) :=min{E(v,S(A4)) | A €M, #.4 <N}
with continuous piecewise polynomial functions over conforming meshes with less
than N elements, which is greater than the corresponding best error

o' (»N) :=min{E (v,S" ' (4")) | M' €M, #.40' <N} (31)

with possibly discontinuous piecewise polynomial functions over possibly non-con-
forming meshes. There also holds an inequality in the opposite direction, which may
be seen as a generalization of Theorem 2.

Theorem 6 (Non-conforming element decoupling) Assume that the initial mesh
My is conforming, admissible, and that all its stars are (d — 1)-face-connected. Then
there exist constants Cy and Cy depending only on .#y such that, for any v € X C
H'(Q) and N > Ny := #.4, there holds

o(»N) < C 0’ <v7 {NENOJ +N0> .
2
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Proof Set N' := | (N — Ny)/Cempi| + No and choose an optimal possibly non-con-
forming mesh .2 € M’ such that E (v,S%~!(.#")) = o' (v,N'). Since . is admissi-
ble, (30) yields #.# < N for .# := complete(.#"). Hence

o(nN) <E(v,S(4)) < 8(M)E(v,S" " (M) < §(M)E (v, """ (')
=8(M)c' (v,N')

due to S5~ (.#) € S~ (.#"). The shape coefficient for any mesh in M is bounded
in terms of the one of .#); see, e.g., [22, Lemma 4.1]. Moreover, any mesh in M
inherits from . that all its stars are (d — 1)-face-connected. Theorem 2 therefore
implies 6 (.#) < &, were § depends only on .. The claimed inequality thus holds
withC; =06 and C; = Ccmpl' O

The number of competing meshes for the best errors grows exponentially with
N — #.4. Nevertheless, the following variant of adaptive tree approximation by
P. Binev and R. DeVore [6] constructs near best meshes with O(N) operations and
computations of the local error functional

e(K) :=e(v,K)?,

where K C Q is any d-simplex and v € H'(Q) the target function. Given a threshold
t > 0, we proceed as follows:

M =0
for all K € .4

n(K) = £(K);

if n(K) >t then grow(K);
end for

My = complete(.4]);
where grow(K) grows the subtree generating .2/ and collects its leafs by

(K1,K>) =bisect(K);
fori=1,2
n(K:) = [e(K) ™" +n(K)"']
if n(K;) >t then
grow(K;);
else

M= M N{K};

—1

and bisect(K) implements the bisection of a single simplex; see, e.g., [22, §4.1].

The core of this algorithm is the thresholding algorithm in [7] with the following
important difference: the local functional 17(K) depends not only on the local error
functionals but also on their history within in the subdivision hierarchy.

There are noteworthy variants of this algorithm. In particular, the threshold ¢ can
be avoided by successively bisecting the elements maximizing the indicators 1(K)
of the current mesh; see [6]. In this case one may also ensure the conformity of the
mesh at any intermediate step. For these variants, the following theorem presents only
non-essential changes.



24 Andreas Veeser

Theorem 7 (Tree approximation) Assume that the initial mesh .4 is conforming,
admissible, and that all its stars are (d — 1)-face-connected. Then there exist con-
stants Cy and Cy depending only on .#y such that, for any v € X and any threshold
t > 0, the output mesh M of the tree algorithm verifies

s za (s [44])
whenever #. > Cy(2#.4+1).

Proof The local error functional &(K) = e(v,K)* = infp, Py(K) |v—P|%< obviously
depends only on the target function v and the simplex K. Moreover, it is subaddi-
tive: if (Kj,K») = bisect(K), then €(K;) + £(Kz) < |va|%(1 + |va|%<2 for any
P € #¢(K) and thus

e(Ki)+e(Ky) < g(K).
Hence, Theorem 4 of P. Binev’s contribution in [1] applies to the above for-loop that
constructs .2, . Writing

N() = #.///07 N/ = #.//t/, L/ = N/—No
and observing E (v, %! (///))2 =Y ke €(K) forany .4’ € M/, we therefore have

@ I+ min{l,No}

T +1-1 >O"(V,N()+l).

Under the assumption N’ > 2Nj this simplifies to

N'+1
E(v, St a))) < in ——0' .
(v () < Wosnin' N+ 1—n (vn)

Since .# is admissible, (30) ensures
N—-—Ny < Ccmpl(N/ 7N0)

for N := #.#,. In view of N > N’ > 2N,, we may use the simpler inequality N < C,N’
with Cy = 2Ccmp1. Since x +— x/(x — ¢) is decreasing and E monotone, one thus can
derive

E(v,S"7 () <

min ~—0'(v,n)
2Ng<n<N/C, N —Con

whenever N > 2C,>N,. Similarly as in the proof of Theorem 6, Theorem 5 therefore
implies

E(v,S(;)) <8 min

()
2Ng<n<N/C, N —Con

where § depends only on .#. Choosing n € N such that N/(2C;) — 1 < n < N/(2C),
the claimed inequality follows with C; =26 and C, = 2C; as above. O
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Theorem 7 is of non-asymptotic nature; as can be seen from the proof, the condi-
tion #.4 > C,(2#.4 + 1) arising from N’ > 2Nj is of simplifying nature. In partic-
ular, it does not suppose any regularity beyond H' () of the target function.

In [6, §7] a similar algorithm is proposed. It relies on the local error functionals

E(K):=inf{|[v=V|, |V eS(A)}

where .# is the set of elements of the so-called minimal ring R~ (K) around K given
by

R (K):= () RK.#) with RK.#)= |J K.
MEM: MK K' el -K'NK+0

In view of the minimality of the ring, these error functionals do not depend on the
surrounding mesh. They are not subadditive, but weakly subadditive with respect
to repeated bisections and so another variant of the tree algorithm with a similar
statement to Theorem 7 still applies. The local error functionals e(K) are however
simpler to implement and can be combined with single bisections. Thus, the use of
Theorem 2 here permits an algorithmic simplification.
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