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ABSTRACT 

The spatial organization of the genome and its biological function are intimately linked. It 

is becoming evident that transcription regulation often involves multiple long-range 

regulatory elements and it’s influenced both by the genomic environment and by the shape 

of the genome. Recent studies based on Chromosome Conformation Capture-derived 

techniques, showed that eukaryotic cells organize their chromosomes into topological 

domains that are largely invariant among cell types and where the majority of looping 

interactions between regulatory elements take place (Dixon et al., 2012; Nora et al., 2012; 

Sexton et al., 2012). The principles defining the relationships between these elements and 

distal target genes remain poorly understood. Previous studies lack either the spatial 

resolution or the temporal coverage to observe possible dynamic changes in chromatin 

contacts between promoters and their corresponding distal regulatory elements during gene 

activation.  

Here we exploited high-resolution 4C and 5C techniques to elucidate principles of 3D 

organization of the macrophage genome, in both basal conditions and after macrophage 

activation, dissecting the specific role of the macrophage master regulator PU.1 in the 

formation of the general chromosome topology. 

Our findings indicate that the global organization of chromatin contacts is to a large extent 

unaffected by macrophage activation, which only partially impacts the looping between 

specific regulatory elements. Our analysis also reveals an high cell-type specificity of 

macrophage promoter-enhancer interactions, which is not dependent on the presence of 

PU.1. 
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INTRODUCTION 

1. INFLAMMATION 

Inflammation is a fundamental response to disruption of cellular and tissue homeostasis, 

such as infection or tissue injury, with many important physiological roles, including host 

defense and tissue remodeling or repair (Hotamisligil, 2006).  

Inflammation can be considered a self-limiting process. Excessive and/or sustained 

inflammation is a common cause of diseases, including acute (sepsis) and chronic 

inflammatory disorders (autoimmune diseases, atherosclerosis, metabolic syndrome and 

several types of cancers) (Medzhitov, 2008). During the inflammatory response multiple 

mechanisms operate at different levels, including the control of gene expression in 

individual cells, the regulation of signaling pathways and the alteration of immune cell 

composition in tissues (Medzhitov and Horng, 2009).   

Different cell types are recruited to the inflammatory sites and activated through cell-

specific mechanism. For example, in the early phase of inflammation, activated tissue-

resident macrophages release chemokines (such as Cxcl8, Cxcl5 and Cxcl1) which recruit 

neutrophils to the damaged tissue. After the extravasation and tissue infiltration, 

neutrophils release granule proteins able to recruit and activate inflammatory monocytes 

which in turn differentiate into macrophages (Ley et al., 2007).  

Macrophages are essential components of the innate immunity and important mediators of 

the inflammatory response, since they are the major producers of inflammatory cytokines, 

mediating the host defense processes against invading pathogens and also driving host 

defense, tissue remodeling/repair and homeostasis (Qiao et al., 2013).  

Macrophages residing in different tissues are extremely heterogeneous from the point of 

view of gene expression and functions properties. They have a differential expression of  

CD14 and CD16 receptors and they vary in the chemokine-receptor expression profile.   

Macrophages also show different sizes and nuclear morphologies and they differ in the 

degree of granularity. Some examples are the Langerhans cells of the epidermis, Küpffer 
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cells in the liver and alveolar macrophages in the lung (Gordon and Taylor, 2005). Within 

the same tissue, macrophages can undergo phenotypic and functional changes upon 

exposure to distinct micro-environmental stimuli (Lawrence and Natoli, 2011).  

Based on their response to external stimuli, macrophages can be classified in different 

subtypes. In a simplified, yet broadly used classification, the Classical (M1) macrophages 

produce high amounts of proinflammatory cytokines and are elicited by interferon γ. The 

wound-healing (Alternatively activated or M2) macrophages are induced by Th2 cytokines 

(IL4 and IL13). However, the spectrum of macrophage activation states is in fact much 

broader (Murray et al., 2014). 

Macrophages express a set of Pattern Recognition Receptors, namely receptors for 

invariant structures (molecular patterns) of microbes (such as endotoxin), which include 

both intracellular and transmembrane Toll Like Receptors (TLRs). These receptors 

mediate host immune defense by detecting the presence of microbial molecules and 

activating downstream intracellular signaling events (Takeuchi and Akira, 2010).  

One example is the binding of the Gram- bacteria endotoxin (Lipopolysaccaride, LPS) to 

the TLR4 receptor which activates a signaling cascade that causes the activation of a set of 

transcription factors (TFs), such as members of the Nuclear Factor-kappa B (NF-kB) 

Activator Protein 1 (AP-1) and Interferon-Regulatory Factor (IRF) families. Upon 

activation, TLR4 recruits MyD88 and TIRAP and a complex involving TRAF6 and the 

IRAK kinases is subsequently formed. TRAF6 is an E3 ligase that catalyzes the formation 

of a K63-linked polyubiquitin chain on TRAF6 itself, eventually leading to the activation 

of a complex composed of TAK1, TAB1, and TAB2/3. TAK1 activates the IkB kinase 

which in turn activate the IKK complex. Phosphorylated IkB is degraded and releases NF-

kB, which can translocate into the nucleus and induce the expression of cytokine genes. 

TAK1 also activates a MAP kinase cascade resulting in the activation of the JNKs (cJun 

N-terminal kinases) and the phosphorylation of cJun/AP-1, which also contributes to the 

induction of cytokine genes (Figure 1) (Takeuchi and Akira, 2010).  
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Figure 1 - Activation of the NF-Kb pathway by TLR4 

Ligand binding by TLRs leads to the recruitment of receptor-specific adapters and induces 

activation of NF-kB. Adapted from (Beyaert, 2011). 

 

2. TRANSCRIPTIONAL REGULATION OF THE INFLAMMATORY RESPONSE 

Macrophage stimulation by inflammatory agents (notably LPS) leads to the activation of 

different TFs, whose recruitment to target gene promoters appears to be influenced by pre-

existing chromatin features, such as positioned nucleosomes (Smale, 2010; Takeuchi and 

Akira, 2010). TFs activated by inflammatory stimuli and concurring to the activation of the 

inflammatory gene expression program have distinct binding specificities and include AP-

1, IRFs, NF-kBs and STAT family members. The preferential or relative activation of 

specific subsets of these TFs depends on the nature of the activated receptor(s) (Smale, 

2010; Takeuchi and Akira, 2010). 
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Several experimental data demonstrated that the transcriptional regulation of the 

inflammatory response differs at primary response genes (PRGs), that are defined as genes 

not requiring new protein synthesis for activation (Herschman, 1991) and are usually 

rapidly activated after stimulus, and secondary response genes (SRGs, genes that require 

new protein synthesis) that display delayed activation kinetics (Fowler et al., 2011).  

The promoters of most PRGs are G+C rich and often associated with a CpG island 

(Ramirez-Carrozzi et al., 2009). The very high G+C content interferes with nucleosome 

assembly (Barozzi, 2014), thus making them prone to rapid activation in the absence of 

chromatin remodelers. CpG island promoters show high level of H3K4me3, histone 

acetylation and RNA Pol II already in unstimulated macrophages, suggesting that their 

permissive chromatin configuration enables a low level of constitutive transcriptional 

activity mainly generating unspliced transcripts. An increase in H3K4me3 and 

H4K5/8/12Ac occurs upon stimulation and is associated with an increase in Ser2-

phosphorylated RNA Pol II, productive elongation and generation of normally spliced 

transcripts (Hargreaves et al., 2009; Medzhitov and Horng, 2009).   

The promoters of SRGs, such as the Nitric oxide syntase 2 (Nos2) and the Interleukin 6 

(Il6) genes, as well as of some PRGs with delayed activation kinetics such as Ccl5, show 

low basal levels of H3K4me3 and H3/H4Ac (De Santa et al., 2009; Escoubet-Lozach et al., 

2011). SRG promoters are also characterized by a comparatively lower G+C content and a 

sequence context that favors nucleosome occupancy, explaining the requirement for a 

nucleosome remodeling step triggered by the SWI/SNF chromatin-remodeling for their 

activation (Hargreaves et al., 2009; Ramirez-Carrozzi et al., 2009).  

A recent genome-scale analysis of nascent transcripts in LPS-induced macrophages 

revealed that CpG islands are in fact also present at some SRG promoters which are not 

constitutively transcribed probably because of the lack/inactivity in the basal state of TFs 

required for their transcription (Bhatt et al., 2012). However, non-CpG island genes differ 
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from CpG island-containing genes because they are induced by a larger magnitude after 

stimulation (Bhatt et al., 2012), possibly because of their tighter control in the basal state.  

2.1 Distal cis-acting regulatory elements: enhancers 

One of the most obvious features of inflammatory responses is that genes activated by 

identical stimuli differ extensively among cell types, even though induction of these genes 

depends on inflammatory TFs (such as NF-kB and AP-1 family members) that are 

ubiquitously expressed. This context-specificity likely depends on the existence of a cell 

type-specific repertoire of functional cis-regulatory elements, namely enhancers (Natoli, 

2010). 

Recent genome-wide studies revealed that genomic regions annotated as enhancers based 

on their chromatin signature, extensively diverge in different cell types, suggesting their 

relevance in cell type-specific transcriptional outputs (Ernst et al., 2011; Heintzman et al., 

2009; Pennacchio et al., 2007; Shen et al., 2012; Xi et al., 2007).  

Enhancers are short cis-regulatory sequences that control transcription of cognate genes 

acting over different distances (up to about 1Mb) (Bulger and Groudine, 2011). For 

example, multiple elements distributed over an 800kb gene desert participate in the 

activation of the Hoxd gene cluster, as demonstrated by a combination of genetic studies 

and biochemical analyses of 3D interactions (Montavon et al., 2011). Another example is 

provided by the limb-specific enhancer of the Shh gene (encoding the Sonic hedgehog 

morphogen), which is separated from its target by a 1Mb genomic interval (Sagai et al., 

2005). 

Enhancers are characterized by a specific chromatin signature consisting of high levels of 

H3K4me1 and comparatively much lower or absent levels of H3K4me3, which is instead 

associated with active or poised promoters (Barski et al., 2007; Heintzman et al., 2009; 

Heintzman et al., 2007; Zhou et al., 2011). Enhancers show distinct activity states defined 

by a combination of additional marks.   
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Active enhancers are bound by histone acetyltransferases, such as p300 and CPB, which 

induce H3 and H4 acetylation. Moreover they are often associated with RNA Pol II, which 

generates a variety of non-coding transcripts known as enhancer RNAs (eRNAs). 

Moreover enhancer nucleosomes contain histone variants, mainly H2A.Z and H3.3 (Barski 

et al., 2007; Calo and Wysocka, 2013; Ghisletti et al., 2010; Heintzman et al., 2009; Visel 

et al., 2009; Zlatanova and Thakar, 2008). H2A.Z deposition may create domains of 

nucleosomal instability that may facilitate initial TF binding events (Hu et al., 2013; Spitz 

and Furlong, 2012). 

Poised enhancers are characterized by the absence of H3K27ac and RNA Pol II, while 

repressed enhancers may show high levels of H3K27me3, no H3K27ac and the binding of 

transcriptional corepressors (Creyghton et al., 2010; Rada-Iglesias et al., 2011).  

Several studies showed that environmental stimuli induce dynamic changes in chromatin 

marks. For example, the treatment of macrophages with LPS causes the loss or gain of 

p300 binding, H3K27Ac and H4Ac at thousands of enhancers, thus leading to the 

transition between different activity profiles (Chen et al., 2012; Garber et al., 2012; 

Ghisletti et al., 2010; Ostuni et al., 2013).   

Current models suggest that the enhancer repertoire characteristic of a given cell is 

organized during development by a specific set of lineage-determining TFs which create a 

specific regulatory landscape controlling the transcriptional output. Environmental 

stimulation can also induce the de novo deposition of enhancer chromatin marks at 

previously silent sites (Ostuni et al., 2013). This kind of regions were defined as latent 

enhancers and are characterized by the absence in the basal state of specific histone 

modifications and TFs binding. After stimulation these elements are bound by TF and 

acquire H3K4me1 and H3K27Ac with relatively slow kinetics. The formation of stimulus-

dependent latent enhancers has been observed in macrophages subjected to a subset of 

unrelated stimuli such as TLR agonists and pro/anti-inflammatory cytokines, suggesting 
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that cells may respond to environmental changes also expanding their cis-regulatory 

repertoire (Ostuni et al., 2013).  

2.2 Enhancer-Promoter Interactions 

Long-range interactions between enhancer elements and target genes are mediated by 

direct physical interactions enabled by three-dimensional chromatin folding (Dostie and 

Dekker, 2007).  Specifically, enhancer-promoter contacts require the looping out of the 

intervening sequences that separate them in the linear genome (Figure 2) (Bulger and 

Groudine, 2011; de Laat et al., 2008; Deng et al., 2014).  

The establishment of close proximity between enhancers and target genes through 

chromatin loops has been confirmed by studies of nuclear architecture based on 

Chromosome Conformation Capture (3C) and its high-throughput variants (Dekker et al., 

2002). For example the formation of contacts between the β-globin gene and its Locus 

Control Region (LCR) was shown to temporally correlate with transcriptional activation 

(Palstra et al., 2003). Another example is provided by the mammalian α-globin genes 

which are controlled by distal enhancer elements looped onto the α-globin promoters 

(Vernimmen et al., 2007; Vernimmen et al., 2009). 

Chromatin loops between enhancers and promoters form over various distances in cis 

(more than 100Kb and up to 1Mb) and much more uncommonly in trans (Sanyal et al., 

2012).  

The precise method of loop formation is not yet understood. Two different mechanisms 

have been proposed to explain how loops between enhancers and promoters are 

established: the random collision within the nucleus (Figure 2a) and the tracking model 

(Figure 2b) in which RNA polymerase II (Pol II) complexes migrate along the chromatin 

fiber until they reach a promoter (Hatzis and Talianidis, 2002; Wang et al., 2005). While 

the Pol II complex moves toward the promoter, the chromatin between these two elements 

loops out. A few studies reported that Pol II interacts with both promoters and enhancers, 
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contributing to the formation of the loop (Szutorisz et al., 2005). In addition to Pol II, other 

proteins such as CTCF (a sequence-specific DNA binding proteins) and cohesins 

participate in the formation and stabilization of chromatin loops (Bellomy and Record, 

1990). In various experimental systems CTCF has insulator activity, namely the ability to 

block the communication between an enhancer and a promoter if bound to DNA in 

between them (Burcin et al., 1997; Filippova et al., 1996; Klenova et al., 1993; Kohne et 

al., 1993; Lobanenkov et al., 1990). However, others demonstrated that CTCF could also 

serve as a transcriptional activator in a different sequence context (Vostrov and Quitschke, 

1997). In mammalian genomes, CTCF has a complex distribution and binds many 

enhancers, promoters and even regions located in between an enhancer and its cognate 

promoter, suggesting a more complex panel of functions (Kim et al., 2007). The location of 

CTCF-binding sites largely differs  from that of TFs. About half of the CTCF-binding sites 

are located far away from the TSS defining  insulators and boundaries for gene clusters.  

CTCF sites are also located within genes, probably segregating alternative promoters 

within a single gene and thus contributing to an alternative usage of the promoter (Kim et 

al., 2007).  

A role of CTCF and cohesins in the formation of chromatin loops has been demonstrated 

by 3C-based approaches. For example, 3C studies characterizing the H19/Igf2 imprinting 

control region (ICR) suggested that CTCF regulates the activity of H19 and Igf2 genes by 

mediating intrachromosomal looping interactions (Engel et al., 2008; Yoon et al., 2007). 

Using 3C, De Laat and colleagues demonstrated that, during tissue-specific activation of 

selected globin genes, CTCF-bound regulatory sequences throughout the β-globin locus 

come into spatial proximity, thus forming an ‘active chromatin hub’ (ACH) (Palstra et al., 

2003; Splinter et al., 2006). 3C analyses also demonstrated that CTCF-mediated long-range 

interactions occur at a subset of genes within the human major histocompatibility complex 

class II (MHC-II) locus. In particular, CTCF binds the XL9 intergenic enhancer and two 

divergent promoters upstream of HLA-DRB1 and HLA-DQA1 genes, thus forming a loop 
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(Majumder et al., 2008). Furthermore, cohesins and CTCF sites appear to be associated 

with loops surrounding promoter-enhancers modules, while enhancers and promoters 

interactions are mediated by CTCF-free cohesion sites (DeMare et al., 2013; Kagey et al., 

2010; Phillips-Cremins et al., 2013). Finally, studies with artificial enhancer-promoter 

arrays also demonstrated that protein-protein interactions between TFs bound to regions 

that are far away in the linear sequence contribute to the formation of loops between 

enhancers and promoters. (Nolis et al., 2009). 

The probability of enhancer-promoter interactions through loop formation depends on 

many variables such as the flexibility of the looped chromatin, the occupancy of the sites 

by cognate TFs and the distance between the interacting elements. Chromatin remodelers 

and modifiers recruited to enhancers and promoters by TFs can modify biophysical 

features of the surrounding chromatin, thus facilitating DNA looping (Li et al., 2006). 

Furthermore, enhancers and promoters highly occupied by TFs are more prone to establish 

chromatin loops (Nolis et al., 2009). Finally, due to the physical properties of the 

chromatin fiber, the probability of an interaction is higher when the enhancer-promoter 

distance is shorter (Marenduzzo et al., 2007).  

Whether the enhancer-promoter loop is a cause or an effect of transcription activation is 

still poorly understood. Recent studies support a causative role. For example, loop 

formation between the β-globin LCR and gene in erythroid cells occurs before gene 

activation suggesting that looping is not a result, but a cause of gene activity (Ragoczy et 

al., 2003). Furthermore, it has been demonstrated that forced chromatin looping between 

the γ-globin promoter and the LCR is sufficient to activate γ-globin expression in adult 

human erythroid cells (Deng et al., 2014).   
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Figure 2 - A simplified view of enhancer-promoter looping interactions 

(a) Transcription is activated through the interaction between cognate transcription factors that can 

interact through random collisions in the nucleus (horizontal arrow), thanks to the help of 

additional DNA binding proteins (blue circles) that bring the enhancer and promoter into proximity 

(vertical arrows). Otherwise both enhancer and promoter can interact with RNA polymerase II 

(diagonal arrow). (b) Tracking model. The enhancer-bound Pol II complex (red ovals) moves along 

the DNA until it finds the promoter (Pink oval). Adapted from Michael Groudine, Mark, Bulger 

Functional and Mechanistic Diversity of Distal Transcription Enhancers. Cell. 2011, VOLUME 

144. 

 

2.3 The myeloid TF PU.1 and the establishment of the enhancer repertoire in 

macrophages 

The establishment of cell-type specific repertoires of enhancers is driven by the specific set 

of TFs active in a given cell type. Examples of these TFs include PU.1 and C/EBPβ in 

macrophages, B cells and dendritic cells (Garber et al., 2012; Ghisletti et al., 2010; Heinz 

et al., 2010), GATA-1 in erythroid differentiation (Ohneda and Yamamoto, 2002), and 

KLF4, SOX2 and OCT4 in human induced pluripotent stem (iPS) cells (Soufi et al., 2012). 

The hematopoietic system-restricted Ets-family TF PU.1 is important for myeloid and B 

lymphocyte lineage development as demonstrated by the absence of mature myeloid and B 

cells in PU.1
-/- 

mice (Scott et al., 1994). The regulation of PU.1 protein concentration has a 

large impact on B cells and myeloid cells development, with high levels favoring 

macrophage differentiation (PU.1 concentration in B cells is ten-fold lower than in 

macrophages) (DeKoter and Singh, 2000).  
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Furthermore, PU.1 overexpression in fibroblasts induces their trans-differentiation into 

macrophage-like cells, while its absence blocks terminal macrophage differentiation from 

myeloid precursors indicating that its activity is necessary and sufficient to specify 

macrophage identity (Ghisletti et al., 2010; Heinz et al., 2010).  

It has been demonstrated that PU.1 binds to the vast majority of macrophage enhancers and 

transcription start sites (TSS), and that it directly regulates both the deposition of enhancer-

specific chromatin marks (particularly H3K4me1) and the displacements of nucleosomes, 

thus generating accessible stretches of DNA sequences. Nucleosome displacement by PU.1 

enables the binding of other TFs that would otherwise be unable to invade nucleosomal 

DNA (Barozzi et al., 2014; Ghisletti et al., 2010; Heinz et al., 2010).  This ability to bind 

sites in a nucleosomal context, thus making them accessible, is considered the peculiar 

property of a specific subset of TFs called pioneer TFs (Zaret and Carroll, 2011).  

These accessible sites can be occupied in a constitutive manner by primer TFs which 

prepare possible inducible responses, probably by maintaining the chromatin in an 

accessible state. Once activated by stimulation, effector TFs coordinate the expression of 

specific groups of genes binding to specific subset of already accessible regulatory 

elements (Biddie et al., 2011; Garber et al., 2012; Natoli, 2010).  

A study using an high-throughput chromatin immunoprecipitation method (HT-ChIP) in 

mouse dendritic cells treated with LPS at different time points, showed that these 

accessible sites can be occupied in a constitutive manner by primer TFs, such as such as 

Junb, Irf4 and Atf3, which prepare possible inducible responses, probably by maintaining 

the chromatin in an accessible state. Once activated by stimulation, effector TFs (such as 

NF-kB, IRF, AP-1 and STATs family members)  coordinate the expression of specific 

groups of genes binding to specific subset of already accessible regulatory elements and 

leading to the induction of specific proinflammatory genes (Fugure 3) (Biddie et al., 2011; 

Garber et al., 2012; Natoli, 2010).  
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Figure 3 - The master regulator PU.1 organizes the enhancer landscape in macrophages 

PU.1 is able to bind regulatory elements displacing nucleosomes and promoting the deposition of 

H3K4me1. This allows the binding of primer TFs, namely TFs which prime for activation regions 

associated with stimulus-dependent gene induction. Stimulus-dependent TFs are then recruited 

after stimulation (e.g. LPS). 

 

The unique distribution of PU.1 in macrophages suggests that it could directly promote the 

looping of distant enhancers onto cognate TSSs or the reciprocal looping between distant 

regulatory elements, thus favoring long-distance interactions essential for gene regulation 

and organizing the genomic landscape of macrophages in both the 1-D and 3-D space 

(Ghisletti et al., 2010; Heinz et al., 2010). This hypothesis is supported by recent findings 

showing that in Irf8+ dendritic cell progenitors, high PU.1 levels are necessary for 

inducing Irf8 expression by remodeling its local chromatin interactions to loop a distant 

cis-enhancer into physical proximity to the Irf8 promoter (Schonheit et al., 2013). 

Furthermore, in hematopoietic stem cells PU.1 autoregulates its expression by binding at 

its own upstream regulatory region (URE) and  mediating the formation of a chromosomal 

loop (Staber et al., 2013). 
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3. 3C-BASED METHODS 

In the recent years, Chromosome Conformation Capture (3C) and related methods (such as 

4C, 5C and Hi-C) allowed defining some basic principles of the 3D genomic organization. 

All 3C methods are based on the principle that the spatial proximity of distant genomic 

regions is transformed into a ligation event that covalently links sequences that are 

separated in the linear genome but close to each other in the 3D space. Intact nuclei are 

crosslinked using formaldehyde, cut with a restriction enzyme and subsequent ligated 

(Dekker et al., 2002; Miele and Dekker, 2008). Using this procedure, DNA fragments that 

are far away in the linear genome, but adjacent in the 3D space, can be ligated to each 

other.  Ligation events can be measured by the amplification of PCR products obtained 

with primers on the two sides of the junctions obtained after the ligation (Figure 4a). 3C 

and 5C allow identifying interacting elements between selected regions of the genome. 3C 

allows testing only a few interactions selected from candidate genomic regions (Dekker et 

al., 2002),  while the 5C method enables large-scale analysis of broad loci (up to a few 

Mbs) (Dostie and Dekker, 2007; Ferraiuolo et al., 2012). The 4C technology allows 

screening the entire genome in an unbiased manner for DNA segments that physically 

interact with a single DNA fragment of choice (Simonis et al., 2006a; Zhao et al., 2006), 

while the Hi-C method is a genome-wide adaptation of 3C which provides a true all-by-all 

genome-wide interaction map with a resolution dependent on the depth of sequencing 

(Dekker et al., 2013; Lieberman-Aiden et al., 2009).  ChIA-PET and ChIP-loop utilize an 

immunoprecipitation step to enrich only for chromatin contacts mediated by a specific 

protein in a genome wide manner (Figure 4b). 
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Figure 4 - Schematic representation of 3C-based methods 

(a) All the 3C-based methods rely on the conversion of chromatin interactions into ligation 

products. First, cells are treated with formaldehyde in order to crosslink chromatin segments in 

spatial proximity. Then chromatin is fragmented using restriction enzymes or sonication. The 

fragments obtained are ligated and finally the DNA is purified and analyzed. (b) 3C-based methods 

can detect chromatin physical interactions focusing on different regions of the genome. In the 

classical 3C locus-specific primers are used to detect one at the time, by PCR, single ligation 

products. 4C allows the generation of genome –wide interaction profiles for single loci through 

inverse PCR. 5C uses 3C and hybrid capture approaches to map all the interactions occurring 

between two sets of large loci (for example promoters and enhancers) within a given region of the 

genome. Hi-C generates an all-by-all genome-wide interaction map which resolution is dependent 

on the sequencing depth. ChIA-PET allows the genome-wide analysis of chromatin interactions 

occurring between sites bound by a protein of interest. Adapted from (Dekker et al., 2013).  

 

3.1 The Carbon Copy Chromosome Conformation capture (5C) 

The 3C-carbon copy (5C) technology can detect millions of chromosomal interactions in 

parallel, increasing the throughput of a 3C. It combines 3C with ligation-mediated 

amplification (LMA). Ligation events are detected by microarray hybridization or high-

throughput DNA sequencing (Dostie and Dekker, 2007).  

In the 5C technique, a conventional 3C library is copied into a 5C library using LMA with 

a mixture of hundreds of 5C primers annealing head-to-head to the 3C ligation junctions. 

Primer pairs annealed next to each other are then ligated with a NAD dependent DNA 

ligase, thus generating a 5C library that is subsequently amplified with universal PCR 

primers (T3 and T7 primers) annealing to the universal tails of the 5C primers (Figure 5). 
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Therefore, the starting 3C library establishes which 5C ligation products are generated and 

how frequently they occur (Dostie and Dekker, 2007).    

The resolution of a 5C depends on the spacing between neighboring oligonucleotides on 

the linear genome and it can never reach the one of a 4C or a HiC because not all the ends 

of the restriction fragments allow the design of a 5C oligonucleotide. However, 5C 

provides a matrix of interactions frequencies for many pairs of sites in a given locus 

enabling the construction of the average 3D conformation of a genomic region of interest 

(de Wit and de Laat, 2012). 

The 5C primer design scheme can be adapted to address different kinds of questions. In an 

alternating scheme, forward and reverse 5C primers are designed alternatively on 

consecutive restriction fragments. This scheme is useful to obtain a general idea of the 3D 

organization of one locus or to assess the presence of long-range looping interactions in an 

unbiased manner. In an anchored scheme, 5C primers are designed at specific genomic 

elements such as TSS or enhancers. This allows investigating the interaction pattern of a 

specific class of elements with other elements or with the surrounding genomic regions. In 

the mixed scheme both alternating and anchored designed primers are included to examine 

chromatin architecture (Ferraiuolo et al., 2012). 

Up to now, the 5C technology has been used to study many regions such as the human α- 

and β-globin loci (Bau et al., 2011; Dostie et al., 2006), the human HOXA-D gene clusters 

(Ferraiuolo et al., 2010; Fraser et al., 2009; Wang et al., 2011) and a region on the X-

inactivation centre in mouse (Nora et al., 2012) . 
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 Figure 5 - Schematic representation of the 3C-carbon copy (5C) methodology 

(a) A conventional 3C is converted into a 5C library by annealing and ligating 5C oligonucleotides 

in a multiplex setting. 5C libraries are then amplified with universal primers and analyzed on a 

microarray or by quantitative sequencing. (b) 5C primer design. Forward 5C primers include half 

of the restriction site of choice and anneal to the sense strand of the 3′-end of restriction fragments. 

Forward primers have a common 5′-end tail with the T7 promoter sequence. Reverse 5C primers 

anneal to the antisense strand of the 3′-end of restriction fragments and including half of the 

restriction site of choice. Reverse primers show a common 3′-end tail containing the 

complementary T3 sequence (T3c). Reverse primers are also phosphorylated at the 5′-end. 5C 

forward and reverse primers anneal to the 3C ligation products in a head-to-head manner. Adapted 

from (Dostie et al., 2006). 

 

3.2 The Circular Chromosome Conformation Capture (4C) 

The Circular Chromosome Conformation Capture (4C) has been developed to analyze all 

the DNA fragments interacting with a selected region called viewpoint and it combines the 

3C technology with microarrays or next-generation sequencing (NGS) (Simonis et al., 

2006b; Splinter et al., 2011). 

In 4C a classical 3C library is digested a second time with a 4bp cutter restriction enzyme. 

The fragments obtained are ligated to form small DNA circles containing the 3C ligation 

junctions. Then, viewpoint-specific primers are used in a PCR reaction in order to 

specifically amplify all the fragments interacting with the chromosomal site of choice. The 



29 
 

PCR product is subsequently analyzed by microarrays or next-generation sequencing 

(NGS). The viewpoint-specific primer (the “reading primer”) is designed to hybridize near 

the primary restriction site of interest, while the reverse primer anneals to the secondary 

restriction site closer to the viewpoint (Figure 6) (Simonis et al., 2006b; Simonis et al., 

2007).  

The theoretical resolution of a 4C depends on the cut frequency of the first restriction 

enzyme.  The classical 4C strategies are based on enzymes recognizing a 6-nucleotide (nt) 

sequence, cutting in average once every few kilobases. However, the fragments obtained 

this way are larger than the average regulatory sequences, which are usually several 

hundred base pairs long. For this reason more recent 4C strategies use 4bp cutters that cut 

in average every ca. 250 bp, thus in principle allowing the detection of contacts between a 

gene and its regulatory sequences (Lower et al., 2009). 

The 4C technology represents the principal method to investigate the DNA contact profile 

of individual genomic sites with larger regions elsewhere on the chromosome (cis-

interactions) or on different chromosomes (trans-interactions).  So far, the 4C technology 

has been applied in different studies, for example  to study the DNA interaction of the 

active α-globin and β-globin loci (Schoenfelder et al., 2010b) or to define the topology of 

the inactive and active X chromosome (Wutz et al., 2002). 
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Figure 6 - Schematic overview of the 4C strategy 

A 3C library is digested with a second restriction enzyme. The obtained fragments are religated to 

form small DNA circles that are amplified by inverse PCR using bait-specific primers facing 

outward. Black vertical lines represent first ligation junctions, while gray vertical lines represent 

secondary ligation Junctions. Adapted from (Simonis et al., 2007).  

 

4. THE HIERARCHICAL ORGANIZATION OF THE GENOME 

To fully understand how the genome works, it is important to investigate not only the 

information encoded in its sequence, but also the way this is physically and structurally 

organized within chromosomes. Assays showing the preferential sensitivity of active genes 

to DNase I first demonstrated the importance of spatial organization for the regulation of 

gene expression (Weintraub and Groudine, 1976). 

Over the last century, increasing interest on this topic has been triggered by the observation 

that mutual positioning of genes and regulatory sequences in the nucleus might contribute 

to transcriptional control. In this regard detailed studies using various improved imaging 

techniques in individual cells and probing the folding of chromosomes across cell 

populations with 3C-based technologies have investigated chromosome organization at 

increasing resolution and details, revealing that chromatin is non-randomly organized in 

eukaryotic nuclei (Miele and Dekker, 2008; Misteli, 2007). Notably, it has been shown that 
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although general principles regulating chromosome folding apply to all cells, the spatial 

organization of the genome varies among cells so that individual nuclei display a distinct 

set of interactions (Croft et al., 1999; Orlova et al., 2012; Parada et al., 2003; Strickfaden et 

al., 2010). 

4.1 Chromosome territories, “A” - “B” compartments and TADS 

Chromosome painting and genome-wide Hi-C analyses demonstrated that within the 

nucleus of interphase cells  individual  chromosomes occupy distinct chromosome 

territories (Figure 7a) (Lichter et al., 1988; Lieberman-Aiden et al., 2009; Pinkel et al., 

1988; Zhang et al., 2012). Chromosome territories can intermingle in some areas allowing 

physical contacts and possibly functional interactions between loci located on different 

chromosomes (Branco and Pombo, 2006; Misteli, 2007). However, loci located on the 

same chromosome are more likely to interact with each other than two loci located on 

different chromosomes (Lieberman-Aiden et al., 2009; Zhang et al., 2012). Furthermore, 

chromosome of similar size and gene density interact far more frequently in the nuclear 

space: short and gene dense chromosomes tend to localize near the center of the nucleus, 

while transcriptionally inactive, long chromosomes tend to associate to each other at the 

nuclear periphery (Croft et al., 1999; Guelen et al., 2008; Zhang et al., 2012). 

Euchromatic gene-rich areas and heterochromatic gene-poor chromosomal regions 

belonging to the same chromosome are spatially separated in different sub-nuclear regions 

(Fraser and Bickmore, 2007; Misteli, 2007; Naumova and Dekker, 2010). Hi-C data 

revealed that the somatic cell genome is divided into region of open and closed chromatin 

named A and B compartment, respectively (Figure 7b) (Lieberman-Aiden et al., 2009; 

Zhang et al., 2012). The A compartment contains gene-rich, transcriptionally active and 

DNase I hypersensitive regions, while loci found in B compartments are relatively gene 

poor, transcriptionally silent and less sensitive to DNase I (Lieberman-Aiden et al., 2009; 

Zhang et al., 2012). These observations suggest a general trend in which loci with similar 
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genomic content and chromatin status tend to be proximal to each other and keep their 

distance from loci with different status. 

Recent studies based on high-resolution Hi-C and 5C demonstrated that, within larger A 

and B compartments, human, mouse and Drosophila chromosomes are segmented into Mb-

sized topological domains or topological associating domains (TADs) (Figure 7c) (Dixon 

et al., 2012; Nora et al., 2012; Sexton et al., 2012). TADs span >90% of mammalian 

genomes, are smaller than A/B compartments (their median size being 800Kb) and are 

characterized by genomic fragments with a higher tendency to interact with each other than 

with loci located in adjacent domains (Dixon et al., 2012). In contrast to A and B 

compartments that are related to cell-type-specific gene expression, gross domain 

organization appears stable across different cell types and conserved in evolution. 

However, regions within each domain may be dynamic and probably represent the context 

in which cell-type-specific regulatory events (Figure 7e) (such as enhancer-promoter 

interactions) take place (Dixon et al., 2012; Nora et al., 2012). Within TADs, at a sub-Mb 

scale, two elements represent additional features of the genome: smaller sub-domains 

termed sub-TADS, and intra-chromosomal ‘looping’ interactions (Figure 7d) (Jin et al., 

2013; Phillips-Cremins et al., 2013; Sanyal et al., 2012; Zhang et al., 2013b). Although the 

majority of these interactions occur within TADs, less common inter-TAD loops have also 

been identified (Jin et al., 2013). 

TADs are separated by genetically defined boundary elements. Nora et al. (2012) 

demonstrated that deleting a boundary region between two TADs in the X-Chromosome 

inactivation center led to partial fusion of the two flanking TADs (Nora et al., 2012).  

Mechanisms establishing TADs are still not clear. However, genome-wide analysis of 

boundary regions indicated that these spatial modules are statistically enriched in peculiar 

features such as TSS, and binding sites for the CTCF protein (Phillips and Corces, 2009). 

However, CTCF also frequently binds sites within TADs suggesting that CTCF binding is 

not sufficient to create a boundary (Dixon et al., 2012; Nora et al., 2012). Indeed, the 
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integration of high-resolution 5C maps with genome-wide maps of protein occupancy 

revealed that the 80% of looping interactions in ES cells were mediated by a combination 

of CTCF, Mediator and cohesin (Phillips-Cremins et al., 2013). These and other studies 

predict that long-range interactions (From 500 kb to 1 Mb) are anchored by 

CTCF/Cohesin, while within and between sub-TADs (at a length scale < 300 kb), Mediator 

and cohesin control short-range looping interactions between enhancers and promoters 

(Apostolou et al., 2013; Kagey et al., 2010; Phillips-Cremins et al., 2013; Zhang et al., 

2013a). Recently, enrichment of clusters of pluripotent transcription factors in very long 

range interactions (>5 Mb) have been discovered by Hi-C analysis in ES cells (de Wit et 

al., 2013). The absence of cohesin enrichment in these analyses suggested that TFs may 

assist chromatin interaction between TADs independently from architectural proteins. 

Thus far, TADs or TAD-like structures have not been described in bacteria, yeast or plants 

(Duan et al., 2010; Moissiard et al., 2012; Umbarger et al., 2011). 

 

 

Figure 7 - The hierarchical organization of the genome 

(a) Chromosome Territories. (b) A and B compartments are contained inside chromosome 

territories. (c) TADs within compartments. (d) TADs contain sub-TADs. (e) Intrachromosomal 

looping interactions take place within and between sub-TADs and TADs. Heatmaps show 

chromatin interaction data. The signal ranges from lowest (white) to highest (dark red). Adapted 

from (Phillips-Cremins, 2014). 
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4.2 The role of Mb-sized domains in gene expression 

Each domain contains an average of tens of genes and hundreds of enhancers, and most 

specific long-range interactions between these regulatory elements are found between the 

boundaries of TADs, as showed by recent Hi-C experiments (Shen et al., 2012). This 

observation suggests that TADs probably regulate gene expression providing a locally 

constrained volume in which looping interactions between genes and regulatory elements 

occur. Consistent with this hypothesis, the Shh enhancer previously discussed is located 

1Mb away from the Shh gene, but nevertheless it is contained within the same TAD (Sagai 

et al., 2005). It has been proposed that TADs may function to restrict promoters to their 

current or future regulatory landscapes thus limiting gene access to a certain set of distal 

regulatory elements. Consistent with this idea is the organization of the mouse HoxD 

cluster which is located at the boundary between two TADs in ES cells. The HoxD genes 

seem to switch their intra-chromosomal contacts from one domain to the other one during 

the process of early and late limb patterning (Andrey et al., 2013). It is possible that 

constraining promoters to a small number of regulatory elements leads to the co-regulation 

of genes located in the same TAD at specific times during development. Indeed, studies on 

the X-chromosome inactivation center revealed that, during cell differentiation, genes 

located in the same TAD tend to be coordinately expressed, possibly because they have 

access to the same set of regulatory elements (Nora et al., 2012). However, there are many 

cases across the genome in which co-regulated genes are not delimited by TADs, leaving 

the role of these spatial modules an open question. 

4.3 Organization of intra-chromosomal looping interactions at the sub-MB scale 

While gross TADs structure appears invariant across different cell types and conserved 

across evolution, the internal organization within each domain appears to be highly 

dynamic (Dixon et al., 2012; Nora et al., 2012).  For example it has been shown that 

chromatin is widely reorganized at the sub-Mb scale during the differentiation of ES cells 
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in NPCs (Phillips-Cremins et al., 2013). Similar changes in chromatin architecture have 

been observed also during reprogramming: enhancer-promoter interactions of pluripotent 

genes identified in ES cells are lost in MEFs and eventually re-acquired upon full 

reprogramming to induced pluripotent stem (iPS) cells (Apostolou et al., 2013; Denholtz et 

al., 2013; Wei et al., 2013; Zhang et al., 2013a). 

Chromatin architecture plays an essential role for gene expression as demonstrated in ES 

cells where the disruption of enhancer-promoter looping interactions brings to a consistent 

deregulation of the pluripotent genes Oct4 and Nanog (Apostolou et al., 2013; Levasseur et 

al., 2008; Zhang et al., 2013a). It is still unknown if enhancer looping is the cause or an 

effect of transcription. Recently Hi-C studies in IMR90 fibroblasts stimulated with TNF-

alpha (TNF) showed that looping interactions between TNFresponsive enhancers and 

promoters exist prior to activation (Jin et al., 2013). However, the temporal resolution of 

this experiment was limited as it included just one time point (1h) at which many TNF-

induced signaling events (e.g. NF-kB activation) have already been switched off and many 

genes undergone post-induction repression. Similarly, Noonan and colleagues reported that 

subset of intra-chromosomal contacts located around selected lineage-specific genes in the 

developing limb bud were already present in ES cells (DeMare et al., 2013). These 

observations lead to think that a subset of chromatin contacts is already established prior to 

transcriptional activation and allows rapid gene activation in response to external signals. 
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5. AIMS OF THE WORK 

Although most genomic regulatory elements control transcription of neighboring genes in 

cis-, rules of enhancer-promoter communication and mechanisms enabling gene control by 

distal enhancers are still largely undefined (Williams et al., 2010). 

The main mechanism by which regulatory elements communicate with their cognate target 

genes is through chromatin looping, which brings into close spatial proximity elements that 

are widely spaced in the linear genome (Bulger and Groudine, 2011; de Laat et al., 2008; 

Deng et al., 2014). Looping events show three main characteristics. They are mostly 

invariant in global organization but many of the them are cell type specific; they are not 

exclusive  (namely, genes can interact with multiple distal elements and vice versa) and 

they frequently occur within TADs while inter domain interactions are less frequent (Shen 

et al., 2012).  

TADs are spatial models in which the genomic DNA of metazoans is organized. Domain 

organization appears stable across different cell types and conserved across evolution, but 

regions within each domain that take part in cell-type-specific regulation may undergo 

dynamic interaction events (Dixon et al., 2012; Nora et al., 2012; Sexton et al., 2012).  

In this context, the impact of perturbations on looping interactions remains only very 

partially characterized. 

Therefore we set out to exploit 4C and 5C techniques to investigate the principles of 3D 

organization of the macrophage genome in basal conditions and after activation. We also 

aimed at dissecting the specific role of the macrophage master regulator PU.1 in the 3D 

organization of genomic loci containing inducible genes. 

Specifically, we first determined the macrophage genomic organization at a selected locus 

using 5C. Then, we employed high-resolution 4C to characterize the impact of 

inflammatory stimuli on looping interactions of selected inducible genes and to investigate 

the cell-type specificity of chromatin contacts in the macrophage genome, also defining the 

effect of reduced levels of  PU.1 on 3D organization.  
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We chose macrophages as model system for several reasons: (1) macrophages have been 

extensively characterized by previous studies; (2) the master regulators of macrophage 

identity are known; (3) they constitute a dynamic system where massive transcriptional and 

epigenomic changes can be induced by external stimuli. For example, we can mimic the 

innate immune response to bacteria in vitro stimulating macrophages with LPS. 

I found that macrophage activation doesn’t have any major impact on the global chromatin 

interaction landscape of a selected locus, but it affects the looping between genes and 

regulatory elements at only a subset of inducible genes. Furthermore the general topology 

of the explored loci in macrophages was not affected by the depletion of the master 

regulator PU.1.  
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MATERIALS AND METHODS 

1. CELL GROWTH CONDITIONS 

Bone marrow cells were isolated from C57B6/Jhsd mice and plated in 10 cm dishes for 6 

days in 10 ml of BM-medium (Dulbecco's Modified Eagle's Medium (DMEM) 

supplemented with 20% low-endotoxin fetal bovine serum (FBS), 30% L929 conditioned 

medium, 1% glutamine, 1% penicillin-streptomicin, 0.5% sodium pyruvate and 0.1% β-

mercaptoethanol.). The cells were cultured for 6 days before harvesting and for 5 days 

when used for infection. Stimulations were carried out at day 6 with LPS from E.Coli 

serotype EH100 (Alexis) at 10ng/ml. 

E14 ES cells were grown in Glasgow Minimum Essential Medium (GMEM) supplemented 

with 20% FBS, 1:1000 β-mercaptoethanol, 1% glutamine, 1% penicillin-streptomicin, 1% 

non-essential amino acids, 1% sodium pyruvate and 0.3% leukaemia inhibitory factor 

(LIF). 

NHI-3T3 mouse embryonic fibroblasts were cultured in DMEM supplemented with 10% 

FBS, 1% penicillin-streptomicin and 1% glutamine. 

2. LPS TREATMENT 

Each treatment has been performed adding 10ng/ml of LPS from E. coli, Serotype EH100 

(Life Sciences) directly into the cell culture media. The efficacy of the treatment was 

assessed amplifying known LPS inducible genes by qPCR. 

3. FORMALDEHYDE CROSSLINKING 

BMDM were fixed at RT for 10’ adding formaldehyde from a 36.5% HCHO stock 

(SIGMA F8775) directly to the culture medium to a final concentration of 1% or 2% (As 

required for the experiment). Crosslinking was stopped by addition of Tris-HCl pH 7.6 

(125mM as final concentration). Cells were collected with a cell scraper, pelleted and 

stored at -80°C. 
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E14 ES cells and NIH-3T3 cells were first trypsinized, resuspended in 45 mL of respective 

growth medium and then the crosslinking was performed as described above. 

4. PROTEIN EXTRACTION AND WESTERN BLOT 

Cells were harvested using scrapers and collected by one centrifugation at 2000 RPM for 

5minutes at 4°C. Whole cell lysate was obtained with a lysis buffer “Buffer 1”(250mM 

NaCl,  NP40 0,2%, Tris-HCl pH8 50mM, EDTA 0,5mM and EGTA 0,5mM) and 

centrifuged at 13000 RPM for 5 minutes at 4°C. Protease and phosphatase inhibitor were 

added to lysis buffers.    

The proteins obtained were separated according to their molecular weight by 

electrophoresis in a polyacrylamide gel and transferred into a Protran nitrocellulose filter 

of 0.45 microns. After the blocking of the non specific sites by incubation in TBST buffer 

(20mM Tris-HCl pH7.5, 500mM NaCl, 0.1% Tween-20) supplemented with 5% milk, the 

filter were subjected to hybridization with specific antibodies. 

 

Antibodies used:  

Anti PU.1: home made 

5. RNA AND cDNA PREPARATION  

RNA was extracted using  the  RNeasy  Mini  Kit  (Qiagen) according to manufacturer 

instruction.  0.5  ug  of  total  RNA  was  used  for cDNA  synthesis  (using  the  ImProm-II  

Reverse  Transcriptase,  Promega). RNA was quantified by ND-1000 spectrophotometer 

(NanoDrop Technologies) and its quality was assessed by measuring A260/A280 and 

A260/A230ratios. 

Complementary DNA (cDNA) was obtained by reverse transcription with the following  

protocol: RNA was denatured at 65°C for 10min and immediately placed on ice; 0.5μg of 

denatured RNA were mixed with 1μl 10x Reaction buffer, 2.5μM random primers, 0.5mM 

dNTP and 0.5μl M-MuLV (Fynnzymes) reverse transcriptase, in a total volume of 10μl. 
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Enzymatic reactions were performed in a PCR machine: 10 min 25°C (annealing), 60 min 

42°C (elongation) and 5 min 75°C (enzyme inactivation). Samples were then diluted in 

double-distilled water (ddH2O) to a final volume of 100μl. 

 5µl  of the  obtained  cDNA  was  generally  used  as  template  for  qPCR  expression  

analyses. Quantification was performed on Nanodrop. 

6. QUANTITATIVE RT-PCR (qPCR) 

Real time PCR was performed using the SYBR Green detection system on 7500 Applied 

Biosystem machine. Briefly, 10μl of SYBR Green Master Mix (2X) (Applied biosystems) 

were mixed with 0.1μM gene-specific primers, 5μl of cDNA and ddH2O to a final volume 

of 20μl. Accumulation of fluorescent products was monitored for 40 PCR cycles. Each 

PCR reaction generated only one specific amplicon, as revealed by the melting temperature 

profile of final products (dissociation curve). QPCR detection system was updated with the 

Fast SYBR Green Master Mix during the course of the presented work and the PCR cycle 

settings adjusted following manufacturer instruction. Error bars in QPCR graphs represent 

standard deviation of three biological independent replicates unless otherwise stated. 

Type of 

analysis 

Type of 

primer 

Forward Reverse 

qPCR 

Pu.1 ATGCACGTCCTCGATACTCC GCTGGGGACAAGGTTTGATA 
CD68 TCCCCACCTGTCTCTCTCAT TTGCATTTCCACAGCAGAAG 
Emr1 GAGTGCACCCAAGATCCATT TGGCATTGCTGTATCTGCTC 
Lyz2 GAATGGAATGGCTGGCTACT CACTGCAATTGATCCCACAG 

Table 1 – qPCR primers 

7. RETROVIRAL INFECTIONS 

Recombinant retroviruses were produced by transient transfection of ecotropic Phoenix 

cells. In brief, Phoenix cells were trypsinized and plated at 1x106 cells/10-cm plate 48h 

before transfection. Calcium phosphate were performed with 10ug of the retroviral plasmid 

of interest. The medium of Phoenix cells was replaced with 10ml of medium with 

chloroquine. Plasmid DNA was added to 5ul of pCL-Eco packaging vector, 61ul of 2M 
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CaCl2 and water up to 500ul. Then 500ul of HEPES Buffer2x were dripped into the mix. 

The mixture was dispensed on the phoenix cells by dripping. After 16h of incubation, the 

medium was replaced with 5ml of target cells medium. After 24h, NIH-3T3 were subjected 

for two days to four cycles of infection (2 cycles per day) with the supernatant of Phoenix 

cells supplemented with Polybrene (8ug/ml). NIH-3T3 cell were subsequently kept under 

selection for three days (Puromycin 1.5ug/ml). Target gene expression was validated by 

Western Blot, ChIP and qPCR. 

Plasmids: 

The MSCV (Murine Stem Cell Virus) is vector optimized for introducing and expressing 

target genes in different cell lines.  

Pu.1 coding sequence : 

ATGTTACAGGCGTGCAAAATGGAAGGGTTTTCCCTCACCGCCCCTCCATCGGATGACTTGGTTACTTACG 

ATTCAGAGCTATACCAACGTCCAATGCATGACTACTACTCCTTCGTGGGCAGCGATGGAGAAAGCCATAG 

CGATCACTACTGGGATTTCTCCGCACACCATGTCCACAACAACGAGTTTGAGAACTTCCCTGAGAACCAC 

TTCACAGAGCTGCAGAGTGTGCAGCCCCCGCAGCTACAGCAGCTCTATCGCCACATGGAGCTGGAACAGA 

TGCACGTCCTCGATACTCCCATGGTGCCACCCCACACCGGCCTCAGTCACCAGGTTTCCTACATGCCCCG 

GATGTGCTTCCCTTATCAAACCTTGTCCCCAGCCCACCAGCAGAGCTCAGATGAGGAGGAGGGTGAGAGG 

CAGAGCCCTCCCCTGGAGGTGTCTGATGGAGAAGCTGATGGCTTGGAGCCTGGGCCAGGTCTTCTGCACG 

GGGAGACAGGCAGCAAGAAAAAGATTCGCCTGTACCAGTTCCTGCTGGACCTGCTGCGCAGCGGCGACAT 

GAAGGACAGCATCTGGTGGGTGGACAAGGACAAAGGTACCTTCCAGTTCTCGTCCAAGCACAAGGAGGCG 

CTGGCGCACCGCTGGGGCATCCAGAAGGGCAACCGCAAGAAGATGACCTACCAGAAGATGGCGCGCGCGC 

TGCGCAACTACGGCAAGACAGGCGAGGTGAAGAAAGTCAAGAAGAAGCTCACCTACCAGTTCAGCGGCGA 

GGTGCTGGGCCGTGGGGGCCTGGCCGAGCGGCGCCTCCCGCCCCACTGA 

8. LENTIVIRAL INFECTIONS 

Recombinant lentiviruses were produced by transient transfection of 50% confluent 293T 

cells cultured in 10ml of cell growth media (DMEM, 10% FBS south American, 1% 

penicillin-streptomycin, 1% glutamine). Calcium phosphate were performed as described 
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above, but with 8ug of the lentiviral plasmid of interest together with 6ug of psPAX8 

plasmid and 3ug of pMD2 plasmid. After 6h of incubation, the medium was replaced with 

5ml of target cells medium. 24h later, mouse macrophages were infected with the lentiviral 

vectors pLKO.1ShPu.1 or pLKO.1ShLuciferase.  Cells underwent two cycles of infection 

over two days starting 5 days after plating and were collected at day 9, 48h post selection 

with 4ug/ml puromycin. Target gene knockdown was validated by Western Blot, qPCR 

and ChIP. 

Plasmids: 

pLKO is a lentiviral vector that directs the expression of short-hairpin RNA (shRNA) 

sequences. When packaged into a retrovirus, it allows for stable knock-down of target 

genes through RNA-interefrence. 

Sh sequence for Pu.1: GAGCTATACCAACGTCCAATG 

9. CHROMATIN IMMUNOPRECIPITATION (ChIP) 

For ChIP experiments fixation with formaldehyde (2% as final concentration) and 

sonication were performed as previously described (Ghisletti et al., 2010). ChIP lysates 

were generated from 1 x 107 cells and using 10ug of the antibody for PU.1 (Santa Cruz sc-

352). The antibody was prebound overnight to 100ml of G protein-coupled para-magnetic 

beads (Dynabeads) in PBS/BSA 0.5%. Beads were added to lysates and incubated 

overnight. Beads were then washed six times in this buffer: 50 mM HEPES [pH 7.6], 500 

mM LiCl, 1 mM EDTA, 1% NP-40, and 0.7% Na-deoxycholate and once in TE containing 

50 mM NaCl. DNA was eluted in TE containing 2% SDS and crosslinks reversed by 

incubation overnight at 65 C. DNA purification were performed using Qiaquick columns 

(QIAGEN) and quantified with PicoGreen (Invitrogen). ChIP validation by qPCR has been 

done using purified DNA for amplification on an Applied  Biosystems  7500  Fast  Real-

time  PCR  system  (SYBR  Green,  Applied Biosystems). Primers used for ChIP-qPCR are 

in reported in Table 2. 
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Type of 

analysis 

Type of 

primer 

Forward Reverse 

 

 

 

ChIP-qPCR 

PU.1 Positive 

control 1 

GCCTCAATGTATGGGCTTCT CCCTTTCCCTTAGGAACCAC 

PU.1 Positive 

control 2 

GGAAGTGAGAAAGCCAAGCA AACCCATGGTGGTCCAGATA 

PU.1 Positive 

control 3 

GGCGTTGGTAAAGACAGCAT GCTGGAGGCCTCTGTGTAAC 

PU.1 Positive 

control 4 

AGGTCCTAATGGGGTTTTGG TGCCCTGAACTTTGATGTG 

PU.1 Positive 

control 5 
  

PU.1 Negative 

control 1 

TTTTCCAGGCAAAGCAGATT ATGTATGGGCACAAGCACAA 

PU.1 Negative 

control 2 

GCAGTAAAAGGTCGCCAGTC AAGCACAGCCTCGTTCTCTC 

PU.1 Negative 

control 3 

CCCCAGCCAACATGAGTTAC TCAGGGGAAGCAACAGATCG 

 

Table 2 – ChIP-qPCR primers 

List of primers used in this work. Type of analysis for which each primer couple has been used is 

indicated  (top  left  column).  PU.1  positive  control  primers  have  been  designed  on PU.1-rich  

regions  according  to  published  dataset  (GEO  accession  n.  GSM594586). PU.1 negative 

control primers  have  been  designed on PU.1-poor  regions,  around  the  TSS of Neg2, Hoxa7 and 

Hoxa11  respectively. 

9.1 ChIP-seq data analysis  

After quality filtering, 51 nt long single-end reads were aligned onto the mm9 release of 

the murine genome using Bowtie v0.12.7 (Langmead et al., 2009). Only unique alignments 

were retained, allowing up to two mismatches compared to the reference genome. Peak 

calling was performed using MACS v1.4 (Zhang et al., 2008). Cell type specific inputs 

were used as controls. In order to visualize the raw profiles on the Genome Browser 

(Meyer et al., 2013), wiggle files were generated with MACS v1.4 and converted to 

bigWig. 

bigWig files of H3K4me1 and H3K27ac datasets in mESC were downloaded from GEO 

(Barrett et al., 2013) (GSM1003750 and GSM1000126 records respectively). 

10. CARBON-COPY CHROMOSOME CONFORMATION CAPTURE (5C) 

10.1 Preparation of 5C templates 

5C was performed on mouse macrophages following a previously described protocol 

(Dostie and Dekker, 2007) with modifications. In brief, 3C templates were obtained 

crosslinking cells with 1% formaldehyde for 10 min at room temperature. 1x10
7
  cells were 
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lysed in 500 µl of lysis buffer (10 mM Tris-HCl [pH8.0]; 10 mM NaCl; 0.2% NP-40, 1× 

protease inhibitor) for 15 min on ice and disrupted with 15 strokes of p1000 pipette. After 

centrifugation, nuclei were resuspended in 500 µl of digestion buffer and pierced adding 

SDS (0.1% as final concentration) for 10 min at 65°C. SDS was then quenched with 

Triton-X100 (1% as final concentration). DNA was then digested by the 6bp cutter HindIII 

(800U) at 37°C O.N. After inactivation by 1.6% SDS at 65°C for 20 min, samples were 

diluted in 7.5 ml of 1× ligation buffer and 3000 U (NEB Units) of T4 ligase and incubated 

at 16°C for 4 hr. Ligated chromatin was digested by proteinase K O.N. to remove cross-

links and purified by phenol-chloroform extraction. Finally, DNA was ethanol precipitated. 

3 femtomoles of 5C primers were annealed to the junctions of the 3C material O.N. at 

48°C, joined with 10U of NAD-dependent ligase for 1h, and then amplified by PCR for 25 

cycles using T3 and T7 universal primers, thus generating a quantitative “carbon copy” of 

a part of the initial 3C library, which has been subsequently analyzed by high-throughput 

DNA sequencing (30 million-100bp paired-end reads on an Illumina Hi-seq 2000 

platform).  

10.2 Region of interest and primers design 

The 5C experiment was designed to interrogate looping interactions between HindIII 

fragments containing transcription start sites (TSSs) and any other HindIII restriction 

fragment  (distal fragments) in the selected region of interest ~5Mb interval (80,141,160-

85,160,410 on mouse chr 11).  

Forward and reverse 5C primers were designed with an anchored scheme using the my5C 

software (http://3dg.umassmed.edu/my5Cprimers/5C.php). Multiplex 5C libraries were 

produced by mixing 171 reverse primers annealing to the TSS of all genes in the locus of 

interest (ca. 3 restriction fragments per TSS), 581 forward primers annealing to all other 

restriction fragments and 21 reverse primers together with 20 forward primers 
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corresponding to random restriction fragments on a gene desert region (Chr 14). This 

design allows simultaneously measuring up to 99,351 possible contacts.  

10.3 5C data analysis 

After quality filtering, 101 nt long paired-end reads were trimmed (4 bases at the 5’ and 50 

bases at the 3’) using the fastx_trimmer tool (which is part of the FASTX-Toolkit, 

http://hannonlab.cshl.edu/fastx_toolkit/). Novoalign (http://novocraft.com) was user to 

align the trimmed reads to the primer pool. Considering all the possible forward-reverse 

pairs, pair-wise interactions were summarized as a matrix using a custom C++ script. 

Considering a first pilot untreated sample, the distributions of counts for the forward and 

reverse primers showed that a small fraction of primers accounted for a major fraction of 

the reads. Primers showing total counts in the top 10 and 20 percent (for the forward and 

the reverse, respectively) were then excluded from the primers’ pool in the next 

experiments. 

The HiTC R package (Servant et al., 2012) was then used for further analyses and plotting. 

Data normalization was performed, through two steps: 1) cis counts on chr11 were linearly 

scaled to 1e7 reads; 2) linear multiple regression of the cis counts on the chr11 over the 

average trans counts (chr11-chr14) of the forward and reverse primers’ for each interacting 

pair was performed in order to obtain trans-corrected measurements. More in details, the 

log2 of the cis counts was fitted in function of the sum of the log2 of the forward and 

reverse average trans counts. After regression, each cis count was replaced by the 

corresponding residual, which was then transformed from log to linear. lm R function was 

used to perform linear regression. 

Binned matrices were obtained using the binningC function of the HiTC package, using a 

50 kbps bin and setting bnorm=T and method=median. Global correlations among samples 

were performed using normalized, binned cis data on chr11. Pair-wise Spearman’s rank 

http://hannonlab.cshl.edu/fastx_toolkit/
http://novocraft.com/
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correlations coefficients were calculated with the function cor of R and plot using the 

package corrplot. 

11. HIGH RESOLUTION CIRCULAR CHROMOSOME CONFORMATION 

CAPTURE (HiRes-4C) 

11.1 Preparation of 4C templates  

4C templates were prepared as previously described (Splinter et al., 2012). Briefly, from 

cells suspensions chromatin was cross-linked with 2% formaldehyde for 10 min at room 

temperature. 1x10
7
 cells were lysed in 500 µl of lysis buffer (50 mM Tris-HCl [pH7.5], 

150 mM NaCl, 5mM EDTA, 0.5% NP-40, 1% TX-100, 1× protease inhibitor) for 15 min 

on ice and disrupted with 15 strokes of p1000 pipette. After centrifugation, nuclei were 

resuspended in 500 µl of digestion buffer and pierced adding SDS (0.3% as final 

concentration) for 10 min at 65°C. SDS was then quenched with Triton-X100 (1% as final 

concentration). DNA was then digested O.N by the 4bp cutter DpnII (800U) at 37°C. After 

inactivation by 1.6% SDS at 65°C for 20 min, samples were diluted in 7.5 ml of 1× 

ligation buffer and 3000 U (NEB Units) of T4 ligase and incubated at 16°C O.N. Ligated 

chromatin was digested by proteinase K O.N. to remove cross-links and purified by 

phenol-chloroform extraction. Finally, DNA was ethanol precipitated. 

The second digestion was performed with 50 units of Csp61 (another 4-bp cutter enzyme 

recognizing a different sequence than the primary enzyme) and followed again by 

intramolecular ligation at 16°C O.N. in 14ml of  1x ligation buffer and 6000 U (NEB 

Units) of T4 ligase. After DNA purification, 200 ng of the obtained 4C template were used 

to perform 8 individual PCR reactions, which were then pooled together and purified for 

HT sequencing. The PCR products were purified first with the High Pure PCR Product 

Purification Kit (Roche cat. no. 11732676001) and then with the QIAquick PCR 

Purification Kit ( QIAGEN cat. no. 28104). The first kit allows the separation of PCR 

products larger than 120bp from the adaptor-containing primers (which are respectively 

~75 nt and ~40 nt long). The second kit increase the purity of PCR products. 
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11.2 4C primer design  

Adaptor sequences necessary for Illumina single-read sequencing (Hi-seq 2000) were 

added to 4C primer pairs as additional 5′ overhangs. Final sequencing reads were 

composed of the 4C primer sequence (20 nt for each viewpoint) followed by 16 

nucleotides that identify a captured sequence. The reading primer hybridizes to (and ends 

at) the 3′ side of the first cutting site. The 18-27bp long  nonreading primers  were 

designed 120 bp far from the secondary restriction site. In this way only primary ligation 

events are analyzed and most captured sequences can be identified unambiguously. 

Primers used for PCR are in reported in Table 3. 
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Jun 
FW AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTCAGACAGC

TGGAAAGTGATC 

  RV CAAGCAGAAGACGGCATACGAGGCAAAATATCTTAAGGCTTC 

Nfkbia 
FW AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTCTTGGGTT

TTCAAAAAGATC 

  RV CAAGCAGAAGACGGCATACGATCTAGTTTAACCGGCAAAAG 

Ccl5 
FW AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTTTCAGGCC

CCTCTTAGGATC 

  RV CAAGCAGAAGACGGCATACGATGCAACACAAGAGCAACTAC 

Cxcl10 
FW AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTACGCCAAA

TTTAGCCAGATC 

  RV CAAGCAGAAGACGGCATACGACAAGGCCATTTAATTAACGA 

Il12b 
FW AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTCTTGCTTTC

ACCCAGGGATC 

  RV CAAGCAGAAGACGGCATACGACTAAAGGCCATCACAGGTAG 

Nos2 
FW ATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTGACAAGGAA

GGCCCAGGATC 

  RV CAAGCAGAAGACGGCATACGATGGGGTCACTAATACAGGAG 

Il12a 
FW AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTACGACAGG

TTCCCTATGATC 

  RV CAAGCAGAAGACGGCATACGACCCTACTTTGCTCTTGAGAA 

P2ry2 
FW AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTCTTTTGGA

GATGGTTGGATC 

  RV CAAGCAGAAGACGGCATACGATGAGAGCGTATTCTCCAGAT 

Tcfec 
FW AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTATAACCAA

GAATAATTGATC 

  RV CAAGCAGAAGACGGCATACGATTAGCATGTGTTCTTTTCCC 

Csf2 
FW AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCTAGCTATAG

TGTCACCTGATC 

  RV CAAGCAGAAGACGGCATACGACAGCCAGAAGTCTCTCCTTA 

 

Table 3 – 4C primers 

List of primers used to amplify 4C templates. The reading primer hybridizes to the TSS of the 

gene. 

11.3 4C data analysis  

Sequencing was performed on Illumina Hi-seq 2000 platform. The mouse mm9 genome 

was used as the reference genome for mapping 4C sequence captures. 

Data from single viewpoints was de-multiplexed using fastq-multx from the ea-utils suite 

(https://code.google.com/p/ea-utils/). 

Low quality reads were then discarded and the 4cseqpipe (van de Werken et al., 2012), a 

recently published pipeline for 4C data analysis, was used to map the reads, compute 

statistics and calculate and plot the local interaction profile for each experiment. Nearcis 

https://code.google.com/p/ea-utils/
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plots were computed for windows of +/- 400 or +/- 250 kbps from the viewpoints using 

median as stat_type and 5,000 as trend_resolution. 

Before computing any correlation or cumulative plot, nearcis data was summarized in 2-

kbps bins (by summing up the signal of the fragments in each bin). Local partial 

correlations were computed separately on each side of the viewpoint, starting with the 10 

most proximal windows and iteratively adding one further window at a time. Spearman’s 

rank correlations coefficients were calculated with the cor.test function of R. 
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RESULTS 

1. 5C ANALYSIS OF A SELECTED GENOMIC REGION 

1.1 Macrophage genomic organization at the Ccl5 gene locus 

To investigate the global 3D organization of the macrophage genome in basal and 

stimulated conditions, we first determined the looping interactions between enhancers and 

gene promoters using the 5C technique, which allows a parallel analysis of interactions 

between many selected DNA fragments in a selected region of the genome (Dostie and 

Dekker, 2007). The genomic locus analyzed is a 5 Mbp region of chromosome 11 that 

surrounds the Ccl5 gene. We selected this locus for three main reasons. First, it includes 

several chemokine genes activated with distinct kinetics by inflammatory stimulation, such 

as Ccl3, Ccl4, Ccl5 and Ccl9. Second, it contains both several LPS-inducible genes, and 

genes unaffected by stimulation, including transcriptionally active and silent genes (Figure 

8a and b, which shows the nascent, chromatin-associated transcripts at the central region of 

this locus). Third, the Ccl5 gene, together with the chromatin signature at its surrounding 

region, was extensively characterized in our laboratory (De Santa et al., 2010; De Santa et 

al., 2009).  

Specifically, we analyzed the interactions between 171 TSS-containing restriction 

fragments (Reverse primers) and 581 distal restriction fragments (Forward primers) 

covering this locus (Figure 8a). Our design included 20 forward primers corresponding to 

random restriction fragments at a gene desert located on a different chromosome (Chr 14). 

Interaction frequencies measured between the locus of interest on chromosome 11 and the 

gene desert region on chromosome 14 allowed us to evaluate the level of non-specific 

trans-interactions between chromatin fragments not located in spatial proximity and 

unlikely to have any functional connection. 
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Figure 8 - Approach to identify looping interactions: 5C design 

(a) Distribution of 5C –Forward and 5C-Reverse HindIII restriction fragments across the 5Mb 

analyzed showing positions of RefSeq genes surrounding the Ccl5 gene. Reverse 5C primers were 

designed for HindIII fragments that contain a TSS (Red) and forward primers for all other “distal” 

HindIII fragments (Blue). (b) Representative region in the locus of interest showing chromatin 

associated RNA in untreated or LPS-induced mouse macrophages. 

 

The template 3C library used for 5C analysis was prepared according to the conventional 

3C protocol (Naumova et al., 2012). We assessed the quality of the 3C library by semi-

quantitative PCR with primer pairs against distant fragments in the region of interest and 
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designed to specifically amplify ligation junctions. The 3C library displays a single PCR 

product on agarose gel that increases at higher volumes and progressively disappears at 

greater dilutions indicating that unique contacts are present in the library and that their 

intensities increase with increasing library concentration (Figure 9a).  

The 5C approach quantifies head-to-head 3C ligation products by ligating pairs of 5C 

primers annealed on the junctions of the 3C library. Ligated 5C primers are then amplified 

with T3 and T7 universal primers and used for NGS or microarray detection. The 

efficiency of annealing of the 5C primers to the 3C ligation products and the efficiency of 

PCR amplification of ligated 5C primers varies for different 5C primer pools. For this 

reason, these two steps of the technique required a long and detailed troubleshooting. The 

annealing procedure was performed using different amounts of 5C primers in order to find 

the amount necessary to obtain a 5C library. A ‘no ligase’ control was included to assess 

the level of ligase-independent background. We also included a control in which 5C was 

performed in the absence of the 3C library to check for nonspecific ligation of 5C primers. 

Furthermore, a ‘no 5C primers’ control allowed us to verify the absence of T3 and T7 

primer dimers in the amplified samples. We found that 3 femtomoles of 5C primers were 

sufficient to obtain a 5C library. However, the appearance of the 5C library was 

accompanied by detectable levels of ligase-independent background noise and nonspecific 

ligation products in the control samples (Figure 9b). In order to solve this problem, we 

determined the minimum number of PCR cycles necessary to minimize amplification 

biases but sufficient to obtain a detectable amount of 5C libraries (Figure 9c).   

The long-range interaction map representing TSS–distal fragment interactions along and 

between the 5Mb surrounding the Ccl5 gene is shown in Figures 9d and e. 

Figure 9d displays the first 5C heatmap we generated. Columns represent reverse (RV) 

primers designed on all the TSSs contained in this locus, while rows represent forward 

(FW) primers annealing to the distal fragments. This initial map showed a high background 

noise with some RV primers making contact with all the FW primers and vice versa. We 
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also found some primers that did not generate any product (completely white lines and 

columns).  However, the expected diagonal representing cis interactions occurring between 

regions located in close proximity along the linear genome was detected for the control 

region on chromosome 14 (dotted lines, bottom right) and for a few segments in the region 

of interest on chromosome 11 (black arrows). 

In order to improve the quality of the map, we next split into deciles all the 5C primers for 

the number of detected contacts and eliminated the primers of the first upper deciles. Then, 

we  generated a new 5C library using the restricted set of 5C primers. 

The 5C map generated with this new pool of 5C primers (Figure 9e) was much cleaner 

than the previous one, with many fewer non-specific contacts, and showed the expected 

general features of spatial chromatin organization. As expected, we observed an inverse 

relationship between genomic distance and interaction frequency within the considered 

region. The number of chromatin contacts was higher for pairs of fragments closer in the 

linear genome. Our map also detected 5C signals outside of the diagonal and representing 

distant cis-interactions (black arrows). 

The comparison between 5C and HiC data obtained in our lab (data not published) showed 

an overall similarity in the global topological features of the region considered, albeit with 

obvious differences in resolution (Figure 9f). Despite the presence of blind spots in the 

map due to the anchored scheme used for the design of the 5C primer set, our map readily 

detected TADs (black boxes) in the locus of interest. 
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Figure 9 - 5C Setup 

(a) PCR products from a 3C library titration. The 3C library was titrated with a couple of primers 

recognizing distal restriction fragments in the region of interest. (b) 5C primers titration over a 

range of 1.5-25 femtomoles as final annealing concentration. (c) 5C library amplification. The 5C 

library was amplified over a range of cycle numbers to identify the cycle number allowing the loss 

of aspecific products. (d and e) 5C interactions maps before (d) and after (e) primers screening and 

elimination. Heatmaps show all interrogated TSS-distal fragments interactions in the 5Mb region 

surrounding the Ccl5 gene (Chr.11) and in the gene desert region on chromosome 14 (Dotted line). 

Fragments are visualized in their genomic order using a linear scaling to 10
7
 reads. The color of 

each square is a measure of the interaction frequency between FW and RV primers. The diagonal 

represents frequent cis interactions between regions located in close proximity along the linear 

genome. 5C signals away from the diagonal represent long-range looping interactions. (f) HiC and 

5C matrices with counts binned in 50kbp windows for visualization.   

 

1.2 5C shows a general conservation of chromatin contacts during the LPS response 

We next investigated how TSS–distal fragment interactions relate to gene expression 

dynamics during the LPS response. Activation of primary mouse macrophages by 

inflammatory stimuli leads to a robust, highly reproducible and kinetically complex gene 

expression program that includes primary response genes (usually peaking at 15-30 min 

after stimulation) and secondary response genes (whose transcription starts in most cases 

not earlier than 1h post-stimulation). 5C libraries were generated from mouse macrophages 

treated with bacterial endotoxin (lipopolysaccharide, LPS) from 0.5h to 4h. During this 

time window a large number of genes in the locus of interest were activated, albeit with 

distinct kinetics (Figure 8b). Heatmaps of raw 5C data showed an overall high similarity 

among all the time points at each individual locus, suggesting that region-specific primers 

amplified each region in a robust and consistent manner. The comparison of 5C interaction 

maps from untreated and LPS-treated cells revealed a general conservation of chromatin 

contacts during stimulation (Figure 10a). Spearman’s rank correlations calculated on the 

counts normalized by the number of primers in the bin was very similar among all the time 

points (in the range of 0.69-0.76 except for the LPS 30min which was slightly less 

correlated), suggesting that gene activation induced by external stimuli did not impact the 

global chromatin interaction landscape (Fig. 10b) and that most of the contacts between 

genes and distal cis-regulatory elements in this region are pre-formed. 
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Figure 10 - LPS treatment. 

Comparison of 5C data from untreated or LPS-stimulated mouse macrophages reveals general 

conservation of chromatin contacts during stimulation. (a) Left column shows raw 5C interaction 

maps with normalized counts (regression on the counts in trans). Right column shows 5C matrices 

with counts binned in 50kbp windows for visualization. Counts are normalized by the number of 

primers in the bin. (b) Spearman’s rank correlation excluding not available values (i.e. the white 

holes in the heatmaps). 

 

1.3 Local and dynamic chromatin rearrangements at selected loci upon LPS 

stimulation 

As discussed above, the 5C primers pool was designed using an anchored scheme, with all 

the RV primers designed on the TSS-containing restriction fragments. This allowed us to 

perform a more detailed analysis investigating the impact of LPS stimulation on the 

interaction pattern of a specific TSS with the surrounding genomic region. In particular, we 

initially focused our attention on the TSS of the Ccl5 gene, for which our design included 

three different 5C primers. We considered a genomic window of approximately 400Kb 

around each RV primer and we calculated the number of contacts (raw counts) with the 

FW primers in that region. We excluded from the analysis a + 10 Kb region from each RV 

primer. This 'blind spot' is motivated by the physical properties of the chromatin fiber, 

which determine an extremely high number of counts in the region adjacent to the 

viewpoint. As indicated by chromatin associated RNAs, LPS treatment led to the activation 

of Ccl5 with a comparatively slow kinetics. Gene induction started at 1 h post stimulation 

and reached the maximum peak at about 2h (Figure 11a). A TSS-centered analysis of cis-

interactions showed a decrease of chromatin interactions downstream the TSS (black 

arrows) with the intensity of signal loss correlating with the maximum peak of activation. 

Reciprocally, gene activation correlated with an increase in chromatin interactions 

upstream the TSS. This region contains several H3K4me1 peaks (Figure 11a) and 

undergoes inducible acetylation and transcription (De Santa et al. 2010), thus likely 

containing a cluster of enhancers (Figure 11a and b). The 5C data showed qualitatively 

similar data among the three RV primers used.  Taken together, these results indicate that 

after gene activation induced by external stimuli local dynamic rearrangements can be 
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detected in the interaction pattern of a specific TSS with its regulatory elements, albeit the 

global chromatin interaction landscape of the locus remains unaffected. Other genes in the 

same region, however, did not show a consistent and reproducible reconfiguration of 

chromatin contacts in response to LPS stimulation.  

 

Figure 11 - TSS-centered 5C analysis 

(a) A 400 Kb window around the TSS of the Ccl5 gene showing H3K4me1 and chromatin 

associated RNA in untreated or LPS-stimulated mouse macrophages. (b) 5C analysis targeted on 

three different RV primers annealing to the TSS-containing restriction fragments of the Ccl5 gene. 

Counts are normalized using the counts in trans. The orange window includes a region whose 

range is [-200Kb, -10Kb] from each RV primer, while the red one has a range of [+10Kb, + 

200Kb] from each RV primer. The black arrow indicates transcription direction. 
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2. 4C ANALYSIS CHARACTERIZATION OF 3D GENOMIC ORGANIZATION IN 

MACROPHAGES ACTIVATED BY LPS 

To further investigate if and how chromatin looping changes upon perturbation, we 

exploited a modified 4C technique as a complementary and higher resolution approach, 

which should theoretically allow mapping 3D interactions with a resolution in the order of 

a few hundreds base pairs. The high resolution 4C technology (Hi-Res 4C) is a variant of 

the standard 4C from which it differs because of the digestion of the 3C template with a 

frequently cutting primary restriction enzyme (Dpn II) recognizing a 4bp site, followed by 

a ligation to form circles, and eventually inverse PCR to amplify captured primers 

(Simonis et al., 2009; Simonis et al., 2007). The initial steps of 3C were performed as 

described previously (Dekker et al., 2002), yielding ligation products between DpnII 

fragments. Moreover, in the 4C technique, interactions of a single locus with the entire 

genome can be tested (Simonis et al., 2006a; Zhao et al., 2006). Hi-Res 4C-seq data were 

compared to nascent RNA-seq data, in order to correlate promoter–enhancer interactions 

with transcriptional changes. In particular, here we used a 4C-seq multiscale analysis to 

quantify the intensities of cis interactions between the viewpoint positioned near the TSS 

of selected genes and a 500kb genomic region surrounding it. To maximize the temporal 

resolution of the analysis, 4C libraries were generated in biological triplicates from mouse 

macrophages treated with bacterial endotoxin and sampled at 15min, 30min, 1h, 2h, 4h, 8h  

and 24h. We found good global correlations among replicates (Spearman’s rank correlation 

coefficient in the range of 0.6-0.7 for intra-chromosomal interactions), suggesting that the 

4C-seq data obtained were consistent and reproducible.  

We first characterized cis interactions involving the TSS of the Ccl5 gene.  Figure 12 

shows the 4C-seq profile of Ccl5 together with chromatin associated RNA, H3K4me1 and 

H3K27ac data in a 500Kb region surrounding the Ccl5 TSS. As described above, LPS 

activated Ccl5 starting from 1 h post stimulation and reaching the maximum expression at  

2 h. The general interaction profile of the gene appeared symmetric with respect to the 
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viewpoint, with chromatin contacts both upstream and downstream of  the promoter and no 

clear preference for the upstream H3K4me1-positive enhancer cluster.  

 

Figure 12 - Representative TSS-genome interactions for Ccl5 

4C contact profile for Ccl5 using a 500kb window size. Dashed gray line indicates viewpoint 

position representing the TSS of the gene. Chromosomal context of the viewpoint is shown with 

chromatin associated RNA, active enhnancers (H3K27ac in the presence of H3K4me1) and distal 

regulatory elements (H3K4me1) histone modification data in untreated or LPS induced mouse 

macrophages. 

 

Ccl5 activation was associated with small but clearly detectable dynamic differences in 3D 

interactions that were consistent with the 5C data shown above. Specifically, interactions 
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downstream of the TSS were strongly attenuated in concomitance with the maximum peak 

of activation. As a consequence, in response to stimulation the TSS of Ccl5 preferentially 

interacted with the active and transcribed enhancers (De Santa 2010) located upstream of 

the TSS (even though the overall interaction frequency with these regions was not 

obviously increased).   

We then evaluated the partial correlations among different time points in a spatial window 

of +/- 1Mbp around the viewpoint. Considering each side of the viewpoint separately, they 

were divided into equal bins of 2Kbp. Starting with the 10 bins nearest to the viewpoint, 

one bin at the time was then added and a partial correlation computed. Correlations were 

computed with respect to an untreated sample chosen as reference. As expected, the 

correlations were generally very high considering the region nearby the viewpoint, but 

decreased more rapidly after stimulation (Figure 13a). This loss of correlation at late time 

points corroborates the previous observation that a reconfiguration of chromatin 

interactions within this locus occurs after stimulation.  

To obtain a more quantitative assessment of the observed changes, we measured the 

number of chromatin contacts between the TSS of Ccl5 and the other genomic fragments, 

considering a window of + 200Kb from the viewpoint (Figure 13b). Gene activation led to 

a decrease of chromatin interactions downstream the TSS together with a concomitant 

relative increase of contacts in the upstream enhancer cluster. 
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Figure 13 - 4C analysis of chromatin contacts during gene activation for Ccl5 

(a) Partial correlations among time points. Spearman’s rank correlation coefficient is calculated for 

a spatial window of +/- 1Mbp starting from the viewpoint and subdivided into 2Kbp-bins. (b) 

Percentage of chromatin contacts (smooted counts)  around the TSS in a genomic window of 

approximately 400Kb. The orange window includes a region whose range is [-200Kb, -10Kb] from 

each anchor, while the red one has a range of [+10Kb, + 200Kb] from each anchor. A + 10 Kb 

region from the TSS was considered as a blind spot and it was excluded from the analysis. The 

black arrow indicates transcription direction. 

We than analyzed a panel of inducible genes expressed in myeloid cells and showing 

different pattern of induction after LPS stimulation (Bhatt et al., 2012).  

The Cxcl10 gene is another chemokine gene family member that responds to LPS with a 

slower kinetics than Ccl5, starting from 1 hour after the treatment (chromatin associated 

RNAs are shown in Figure 14). During stimulation, chromatin contacts involving the TSS 

of this gene showed a behavior similar to the one observed at Ccl5. Cxcl10 transcription 

was not associated with drastic changes in the general 4C profile, confirming the idea that 
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the majority of chromatin contacts was largely preformed. However, after transcriptional 

activation, the pre-existing chromatin contacts downstream of the TSS (red arrows) were 

reduced, as indicated by the shape of the 4C profile that became sharper and more 

symmetric with respect to the viewpoint. 

 

Figure 14 - Representative TSS-genome interactions for Cxcl10 

4C contact profile for Cxcl10 using a 500kb window size. Dashed gray line indicates viewpoint 

position representing the TSS of the gene. Chromosomal context of the viewpoint is shown with 

chromatin associated RNA, active enhnancers (H3K27ac in the presence of H3K4me1) and distal 

regulatory elements (H3K4me1) histone modification data in untreated or LPS induced mouse 

macrophages. 
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These dynamic changes appeared more evident 2h after the LPS stimulation, when the 

maximum peak of activation was reached, and were supported by analysis of partial 

correlations, which showed a loss of correlation at time points of maximal transcription 

activity (Figure 15a). Furthermore, the quantification of chromatin contacts around the 

TSS of Cxcl10 during gene activation, revealed a relative increase in the interactions in a 

20kb region surrounding the viewpoint and including LPS-activated enhancers (as 

indicated by the increase of H3K27ac in H3K4me1 positive regions, figures 14 and 15b). 

 

Figure 15 - 4C analysis of chromatin contacts during gene activation for Cxcl10 

(a) Partial correlations among time points. Spearman’s rank correlation coefficient is calculated for 

a spatial window of +/- 1Mbp starting from the viewpoint and subdivided into 2Kbp-bins. (b) 

Percentage of chromatin contacts (smooted counts)  around the TSS in a genomic window of 

400Kb. The orange window includes a region whose range is [-200Kb, -10Kb] from each anchor, 

while the red one has a range of [+10Kb, + 200Kb] from each anchor. The central window 

measures  + 10 Kb around the TSS. The black arrow indicates transcription direction. 
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Overall, these observations suggest that dynamic changes in chromatin contacts occur 

concurrently with the activation of selected LPS-inducible genes. 

Data obtained for Ccl5 and Cxcl10 suggest that the control of gene expression in response 

to external stimuli is associated with a partial rearrangement of a set of predetermined 

chromatin contacts occurring in genomic regions rich of regulatory elements.  

However, the same analysis performed on other inducible genes did not detect any 

dynamic change in response to LPS, thus indicating that chromatin interactions are not 

only preformed, but also stable during gene activation (Figures S1 and S2). For example, 

Jun encodes a TF whose expression in macrophages is induced by LPS. As indicated by 

chromatin associated RNA data in Figure 14, Jun reached its maximum peak of activation 

0.5h post stimulation and was then almost immediately completely turned off. The general 

interaction profile of this gene was asymmetric with respect to the anchor (Figure 16), with 

a strong bias for the H3K4me1-decorated gene desert at the 5' of the gene. These regions 

did not show any detectable increase in H3K27ac in response to stimulation, but they were 

constitutively associated with acetylated nucleosomes. LPS activation of Jun did not cause 

major changes in the general 4C interaction profile, which appears to be stable and 

preformed, as confirmed by the quantification of chromatin contacts around the TSS of the 

gene (Figure 17b). Analysis of partial correlations also indicated a strong conservation of 

chromatin contacts among different time points for the enhancer-rich region upstream of 

the gene, suggesting that no re-configuration of chromatin interactions occurs after 

stimulation (Figure 17a). 
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Figure 16 - Representative TSS-genome interactions for Jun 

4C contact profile for Jun using a 500kb window size. Dashed gray line indicates viewpoint 

position representing the TSS of the gene. Chromosomal context of the viewpoint is shown with 

chromatin associated RNA, active enhnancers (H3K27ac in the presence of H3K4me1) and distal 

regulatory elements (H3K4me1) histone modification data in untreated or LPS induced mouse 

macrophages. 
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Figure 17 - 4C analysis of chromatin contacts during gene activation for Jun 

(a) Partial correlations among time points. Spearman’s rank correlation coefficient is calculated for 

a spatial window of +/- 1Mbp starting from the viewpoint and subdivided into 2Kbp-bins. (b) 

Percentage of chromatin contacts (smooted counts)  around the TSS in a genomic window of 

400Kb. The orange window includes a region whose range is [-200Kb, -10Kb] from each anchor, 

while the red one has a range of [+10Kb, + 200Kb] from each anchor. A + 10 Kb region from the 

TSS was considered as a blind spot and it was excluded from the analysis. The black arrow 

indicates transcription direction. 

 

 
3. CELL-TYPE SPECIFICITY OF CHROMATIN CONTACTS AT 

INFLAMMATORY GENES 

We next used 4C-seq to compare the interaction profiles obtained in differentiated BMDM 

and in mESC.   

Figure 18 shows four representative 4C data sets referring to two inflammatory genes 

preferentially induced in myeloid cells (Ccl5 and Nos2) and two genes broadly expressed 
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in multiple cell types and/or further induced in response to a large number of stimuli, Jun 

and Nfkbia. The 4C-seq profiles showed an overall increase in chromatin interactions in 

BMDM compared to ESCs for all the considered genes.  

 

 

Figure 18 - Cell-type specificity of chromatin contacts 

4C contact profile for Ccl5, Jun, Nos2 and Nfkbia using a 500kb window. Chromosomal context of 

the viewpoint is shown with putative active enhancers (H3K27ac - green) and distal regulatory 

elements (H3K4me1 - blue) histone modification data in BMDM and mESC. Partial correlation 

between different cell types is shown above each panel. The black arrow indicates transcription 

direction. 
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Different interactions correlated with differences in the distribution of H3K4me1 and 

H3K27Ac. For Jun and Nfkbia, some of the H3K4me1 and H3K27Ac peaks were 

conserved between the two cell types, while others appeared to be specific for BMDM or 

mESC, suggesting the existence of both cell type-specific and shared enhancers. The 

enrichment of H3K27Ac in the Ccl5 and Nos2 regulatory regions was detected exclusively 

in BMDMs, indicating that the presence of a specific set of active enhancers in a given cell 

type correlates with, and may determine a specific set of chromatin contacts relevant for 

the selective expression of cell type-specific genes.  

We then evaluated the partial correlations among 4C-seq profiles of different cell types as 

described above. Near the viewpoint, the correlations were generally very high but they 

decreased differently in BMDM and mESC. This loss of correlation indicates that different 

cell-types are characterized by different configurations of basal cis-chromatin interactions. 

Taken together data suggest that chromatin contacts between promoters and regulatory 

sequences vary among different cell-types for both broadly expressed genes and cell type-

specific genes.  

4. IMPACT OF REDUCED LEVELS OF THE MYELOID TF PU.1 ON 3D 

CHROMATIN ORGANIZATION 

We next tested if the cell type-specific macrophage nuclear organization is supervised by 

the master regulator PU.1. To this aim we performed 4C-seq in terminally differentiated 

macrophages in which PU.1 was depleted by RNA interference. We used lentiviral vectors 

expressing either Pu.1-specific or control shRNAs (pLKO.1shPu.1  and pLKO.1shLuc, 

respectively). Acute depletion resulted in a ca. 75% reduction in PU.1 protein levels 

(Figure 19a and b) and was associated with a reduced occupancy of bound genomic 

regions, as detected by ChIP-qPCR (Figure 19c). 
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Figure 19 - Lentiviral Pu.1 shRNA efficiency on PU.1 protein levels and on PU.1 genomic 

occupancy 

BMDM were infected with lentiviruses expressing a scrambled sequence (shLuciferase) or an 

shRNA silencing Pu.1 (shPu.1) and selected with puromycin for two days. Whole cell extracts 

were prepared from knock down or mock infected cells and analyzed by ChIP-qPCR and western 

blot analysis for PU.1. (a) Levels of PU.1 protein following shRNA knock down by western 

blotting. (b) Western blot quantification. Results refer to the enrichment relative to the control 

signal. Error bars represent the Standard Deviation of the mean among three biological replicates. 

(c) ChIP for the PU.1 protein followed by qPCR for PU.1 targets. Results are represented as 

enrichment relative to the input. qPCR were done in triplicate and error bar denotes the standard 

deviation of the mean. 

 

Figure 20 shows the 4C interactions profile of Jun, Nfkbia, Ccl5 and Nos2 in control and 

PU.1-depleted macrophages. The comparison of 4C interaction signals from control and 

PU.1 depleted cells revealed a general conservation of chromatin contacts for all the 

considered viewpoints. These results suggest either that low residual levels of PU.1 are 

sufficient to maintain the macrophage-specific genome configuration, or that PU.1 plays a 

marginal role in assisting reciprocal looping between regulatory elements. It is also 

possible that PU.1 acts redundantly with additional TFs, such as the highly related Ets 

family protein FLI1, which has a similar genomic distribution as PU.1 (unpublished data).  
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Figure 20 - PU.1 knock down mouse macrophages show general conservation in long range 

interactions 

Chromosomal map of 4C signal for Ccl5, Jun, Nfkbia and Nos2 genes in PU.1 knock down or 

mock transfected mouse macrophages. Representative 4C data are showed in a 500kb window size 

in the main trend subpanel. The black arrow indicates transcription direction. 

 

To assess the impact of PU.1 on chromosome configuration, we performed 4C-seq in NIH-

3T3 fibroblasts transduced with a PU.1 expression vector. To this aim we used a retroviral 

vector expressing Pu.1 (pMSCV-Pu.1) or an empty vector (pMSCV-EV) as control. The 

vector used efficiently expressed Pu.1 mRNA and protein in NIH-3T3 cells (Figure 21a 

and c) and the occupancy of PU.1 at its bound genomic regions was detected by ChIP-

qPCR (Figure 21b). Furthermore, the retroviral expression of Pu.1 induced the activation 

of some macrophage-specific genes such as Cd68, Emr1 and Lyz2 (Figure 21c).  
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Figure 21 - Pu.1 expression in NIH-3T3 cells 

NIH-3T3 cells were infected with retroviruses expressing empty vector (EV) or Pu.1 (Pu.1) and 

selected with puromycin for two days. RNA and whole cell extracts were prepared from infected 

cells and analyzed by quantitative RT-PCR, ChIP and western blot analysis for Pu.1. qPCR were 

done in triplicate and error bar denotes the standard error of the mean. (a) Levels of PU.1 protein 

following Pu.1 expression by western blotting. (b) ChIP for the PU.1 protein followed by qPCR for 

PU.1 targets. Results are represented as enrichment relative to the input. (d) qPCR analysis for 

macrophage markers.  

 

Figure 22 shows the 4C-seq profile of Jun, Nfkbia, Ccl5 and Nos2 genes in normal and 

Pu.1-expressing NIH-3T3 cells. The figure also shows that the genomic distribution 

(analyzed by ChIP-seq) of Pu.1 in infected NIH-3T3 and BMDM is similar. The 

comparison of 4C-seq interaction signals from the two cell types revealed a general 

conservation of chromatin contacts for all the considered viewpoints (in fact, compared to 

ESCs, NIH-3T3 were more similar to BMDMs). Furthermore, the comparison between the 
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4C interaction maps from Pu.1-expressing NIH-3T3 cells and BMDMs showed an overall 

similarity in the global chromatin interactions landscape. These data confirm that the 

general chromosome topology in BMDM is not supervised by the master regulator PU.1. 

Whether this TF contributes to assist reciprocal looping between regulatory elements 

remains to be assessed.  

 

Figure 22 - NIH-3T3 expressing Pu.1 show general conservation in long range interactions 

Chromosomal map of 4C signal for Ccl5, Jun, Nfkbia and Nos2 genes in mouse macrophages and 

normal or Pu.1 expressing NIH-3T3 cells. Representative 4C data are showed in a 500kb window 

size in the main trend subpanel. Chromosomal context of the viewpoint is shown with the 

deposition of PU.1. The black arrow indicates transcription direction. 
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DISCUSSION 

Here we used technologies based on the chromosomes conformation capture (3C) to 

investigate  the global 3D organization of the macrophage epigenome, analyzing the 

specific role of the lineage specifying TF PU.1, in both basal conditions and after 

perturbation. 

We first exploited the 5C technique to characterize one  selected locus on chromosome 11 

containing several LPS-inducible genes as well as genes unaffected by stimulation. This 

allowed us to investigate the relationship between dynamic changes in gene expression and 

interactions between enhancers and cognate TSSs. Our 5C maps showed an inverse 

relationship between genomic distance and interaction frequency within the region of 

interest, with an higher number of chromatin contacts for pairs of fragments closer in the 

linear genome and located within the same TAD. These results  are consistent with the 

known general features of spatial chromatin organization, specifically the prevalence of 

local chromatin interactions.  

We next investigated how TSS–distal fragment interactions relate to gene expression 

dynamics during the LPS response. At the simplest level of interpretation, our data 

revealed that chromatin contacts are to a large extent unaffected by stimulation, suggesting 

that the general interactions landscape is a predetermined feature of this specific cell type 

and that most gene expression changes occur within such landscape. In other words, most 

spatial contacts required for gene expression may be present already before stimulation, a 

result consistent with a recent analysis (Jin et al., 2013). Indirectly, this result implies that 

the locus must be constitutively in a configuration that is compact enough to enable spatial 

proximity among regulatory elements relevant for gene regulation. However, a TSS-

centered analysis of the 5C map for the Ccl5 gene revealed that gene activation induced by 

external stimuli leads to local dynamic rearrangements in the interaction pattern of a 

specific TSS with its regulatory elements, consistent with previous studies showing that 

enhancer-driven gene activation is characterized by an alteration of chromatin interactions 
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(Ong and Corces, 2011; Schoenfelder et al., 2010a; Smallwood and Ren, 2013). This 

suggests that even if  the majority of contacts between genes and distal cis-regulatory 

elements are preformed, the control of gene activation may require a fine reorganization of 

local chromatin contacts which perhaps may differ among different stimuli and cell types. 

In this regard, it would be of interest to evaluate if the activation of Ccl5 induced by 

external stimuli different from LPS, such as Poly (I:C), would lead to the same kind of 

chromatin rearrangements observed in this study. Furthermore, it would be interesting to 

understand whether the induction of Ccl5 in different cell types, for example in T 

lymphocytes by interferon gamma (IFNγ), involves similar chromatin contacts around  the 

TSS of this gene. These studies will improve our knowledge on the common basal 

genomic organization among different cell types and their similar or different 

rearrangements during gene activation. 

To obtain higher resolution data on the interactions between the TSS of individual 

inducible genes and the rest of the genome, we used multiplexed high-resolution 4C, which 

has also the advantage over 5C of a lower technical complexity (which may imply a lower 

tendency to generate experimental artifacts). 4C libraries were prepared from mouse 

macrophages subjected to external stimuli over a complete time course (8 different time 

points from 15min to 24h), thus obtaining an high temporal resolution which allowed us to 

evaluate if possible rearrangements in chromatin contacts during the LPS response are 

caused by transcriptional activation or precede transcriptional changes. In this study we 

considered genes with different pattern of induction after LPS treatment (Bhatt et al., 

2012). 

Consistent with our 5C data and other 4C studies on several loci induced by p53, FOXO3 

and glucocorticoid receptor (Eijkelenboom et al., 2013; Hakim et al., 2009; Melo et al., 

2013), we observed that LPS gene activation doesn’t drastically affect the general 4C 

interaction profiles, thus confirming that in general, enhancer–promoter interactions are 

already formed in untreated cells and that these pre-existing chromatin contacts are not 
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significantly altered after target gene induction. These findings may indicate that pre-

existing DNA chromatin interactions between enhancers and promoters could function as a 

signal for stimulus-dependent transcription factors to indicate the presence of specific 

target genes even before their activation. 

However, we observed that chromatin contacts within a short genomic distance from the 

TSS of Ccl5 and Cxcl10 undergo relatively few changes during transient transcriptional 

activation, especially in genomic regions rich of inducible regulatory elements. In 

particular, we observed a strongest reconfiguration of chromatin interactions at the 

maximum peak of gene activation, indicating that changes in chromatin contacts during the 

LPS response are caused by transcriptional activation and don’t precede transcriptional 

changes. We also noticed that the long-range interaction landscape of active genes is 

asymmetric respect to the TSS and unfolds on either side of the gene promoter, usually 

within H3K4me1-rich regions which gain H3K27 acetylation, suggesting that enhancers 

activated by the stimulus probably play a key role in the reconfiguration of chromatin 

contacts. These data suggest that enhancer-promoter chromatin contacts are only partially 

predetermined and require a fine rearrangement to accurately control gene expression 

during inducible responses. 

It’s interesting to note that the LPS treatment strongly activates Ccl5 and Cxcl10, which 

become highly expressed in the majority of treated macrophages, while other genes 

considered in this study, such as Il12a, are less activated and expressed only in a small 

fraction of the cells because of the heterogeneity of macrophage populations. Given that 

4C data are obtained from an average of the whole cell population, it is possible that our 

analysis failed to detect dynamic changes in chromatin interactions occurring nearby the 

anchor of genes not equally induced in all the cells. 

On the other hand, the 4C profiles of  other inducible genes analyzed in this work, such as 

Jun and Nfkbia, appeared to be conserved among different time points despite being highly 

transcribed. This might be explained by the fact that these genes are broadly expressed in 
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different cell types and for this reason they might be characterized by stable chromatin 

contacts which tend to remain unaffected after stimulation. 

Taken together, these results suggest that after  gene activation by external stimuli, looping 

interactions between enhancers and other regulatory elements remain largely unchanged. 

However, more complex approaches to data analysis may unveil still undetected regulatory 

patterns. Specifically, we noticed that cumulative tag distribution in 4C experiments tends 

to change over time more than individual peaks, possibly indicating 

compaction/decompaction events taking place over the activated locus.  

At the submegabase scale, the molecular mechanism determining chromatin folding is still 

largely unknown. Here, we expand our understanding of macrophage chromosome 

organization at the submegabase scale focusing on specific looping interactions between 

TSS and other regulatory sequences. The comparison of 4C profiles obtained from BMDM 

and mESCs for myeloid specific genes (e.g. Ccl5) and more ubiquitously expressed genes 

(e.g. Jun) revealed a strong cell type specificity of chromatin contacts which correlate with 

a different distribution of potentially active enhancer. In particular, we found a general 

gain of interaction in BMDM, indicating that gene regulation in differentiated cells might 

engage more stable and/or less random interactions. Collectively, these data suggest that 

chromatin contacts at promoters are mostly cell-type-specific both for broadly expressed 

genes and cell type-specific genes and are probably determined by specific set of active 

enhancers. Furthermore, our data also indicate that chromatin structure may have a 

possible causative role in controlling transcriptional patterns, eventually determining cell 

identity. 

Cell-type-specific expression programs are coordinated by multiple regulatory signals 

integrated at promoter regions, which constitute important platforms where TFs can bind. 

In macrophages the transcription factor PU.1 acts as master regulator, binding the vast 

majority of macrophage enhancers and transcription start sites (TSS), and regulating the 
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deposition of functional enhancer-specific chromatin marks, such as H3K4me1 (Ghisletti 

et al., 2010; Heinz et al., 2010). 

In order to determine whether macrophage-specific nuclear organization is supervised by 

this lineage specifying TF, we performed 4C in terminally differentiated macrophages in 

which PU.1 was depleted by RNA interference  lentiviruses technology.  4C results 

showed small dynamic differences between Pu.1 depleted or not-depleted cells with largely 

unaffected overall chromosome topology. These data suggest that PU.1 may only partially 

affect the looping between specific regulatory elements or that full knockout of the protein 

is necessary to affect chromosome conformation in mouse macrophages.  

To assess this last hypothesis, we performed 4C in NIH-3T3 fibroblasts in which the 

overexpression of  Pu.1 by an expression vector led to their transdifferentiation into 

macrophage-like cells. The comparison between the 4C interaction profiles revealed a 

general conservation of chromatin interactions, confirming the idea that PU.1 doesn’t play 

a key role in shaping the 3D chromatin organization in macrophages. However, it is 

possible that PU.1 acts redundantly with additional TFs (such as the highly related Ets 

family protein Fli1). In this regard, it would be interesting to evaluate the impact of a 

PU.1/additional TFs double knock-down on the macrophage genome.  

Taken together, these data indicate that the long-range interactions in macrophages are not 

dependent on PU.1, suggesting that this TF probably acts on pre-formed chromatin 

conformations, which may allow the rapid induction of its target genes in response to 

different stimuli. 

At the present moment the role of the macrophage master regulator PU.1 on inducible 

looping interactions is still under evaluation and further experiments are needed to better 

elucidate to what extent this TF can affect the 3D chromatin conformation in macrophages.   
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SUPPLEMENTARY FIGURES 

 

Figure S 1 - Representative TSS-genome interactions for LPS inducible genes 

4C contact are shown using a 500kb window size.  
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Figure S 2 - 4C analysis of chromatin contacts during gene activation 

Percentage of chromatin contacts (smooted counts)  around the TSS in a genomic window of 

approximately 400Kb. The orange window includes a region whose range is [-200Kb, -10Kb] from 

each anchor, while the red one has a range of [+10Kb, + 200Kb] from each anchor. A + 10 Kb 

region from the TSS was considered as a blind spot and it was excluded from the analysis. 
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