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Abstract: Although the unstoppable evolution of Informatidrechnology allows
nowadays for the treatment of massive socio-econalata, reliable historical data for
forecasting are not always widely available for gy statistical models from which
significant parameters can be obtained. This besamgaradox in regional forecasting
where data can be widely available but often candsdess. The aim of this work is to
present a method for improving forecasting preaismth few information. After a
brief description of the most popular techniqueshis field, an application on regional
forecasting with hierarchical conciliation is prets.
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1. Introduction and Aims

In sectorial and regional forecasting in the Eusmp&nion (EU), although data are
often widely available, it is customary to handiwations where data are not suitable
for the following reasons: (i) administrative regab borders can have been modified;
(i) the classification of economic activities cdmave been revised; (ii) EU
harmonization policies on survey domains can haenladopted.

In this paper, after a brief review of the most glap techniques used to forecast, an
application on regional forecasting with hierareticonciliation is presented in order to
find new ways to handle regional forecasting inspreee of few information. To this
purpose, annual (regional data) and quarterly (cguwtata) time series on the labour
market, available from the Eurostat database, sed.u
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The joint analysis of multiple time series can bsily performed with statistical tools
which, in the majority of cases, provide satisfagtolutions both in terms of model fit
and in terms of forecast reliability. It is doulsttethat this type of solution is desirable
when researchers have to adjust classical estimatgsarticular in cases when time
series present som@eaks due for example to some macroeconomic factorchvhi
affect their stationarity.

In particular, if one wants to analyze Eurostatadai a regional level, the most used
techniques are those of classical time series sisaly.e. exponential smoothing)
proposed in the 50s e 60s by Holt, Brown e Win{eee Holt, 1957; Brown (1959);
Granger et al., 1986; Santamaria, 2000; Chatfied.£2001; Hyndman et al., 2008).
However, EU national survey agencies can use difteisurvey methods or can
introduce new survey methodologies in order to take account the EU policies.
Furthermore, although many improvements have bestepnational survey agencies
have not to date completed the harmonization psoddsese are among the reasons for
which time series are not completely comparable aagle to be truncated for
forecasting. This problem arise also at a natiteadl.

The methods we use to deal with the aforementignedlems on official statistics data
are those of exponential smoothing expressed mst@f state space models (Hyndman
et al. 2008). We apply these state space modedghtegwith reconciliation methods in
order to conciliate regional forecast to nationatetast, and, so doing, improved
estimates are obtained. The reconciliation is peréa at a national level where
traditional statistical models provide more relaldstimates since data are usually
based on a higher sampling rate.

2. Methods

2.1 The External Middle-Out Hierarchical Forecasting
Multiple strategies are available for regional frast aggregation. The bottom-up
strategy is successful, for example, when it isliadpo regional demography, where
time series are longer, more complete and with\tlawability. However, if the quality
of time series is not satisfactory, and/or macigpeneal time series with shorter time
scale are available, then one has to choose adtiffstrategy - the External Middle-
Out Hierarchical Forecasting (EMOHF) - which candased on a joint use of multiple
forecasts (for the same aggregate) and is developged steps.Middle-Outstands for
bottom-up versus EU domain (Marcellino, 2004) astdown to regional level.
This method can be applied above all to data nitdlde for modelling. In these cases,
even if the best model cannot be suitable fromnéeréntial point of view (i.e. with no
significant parameters), estimates can be improvaa issue can be generally solved
through the use of auxiliary variables.
The EMOHF strategy consists of performing two saefgaforecasts, one at a regional
and one at a national level, and then to obtaariliationto the external national data
(Figure 1). This strategy overcomes the informatg@ap through an initial estimate of
the current regional data to which an adjustmeapdied in order to get a conciliation
with the external national data, which is therefestimated starting from a different
data set (i.e. a more recent quarterly data).



Figure 1. Double-phase National Middle-Out Hierarchical éaasting strategy
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Source: Verrecchia (2008).

2.2 State space models
All Exponential Smoothing methods automaticallyes&td in our application can have

a State space representation.

Let € be the level termy be the growth term,Idenote the forecast term over the next h
time periods anggdenote the damping parameter (¢< 1).¢ andb can be combined
given five future trend patterns:

. None (N): T, =¢

Additive (A): T, =€+ bh

Additive damped (8): Th =€ + (¢p+ @+ ...+ &b

*  Multiplicative (M): T, =¢b"

*  Multiplicative damped (M): Tn =€ b(@+ F+ ...+ &)

Having chosen the trend component, we have to miateith the seasonal component:
none (N), additive (A) or multiplicative (M) (TablB.

Table 1 Exponential Smoothing Methods

Seasonal component

Trend component

N A M
N N,N N,A N,M
A AN AA AM
Aqg Ag,N Adg,A Ag,M
M M,N M,A M,M
My Mg,N Mg, A Mg,M

Source Taylor (2003)

Then, considering the triplet E, T, S (Error, Trei@kasonality), the automatically
selected models in our application (Section 3) are:

1. Linear Exponential Smoothing and Double Exponerfialoothing (Brown) -

ETS(AN,N);

2. Linear Exponential Smoothing (Holt) - ETS(A,A,N);

3. Damped-Trend Linear Exponential Smoothing - ETS (&

4. Additive Seasonal Smoothing (Winters) - ETS(A,AA).
Let ¢ denote the series level at timétdenote the slope at timestdenote the seasonal
component of the series at time t and m denotadneber of seasons. Then is possible



to express the Exponential Smoothing equations rgunef3*, y, gare constantsp = @
+ g+ ...+ ¢ andh’y, = [(h-1) modm] +1) (Table 2).
We assume that the errors are independent andiddintdistributed, following a
Gaussian distribution with zero mean and variangektoc?, & ~ NID(0,0%), the state
space general equations are:

Yt = W(Xt.1) +r(Xe1) &,

Xt = f(Xt.1) + 9(Xe-1) &,
wherex; = (@, by, S, S1, -.., Sm+1)’s K¢ = W(Xe.1) and with additive errar(x..1) = 1.
Let y; = §: denote the one-step forecast fpayde; = y; - |i; denote the one—step forecast
error at time t. Considering the triplet E, T, & wan find the state space models for
each exponential smoothing methods (to simplifyrtb@ation we us@=a3*) (Table 3).

Table 2 Exponential Smoothing Formulae

Methods Equations

&G =ay; + (1 'G) b1 [1a]
NN Yihit = & [1b]
g=ay;+ (1-a) (&1t be1) [2a]
AN b = B*(& - 1) + (1 -B*) b (26}
Jeen = & + iy [2c]
g=ay;+ (1-a) (&1t dorq) [3a]
Ag,N by = B*(& - &.1) + (1 -B*) s [3b]
Vishjt = & + @b [3¢]
&=yt —Sm) + (1 -0) (b1t bra) [4a]
AA br = B*(e - &) + (1 -B*) bra [4b]
’ S =Yt —& - bra) + (1 -Y) &m [4c]
. [4d]

Jrenp =& + hbx + Semenit

Source Hyndman R.J., Koehler A.B., Ord J.K, Snyder RZZ008).
Table 3 State space equations with additive error
Models Equations

b =61+ A& [5a]
ETS(AN.N) =t (5b]
b = b1+ by + g [6a]
ETS(A,AN) by = b1 + Be [6D]
Pt =1+ by [6c]
b = b1+ @by +OE [7a]
ETS(A,Aq,N) by = ¢t + Be [7b]
e = 6 + gdog [7c]
& = b1+ by +Og [8a]
by = b1+ Be [8b]
ETS(AAA) - s-m+y2 ]
Pt =1+ by + Sem [8d]

Source Hyndman R.J., Koehler A.B., Ord J.K, Snyder R(R008). Notes 1. ETS: Error, Trend,
Seasonal component. 2. ETS(A,N,N): Linear Expomérimoothing; Double Exponential Smoothing
(Brown); ETS(A,A/N) Linear Exponential Smoothing d@l); ETS(A,A;,N): Damped-Trend Linear
Exponential Smoothing; ETS(A,A,A): Additive Seasb8anoothing (Winters).



3. Applications

In this section an application of the above moteithe employment level in the Italian
regions will be presented. Data are taken fromBheostat database — Labour Force
Survey section. In this database regional and sateggregates are available with an
annual periodicity. This fact constitutes a probhkmch can not be solved in terms of
statistical models specification with significargrameters. This often happens also for
models applied to national quarterly data. Thidus to technological changes both in
terms of innovation and in terms of harmonizatidhe proposed strategy is that of
improving the estimates through the conciliationthmdology, starting from the best
models detected. In the following, the models Wi specified by aggregating and
conciliating the data. Finally, thanks to auxilianformation, a national model will be
specified.

Automatic models specification

In our application we used SAS Forecast Server lwhitan easily handle the
hierarchical information and the automatic selectad models, on the basis of fit
statistics (i.e. Mean Absolute Percentage ErrorAPH). It allows for the detection of
regional and national models (see Tables 4 and 5).

It can be noted that regional automatically setbctedels result in some cases in a
non-significant set of parameters. However, by canmg the Absolute Percentage
Errors (APE) of the best automatically specifiedioeal models with the APEs of the
naive predictors (average and not-centred moviegaae of five terms), it can be noted
that in 2007, while for automatically specified i@tal models the APE does not exceed
4.5% (8.6% in 2008), for naive predictors the ARjE®~ reaching more than 7% (9%
in 2008) (Figure 2).

Table 4 Employment - persons aged 15-64 (thousands)pmafjmodels, forecasts, ex-
post APEs, by Nuts2 (regions), 2007-08

Models Model parameters Estimates
Level Trend Weight / Damping _ 2007 _ 2008
Model Par. P- Par. P- Par. P-

Nuts ETS(...) MAPE estim. values  estim. value Estim. value (0}(/)0) APE (O}(I)O) APE
ITC1 AAN 0.82% 0.132 0.323 0.001 0.997 348 0.2% 1,848 0.1%
ITC2 AN,N 0.93% 0.971 0.000 56 0.5% 56 .6%
ITC3 AAN 1.06% 0.001 0.998 0.001 1.000 6222.0% 627 1.3%
ITC4 AAN 0.26% 0.276 0.049 0.001 0.975 622 0.7% 4,323 1.2%
ITD1 AAN 1.11% 0.999 0.013 0.001 0.996 2240.1% 226 1.2%
ITD2 A,N,N 1.56% 0.999 0.006 216 1.9% 2163.6%
ITD3 AAN 0.46% 0.205 0.158 0.001 0.992 @O  0.2% 2,118 0.4%
ITD4 AAN 0.85% 0.129 0.342 0.001 0.998 512 0.3% 517 0.7%
ITD5 AAN 0.45% 0.193 0.177 0.001 0.993 a8 1.1% 1,913 1.0%
ITE1 AAN 0.51% 0.188 0.204 0.001 0.994 245 0.6% 1,542 0.0%
ITE2 AAN 0.86% 0.047 0.730 0.001 1.000 3493.1% 354  4.1%
ITE3 AAN 0.38% 0.267 0.166 0.001 0.986 6420.4% 650 0.8%
ITE4 AAN 0.55% 0.999 0.020 0.001 0.996 21  2.5% 2,160 2.4%
ITF1 AAN 0.91% 0.216 0.221 0.001 0.993 5011.2% 509 0.3%
ITF2 AAN 1.04% 0.001 0.993 0.001 1.000 1082.5% 109 3.8%
ITF3 AA4N 1.24% 0.209 0.685 0.001 0.999 0.999 0.000 1,771 4.1% 1,802 8.6%
ITF4 AAN 1.05% 0.999 0.000 1,280 0.8% 316 3.4%
ITF5 AAN 1.35% 0.048 0.723 0.001 1.000 1961.7% 198  2.7%
ITF6 AA4N 1.20% 0.192 0.665 0.001 0.999 0.999 0.000 624 4.5% 636 7.9%
ITG1 AAN 0.58% 0.179 0.182 0.001 0.994 05 1.9% 1,525 4.2%
ITG2 AAN 1.48% 0.179 0.162 0.001 0.993 6151.6% 630  4.5%

Source: ESeC estimates on Eurostat data (Labour Forcee@urforecast data at 08, ex-post at 07.
Notes 1. Data for annual model assessment from 19286 (2007-2008 forecasts).AZ.fprecast. 3.
APE (ex post): |100 (Aj/t)/ytl. 4. ETS(A,N,N): Linear Exponential Smoothing; btei Exponential
Smoothing (Brown); ETS(A,AN) Linear Exponential 8aothing (Holt); ETS(A,A,N): Damped-Trend
Linear Exponential Smoothing.



Figure 2. Employment - persons aged 15-64, ex-post APES|Uig2 (regions), ‘07-08
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Source: ESeC estimates on Eurostat data (Labour Forcee$uriotes 1. APE_BestFit: APE of
estimates (Table 4); 2. APE_M: APE of mean; 3. AME: APE of moving average of 5 terms.

Aggregation and conciliation

As we have seen, regional automatically selectedefsaesult in some cases in a non-
significant set of parameters. Nevertheless, fassible to improve (or to make more
robust) the regional estimates by conciliating ttenmational estimates. SAS Forecast
Server allows for the aggregation and conciliatidrthe estimates. For example, the
Italian employment level derived from the aggrewatiof regional estimates is
overestimated (+0.3%) if compared with the forecaditained as a quarterly
aggregation of external national estimates (TaldadFigure 3).

Table 5 Employment - persons aged 15-64 (thousands)meltimodel, ex-post APE,
by Nuts0, 2007-08

Models Model parameters Estimates
Level Trend Seasonal 2007 2008
Par. P- Par. P- Par. P- 3 y
Nuts ETS(..)  MAPE estim. values  estim. value Estim. value (000) APE (000) APE
IT AAA 0.37% 0.314 0.001 0.001 0.977  0.001 0.991 22,875 0.1% 23,193  0.8%

Source: ESeC estimates on Eurostat data (Labour Forcee@ur/forecast data at 04/08, ex-post at 04/07
Notes 1. Data for quaterly model assessment from 1898006 (2007-2008 forecasts). 2.fgrecast. 3.
APE (ex post): |100 (3)/yi|. 4. ETS(A,A,A): Additive Seasonal Smoothing (V).

Figure 3: Employment - persons aged 15-64 (thousands)pomagidata 1999-06) and
national (data 98Q1-07Q3) forecasts, aggregatidncanciliation ratio, Italy, 2007-08

240007 Observed Aggregation (000) Conciliation
23500  — Forecast - by Regions by Quarters ratio
23000 ® Observedard used ex-post .’ ®°e 1999 20,357 1.000
2000 20,752 1.000
22500 2001 21,169 1.000
22000 2002 21,478 1.000
21500 2003 21,710 1.000
21000 2004 22,060 1.000
2005 22,214 1.000
20500 2006 22,618 1.000
20000 2007 22,941 22,875 0.997
19500 2008 23,275 23,193 0.996
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Source: ESeC estimates on Eurostat data (Labour Forceegurv

Notes Data for model assessment: (i) annual data fre891o 2006 (2007-2008 forecasts); (ii) quarterly
data from 1998Q1 to 2007Q3 (2007Q4-2008Q4 foreLaktedel: ETS(A,A,A) - Additive Seasonal
Smoothing (Winters). Ex-post data represent themes! data not used in the model.



At a European region level the forecast with exderconciliation is proportionally
adjusted according to the national coefficientsf(asthe case of Italian regions - see
Table 6). In the 2007 APEs are less than 4.5% B20©0D8). However also the national
automatically selected model results in a non-ficamt set of parameters.

Table 6 Employment - persons aged 15-64 (thousands)pmafjimodels, external
conciliation forecasts, ex-post APEs by Nuts2, 2087

ITD3 2,084 0.1% 2,110 0.7%
ITD4 510 0.6% 515 0.4% "
ITD5 1,885 1.4% 1,907 1.4%

ITEL 1519 03% 1,537 0.4%
ITE2 348 34% 353 45% .
ITE3 640 0.1% 648 0.4% APE_BestRit 08| fem
ITE4 2120 2.8% 2152 2.7% ’
ITFL 499 09% 507 0.7%
ITF2 108 28% 108 4.2%
ITF3 1,766 3.8% 1,796 8.2% ;
ITF4 1276 05% 1,311 3.0% APE_BESTFITC_08) | fe
ITF5 195 14% 197 2.4% '
ITF6 622 42% 634 7.5% : : : :
ITG1 1496 1.6% 1519 3.9% 5.0 503 T 5 s
ITG2 613 13% 627 4.2% ™

Source: ESeC estimates on Eurostat data (Labour Forceegurv

Notes 1. Data for annual model assessment from 192®@6 (2007-2008 forecasts).AZ: gonciliated
forecasts. 3. APE (ex post): |100{yy/; 4. APE_BestFit: APE of estimates (table 4); 5.
APE_BestFit_C: APE of conciliated estimates (T&f)le

Estimates ; ;

2007 2008 : :

yc APE yc APE APE_BESCFiT_0OF E E

NS 00) (000) i g

ITC1T 1,829 0.1% 1,842 0.5% :

ITC2 55 0.8% 56 0.3%

ITC3 620 2.3% 624 1.6% : :

ITC4 4250 0.4% 4,308 0.8% APE_BEStFit_C_o7

ITD1 223 0.4% 225 1.5% ' :

ITD2 215 2.2% 215 3.9%
a.09

Model with auxiliary information

In a forecasting framework it is true that the a$eexponential weights is a form of
prudential behaviour, especially when the timeesebreakpoint can be detected. In our
case the time series can be truncated at thistddtpoint (i.e. 2004Q1) or checked after
that breakpoint (i.e. using a dummy as regressor).

The use of the regressor variable or truncated (amithh model specified from the
remaining data only) can be beneficial to obtaindel® with a low MAPE and
significant parameters (Table 7). It can be noteak if the regional estimates are
conciliated with the new national estimates theaeg) APEs are lower (less than 4.2%
in 2007 and less than 7.4% in 2008) (Table 8).

Table 7. Employment - persons aged 15-64 (thousandspmatimodel with truncated
data (data 04Q2-07Q3), forecasts, ex-post APE gN2007-08

Models Model parameters Estimates
Level Trend Seasonal 2007 2008
Par. P- Par. P- Par. P- y y
Nuts ETS(..) ~ MAPE estim. values estim. value Estim. value (000) APE (000) APE
IT AAA 0.38% 0.078 0.379 0.001 0.995 0.001 0.997 22,863 0.1% 23,144 0.6%

Source: ESeC estimates on Eurostat data (Labour Forcee@urvforecast data at 04/08, ex-post at 04/07
Notes 1. Data for the assessment of quarterly models 2004Q2 to 2007Q3 (forecasts from 2007Q4).
2. Ay forecast. 3. APE (ex post): |1OQ-f(y)/yt|. 4. ETS(AAA): Additive Seasonal Smoothing (Vrg).

5. The break in series of 2004Q1 has been considere



Table 8 Employment - persons aged 15-64 (thousands)pmagimodels, external
conciliation forecasts, ex-post APEs by Nuts2, 2087

Estimates ; ;
A 2007 A 2008
y° y° APE_BESLFIit_CT_07{ h
Nuts (000) APE (000) APE !
ITC1 1828 0.1% 1839 0.7%
ITC2 55 1.9% 55 1.7%
ITC3 619 2.4% 623 1.8% :
ITC4 4253  0.5% 4310 0.9% APE_BESTFiT_C_07{ f=fi
ITD1 223 0.4% 224 1.7% :
ITD2 217 1.5% 220 2.0%
ITD3 2083 0.2% 2105 0.9% e i o.los e
ITD4 510 0.7% 514 0.2%

ITD5 1884 1.5% 1903 1.6% L
ITE1 1518 0.2% 1533 0.6%
ITE2 347  3.7% 352 4.9% :
ITE3 640 0.0% 647 0.2% APE_BESTFit_CT_08{ fm
ITE4 2119 2.8% 2148 2.9% :
ITF1 499 0.8% 506 0.9%
ITF2 108 2.8% 108 4.3%
ITF3 1766 3.8% 1794 8.1% :
ITF4 1266  0.3% 1283 0.8% APE_BestFIT_C 084 .

ITF5 194 1.0% 197 1.9%
ITF6 622 42% 633 7.4% A
ITGL 1498 1.7% 1521 4.0% con T om T ae T b

ITG2 615 1.6% 630 4.6% I

Source:; ESeC estimates on Eurostat data (Labour Forceegurv

Notes 1. Data for annual model assessment from 199966 (2007-2008 forecasts).AZ: gonciliated
forecasts. 3. APE (ex post): |1OQ-§/},?)/yt|; 4. APE_BestFit_CT: APE Estimates Conciliatech&tional
estimates on truncated data (table 8); 5. APE Fe&l: APE of Conciliated Estimates (table 6).

A class of models for regional macroeconomic forests

From the classical statistics point of view, whdé a national level the auxiliary

information can improve the significance of modatgmeters, at a regional level this

is indeed a hard job. However, at a regional lekel conciliation process is useful to

improve the estimates and to bound the maximunr errthe strata. On the other hand,

from the economic statistics point of view, the etved macroeconomic data are ill-

measured and ill-defined in terms of homogeneitgnvhontextualised in a “historical

perspective”.

Firstly, these aspects lead to major problemsragji@nal/sectorial level in terms of:

1. less precision of measurements (i.e. more varigpili

2. presence of an exogenous component (i.e. hetenbgené methods and
definitions);

3. less frequent survey periodicity (i.e. absence sdasonal component);

4. limited history (i.e. difficulties in specifying nals).

Secondly, four classes of models can be detectatbtcseasonal time series:

1. Linear models with homoscedastic errors: ETS(A,NEI)S(A,A,N), ETS(A,A,N);

2. Linear models with heteroscedastic errors: ETS(M)N, ETS(M,AN),
ETS(M,Aq,N);

3. Multiplicative trend models with homoscedastic esr&e TS(A,M,N), ETS(A,M,N);

4. Multiplicative trend models with heteroscedastioes: ETS(M,M,N), ETS(M,M,N).

Here, we do not consider class 2 and 4 modelsliigar models with heteroscedastic

errors and multiplicative trend models with heteemastic errors) because they give the

same points forecast of class 1 and 3 respecti{elgn if their prediction intervals

differ). Thirdly, we do not consider class 3 modgls. multiplicative trend models with



homoscedastic errors) because multiplicative trendels are generally not suitable for
this kind of macroeconomic annual data. Then, laks 1 models can be written using
the following state space equations:

Ve =W Xe1 + &,

Xt = FXe1 + O,
wherex; is the state vector at timew andg are column vectoF; is a matrix and &g [
NID (0,0°) (having homoscedastic errorg.; = 1). Then:

» the ETS(A,N,N) model hag =, w=F =1 andg =q;

» the ETS(A,A,N) model has; = (I, b)’, w=[14], F = [6((?)] andg = [o,B]’;

* the ETS(A,A,N) model has the same matrices of ET&{A), but withg=1.
The additive trend method - ETS(A,A,N) - is a spécase of damped method obtained
letting =1 and, if = 0, the growth rate is constant over time, andhifiddition,a = 0,
the level changes at a constant rate over timegohealled global trend). The growth
rate i can be positive, negative or zero.
Using the lag operator L and considering statidpamnd invertibility conditions, these
three models may be also represented as Box-Jemkidsls (Box and Jenkins, 1970):

« the ETS(A,N,N) model may be represented as an ARIWIA1) model;

* the ETS(A,A,N) model may be represented as an ARIMA(1,1,2)ehod

» the ETS(A,A,N) model may be represented as an ARIMA2) model.
Taking into proper account the nature of the dath all the above considerations, the
linear damped model with homoscedastic errors neayded as the prudential reference
model for forecasting. From a practical point oéwj regional “Damped” models
present conciliated APEs (Figure 3) which are ef shme magnitude of the “Best-Fit”
models APEs (i.e. slightly more than 4% in 2007 ahghtly more than 8% in 2008).
These models, further to provide estimates withi@rtd components and since they are
less parsimonious in terms of parameters with @sjegeETS(A,N,N) (APEs less than
2% are observed for ITC2 and ITD2), tend to dowasie growth (or fall) rates effect
when these rates are thought not to prevail ovee t{e.g. cyclic factors, market
saturation, etc.). For example, in 2008 the medfahe “Damped” model APEs is less
than the “Best-Fit” APEs (1.74% vs. 1.83%), wherdeesmaximum APE is higher, due
to the conciliation effect (i.e. ITF3 already wadamnping model).

Figure 3: Employment - persons aged 15-64 — Damped ES Moetgbnal ex-post
APEs by Nuts2, 2007 and 2008

APE_Damped_CT_07 APE_Damped_CT_08{ =z

APE_BESTFit_CT_0O7F Satf AFE_BEs CFit_CT_08
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Source: ESeC estimates on Eurostat data (Labour Forcee$urMotes 1. APE_BestFit CT: APE
Estimates Conciliated to national estimates oncated data (table 8); 2. APE_Damped_CT: APE
Estimates of ETS(A, & N) conciliated to national estimates on truncatath.




Conclusions

When a few information is available, in order tot geliable estimates it can be
necessary to use databases other than those fosp#dwfic analysis at hand. The
management of multiple sources of data can impforexasts, as the herein presented
results have shown (e.g. the 2007 national APE fregional aggregation is 0.4%,
whereas the APE from regional aggregation afteoreidiation is 0.1%). National data
are often provided before the regional data, s¢, tha explained in the case of the
employment level, the proposed procedure allows figliable estimate of regional data
in advance of its publication by offices of natibsgatistics.
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