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ABSTRACT
This work presents PAN-AR, a dataset of spatial room impulse re-
sponses (SRIRs) encoded in the higher-order Ambisonics (HOA)
format. The dataset encompasses measurements obtained in four
distinct environments: a printer room, a meeting room, a classroom,
and an underground parking area. The SRIRs have been recorded
for different configurations of the emitter and receiver positions,
including up to six emitter positions and two receiver positions.
The dataset also includes samples of the ambient noise and spher-
ical pictures captured at the receiver positions, along with other
metadata. These characteristics render PAN-AR well-suited for ex-
tended reality applications, as it enables the dynamic simulation of
virtual sound sources in the space surrounding the listener. More-
over, the dataset favors the creation of ecological virtual auditory
environments, as it encompasses scenarios that are commonly en-
countered in the everyday lives of workers and students. In addition,
the ambient noise recordings and the spherical pictures provide
a more immersive and realistic experience. Finally, an analysis of
the acoustical properties of the measured SRIRs is provided in the
paper.
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1 INTRODUCTION
The sound waves emitted in an environment reflect on the encoun-
tered surfaces resulting in the persistence in time of sound. This
phenomenon, known as reverberation, is influenced by the posi-
tion in space and the materials of such surfaces. This results in
specific characteristics of the reverberated sound, including inten-
sity, duration in time, timbre, and spatial distribution. Artificial
reverberation is the process of simulating an acoustic reverberation
effect. Since the 1960s, a number of digital methods have been de-
veloped to this end [37]. Convolution-based techniques represent a
specific category of these methods, which assume that a linear and
time-invariant (LTI) system models the reverberant environment.
Accordingly, a room impulse response (RIR) is recorded in the en-
vironment of interest for specific emitter and receiver positions,
and its reverberation effect is simulated via convolution with an
arbitrary audio signal. Despite the considerable computational load
of the convolution operation, the obtained reverberation accurately
simulates the effect perceived in the real environment. For this rea-
son, convolution-based techniques are well-suited for auralization
purposes, i.e., the rendering of a source soundfield in an acoustic
environment, by simulating the listening experience at a given po-
sition in the modeled space [23]. For a realistic auralization, the
virtual simulation of a sound source in the environment of interest
should consider different aspects. Multiple RIRs should be measured
in the same environment by considering different configurations
of the emitter and receiver positions. Further, the measurement of
an RIR with a monophonic microphone is inadequate for a realistic
auralization process. In the physical world, a listener perceives the
various directions of arrival of the sound waves. In the field of spa-
tial audio, this phenomenon is virtually replicated through the use
of a number of techniques developed to simulate immersive virtual
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auditory environments (VAEs) [2, 16]. In the context of convolution-
based techniques, the use of spherical microphone arrays allows the
acquisition of spatial RIRs (SRIRs), which capture the directional
properties of the incoming sound waves. This enables the dynamic
simulation of the auralization process, whereby the spatial audio
rendering can be adapted in accordance with the listener’s rotation.
One of the principal formats for encoding spatial audio signals is
Ambisonics [42].

RIRs are indispensable tools in the study of various fields in-
cluding virtual acoustics, extended reality (XR), music produc-
tion, teleconferencing, speech enhancement, reverb matching, dere-
verberation, indoor localization, auditory scene analysis, hearing-
impairment research, and so on. For instance, in teleconferencing
systems, RIRs can be employed to simulate the presence of remote
speakers in the same room as the listener [1, 19, 41]. Further, some
approaches to reverberation matching utilize RIRs as a target to
simulate the reverberation of a given environment [5, 6, 20, 34].
Moreover, RIRs have been employed to study, design, and test hear-
ing aids [7, 21, 22, 29, 40]. In the context of XR, SRIRs are of particu-
lar interest as they permit the creation of VAEs, which adapt to the
user’s movements. The design of VAEs that are experienced as real
as possible is a hot research topic. SRIRs can be employed to investi-
gate the extent to which listeners are capable of discerning between
reference and simulated sound sources. Several criteria can be used
to this end, including authenticity [4], plausibility [25], transfer-
plausibility [39] and co-immersion [35]. Further, these criteria can
be evaluated under different settings of the reality-virtuality contin-
uum [28]. For instance, audio augmented reality (AAR) involves the
seamless superimposition of virtual sound sources onto existing
ones [3, 15, 31], while audio augmented virtuality (AAV) entails the
creation of VAEs using real-world auditory content [10].

The variety of applications encompassed by RIRs has led to the
publication of numerous datasets, each designated to address spe-
cific use cases. In this paper, we present PAN-AR (Panoramas, Ambi-
ent Noise & Ambisonics RIRs), a dataset of higher-order Ambisonics
(HOA) SRIRs, in particular second-order Ambisonics, which is well-
suited, but not limited, to applications in the XR context. The SRIRs
have been recorded for different configurations of receiver and
emitter positions in four rooms: a printer room, a meeting room,
a classroom, and an underground parking area. The selected envi-
ronments and positions were chosen to capture ecologically-valid
scenarios, which are representative of typical experiences of work-
ers and students in everyday life. Further, we considered at least
one configuration in each room where the receiver and emitter po-
sitions have been exchanged. The dataset also includes additional
data such as ambient noise samples, spherical pictures, and other
metadata pertaining to the environments. These additional data are
provided with the intention of obtaining a more comprehensive
representation of the captured environments. The ambient noise
allows for a more immersive simulation within the XR scene, while
the spherical pictures provide a visual stimulus that is consistent
with the listener’s position in space. The PAN-AR dataset is publicly
available on Zenodo [8]. Further, we also provide the SRIRs in SOFA
format [26] following the SingleRoomSRIR convention1.

1https://sofacoustics.org/data/database/pan-ar/

This paper is structured as follows. Section 2 provides an overview
of similar SRIRs datasets presented in the literature. Section 3 de-
scribe the dataset PAN-AR including the measured environments,
the measurement setup, the post-processing operations, and the
dataset organization. Section 4 provides an acoustical analysis of
the measured SRIRs. Section 5 concludes the paper.

2 PREVIOUS WORK
The existing literature contains numerous examples of RIRs datasets,
reflecting the considerable interest in the field of artificial reverber-
ation. Nevertheless, only a minority of these datasets encompass
SRIRs, which allows for a dynamic auralization that accounts for the
listener’s rotation. These datasets typically provide SRIRs encoded
in Ambisonics, which is the prevailing format for spatial audio con-
tent. Table 1 shows an overview of some of the Ambisonics SRIRs
datasets that have been proposed in the literature. These datasets
exhibit some distinguishing characteristics. A dataset is composed
of multiple SRIRs recorded in one or more environments of interest.
The majority of the datasets consider only one environment. Some
of these datasets employ varying furniture arrangements to alter
the reverberation properties of a room, for example, using absorp-
tion panels [17, 27]. Conversely, other datasets measure SRIRs in
multiple rooms [9, 38], such as the one described in this paper. Typ-
ical measured environments include concert halls, meeting rooms,
classrooms, living rooms, and pubs, among others. In each envi-
ronment, one or more configurations of the emitter and receiver
positions can be considered. In case of multiple environments, SRIRs
are typically measured for only one configuration [38], or slightly
more [9]. On the contrary, when a single environment is considered,
several configurations of emitter and receiver positions are usually
encompassed. In general, the number of emitter positions is greater
than that of the receiver [17, 18, 24, 32, 33], but this is not always the
case [9, 27, 30]. The most prevalent microphone used for the acquisi-
tion of Ambisonics SRIRs is the Eigenmike em32, which permits the
encoding of up to fourth-order [9, 17, 24, 27, 32, 33]. However, alter-
native microphones [18, 27, 30] or custom-designed solutions [38]
have been employed. In addition to SRIRs, such datasets may also
include other Ambisonics recordings in the considered environ-
ments. These may include babble [9], ambient noise (sometimes
referred to as background noise or room tone) [9, 38], and musical
instruments [24]. A minority of the dataset also includes visual data
about the environments, such as spherical photographs [17] and
3D models [17, 18].

The analysis of the existing datasets, as presented in Table 1,
indicates that our dataset, PAN-AR, has some advantages over the
others. PAN-AR is the sole dataset that includes both ambient noise
recordings and spherical pictures of the environments. Furthermore,
it is only one contemplating multiple environments along with
multiple emitter and receiver positions within each environment.

3 DATASET
3.1 Measured environments
The PAN-AR dataset includes Ambisonics SRIRs that weremeasured
in four environments of the Department of Computer Science of the
University ofMilan (Italy) in 2023. The environments are depicted in
Fig. 1 and include a printer room, a meeting room, a classroom, and
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Table 1: Comparison of some of the published SRIRs datasets in Ambisonics format.

Dataset Ambisonics Number of Environment type Number of positions Device Sample rate Other Visual dataorder environments Emitter Receiver Emitter Receiver [kHz] recordings

ACE Challenge
[9] 4th 7

Office, meeting
and lecture rooms,
building lobby

1 2 Fostex
6301B

Eigenmike
em32 48

Babble, fan
and ambient

noise
No

METU SPARG
[32] 4th 1 Classroom 244 1 Genelec

6010A
Eigenmike

em32 48 No No

ARTE
[38] 4th 13 Office, cafè, library,

living room, etc. 1 1 Tannoy
V8 Custom 44.1 Ambient

noise No

3D-MARCo
[24] 4th 1 Concert hall 13 1 Genelec

8331A
Eigenmike

em32 48 Musical
instruments No

Schütze et al.
[33] 4th 1 Living room 15 2 Genelec

8030
Eigenmike

em32 48 No Visual
model

Motus
[17] 4th 1 Room with varying

furniture 4 1 Genelec
1030A

Eigenmike
em32 48 No

3D models,
spherical
photo

McKenzie et al.
[27] 4th, 3rd 1 Room with varying

furniture 3 7 Genelec
8331A

Eigenmike
em32, Zylia

ZM-1
48 No No

Grimm et al.
[18] 1st 1 Pub 28 4

Genelec
8030, 8020,
B&K 4295

Core Sound
TetraMic 48 No 3D models

HOMULA-RIR
[30] 2nd 1 Seminar room 2 25 Genelec

8020D
Spatial Mic

Dante 48 No No

PAN-AR (our) 2nd 4
Printer and meeting
rooms, classroom,

underground parking
≤ 6 ≤ 2 Focal

Alpha 65
Core Sound
OctoMic 192, 96 Ambient

noise
Spherical
photo

an underground parking area. These spaces were specifically chosen
to capture the acoustic properties of ecological scenarios, which
are experienced in the everyday lives of workers and students. For
instance, the meeting room represents a well-suited environment
for immersive teleconferencing applications, whereas the classroom
is indicated for distance learning or remote workshops. Further, we
selected spaces with acoustic properties that differed as much as
possible, while avoiding an excessive number of environments. For
instance, the environments encompass a broad range of scales, from
a small-sized room, such as the printer room, to a vast area such
as the underground parking. In particular, the printer room has an
irregular shape, with the longest dimension measuring less than 5
meters. The meeting room has a rectangular base, with a length of
approximately 6 meters. The classroom has an almost rectangular
base, with a length of around 13 meters. The underground parking
has an irregular shape, with the longest dimension measuring more
than 40 meters. The exact dimensions of each environment are
provided in the planimetries reported in the dataset.

For each environment, we selected six positions, with the ex-
ception of the printer room, where five positions were selected
due to the limited space. Fig. 2 depicts the planimetries of the four
environments, along with the selected positions. The positions are
labeled with the letters A through F (A through D for the printer
room). The positions were selected to obtain uniform coverage of
the environment. Given these positions, we considered six (five
for the printer room) configurations of the emitter and receiver
positions used to measure the SRIRs. Five (four for the printer room)
configurations were obtained by placing the receiver in position
A and measuring the SRIR with the emitter placed in each of the
remaining positions. Position A was positioned to be roughly at

the room center in the majority of the environments. The remain-
ing configuration was obtained by exchanging the positions of the
receiver and emitter: the emitter was positioned in A, whereas the
receiver was positioned in one of the remaining positions. The
position selected for the receiver in this configuration is marked
with the letter X as a subscript in the planimetries shown in Fig. 2.
The heights of the positions were selected to represent ecological
scenarios where the emitter and receiver positions correspond to
the heads of speakers and listeners, which may be either standing
or seated. The receiver was oriented towards the north cardinal
direction for all the measurements. In some cases, the emitter was
oriented toward the receiver, while in others, it was oriented in a
different direction. The orientation of the emitter for each SRIRs
is provided in the dataset along with other metadata. Some of the
emitter positions were selected in order to elicit the reverberation
of adjacent environments and, in some cases, to occlude the direct
path to the receiver completely or partially. For position A, we
performed recordings of the ambient noise for 3 minutes capturing
the sound of the environment without any explicit sound source.
Further, we took spherical pictures in the two positions where the
receiver was placed in each environment.

3.2 Measurement setup
The SRIRs were measured with the logarithmic sine sweep tech-
nique [12]. The impulse responses were obtained through decon-
volution of the signal captured by the receiver. The employed sine
sweeps were 15 seconds long, ranging from 10 Hz to 95.9 kHz
with a sample rate of 192 kHz. The sweeps were propagated in
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(a) Printer room (b) Meeting room (c) Classroom (d) Underground parking

Figure 1: Pictures of the four environments measured in PAN-AR dataset, each showing a configuration of the emitter and
receiver positions.

the environment through the emitter represented by a Focal Al-
pha 65 loudspeaker (see Fig. 3a). The loudspeaker was connected
to a laptop via the Motu UltraLite-MK3 Hybrid audio interface.
Then, the reverberated sweep was captured through the receiver
represented by a Core Sound OctoMic microphone (see Fig. 3b),
placed perpendicular to the floor. The OctoMic is composed by a
spherical microphone array of eight capsules allowing up to second-
order Ambisonics recordings. The OctoMic is a mixed-order 2H1V
microphone, which means that the horizontal and vertical planes
are covered with a second-order and first-order spatial resolution,
respectively [36]. The multichannel recordings were performed
with the Zoom F8n multitrack recorder connected to the OctoMic.
We recorded the audio signals with 192 kHz sample rate and 24
bit depth. The same measurement procedure was followed for the
ambient noise. The devices’ gains were calibrated to achieve a suf-
ficiently intense signal, without clipping, and they were coherent
within each environment. The exact gain settings for both playback
and recording devices can be found in the dataset’s metadata. Fi-
nally, the spherical pictures were taken through a smartphone in
equirectangular projection format with a resolution of 10240× 5120
pixels and with the center of the image facing the north cardinal
direction.

3.3 Post-processing
The raw recordings performed by the Zoom F8n are A-format audio
files at 192 kHz with eight channels. To obtain the SRIRs provided
in the dataset, some post-processing operations were conducted.
First, we applied the deconvolution operation to obtain the impulse
responses from the recorded sine sweeps. Then, the recordings
were downsampled to 96 kHz, and the onsets preceding the SRIRs
were removed. It is possible to reconstruct the sound propagation
delay according to the distances between the emitter and the re-
ceiver reported in the dataset’s metadata. The A-format files were
then converted in B-format obtaining the second-order Ambisonics
SRIRs having nine channels. The conversion was conducted with

the VVOctoEncode plugin by VVAudio2. The first calibration op-
tion provided for the OctoMic microphone was selected during the
encoding procedure to correct its response. This option is the one
providing the least processing noise and excellent spatial location
cues as indicated by the microphone’s manufacturer3. The encoding
was performed using the AmbiX format encompassing the conven-
tions ACN for channel ordering and SN3D for normalization. The
same conversion from A-format to B-format has been conducted
for the ambient noise recordings. Also, ambient noise recordings
have been cleaned to remove sporadic impulsive noises and edited
to allow for seamless playback when looped. The spherical pictures
have been converted to cubic projections and then post-processed
to adjust wrong junctions and to apply color correction. Finally, the
pictures were encoded again in equirectangular coordinates. Fig. 4
shows a spherical photo obtained for the printer room.

3.4 Dataset organization
The dataset is organized following the directory structure shown
in Fig. 5. Each directory in the root is dedicated to one of the
four environments. Inside each environment directory, there is a
directory for each of the versions provided for the recorded audio
files. The directory A_Format_192kHz includes the raw version in
A-format at the original sample rate of 192 kHz. The directory
B_Format_96kHz_AmbiX include the versions at 96 kHz encoded in
HOA Ambisonics using the AmibiX format. Inside each of these
directories, the SRIRs and the ambient noise recordings are stored in
the IRs and Ambient_noise directories, respectively. The naming
convention used for the audio files is env_pos_type_format.wav,
where env is the environment number from 1 to 4. pos is the emitter
position from the letter B to F, plus the letter X for the configuration
where the receiver position has been exchanged with the emitter
position. pos is omitted in case of ambient noise. type is the type of
recording that can be IR or Ambience for the SRIRs and the ambient
noise, respectively. format is the audio format that can be A for the

2https://www.vvaudio.com/products/VVOctoEncode
3https://www.core-sound.com/products/octomic
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Figure 2: Planimetries of the four environments measured in the PAN-AR dataset, showing the considered positions and
the orientations of the emitter and receiver. The receiver is always pointing to the north and in position A, except for the
configuration where the emitter and the receiver positions are exchanged; in this configuration, the emitter is in position A,
while the receiver is in the position marked with the letter X in subscript.

A-format and B_AmbiX_opt1 for the B-format AmbiX encoding
using the first option for microphone calibration.

Further, for each environment directory, we include the direc-
tory Images with images related to the environments. Inside each
Images directory, there are the directories: Panoramas including
the spherical pictures taken in the two receiver positions in the
environment, Planimetry including the environment planimetry,
Pictures including some pictures taken in the environment show-
ing the emitter and receiver positions. Additionally, we included in
the root two CSV files, namely IRs.csv and Ambient_noise.csv,
regarding all the environments. These files include additional infor-
mation on SRIRs and ambient noise recordings. For each measured
SRIR, IRs.csv reports the distance and the angle between the emit-
ter and receiver, the gain of the audio interface that reproduced

the sine sweep, the gain of the multitrack recorder, and additional
notes regarding the measurement conditions. The last two meta-
data are also provided in Ambient_noise.csv for the ambient noise
recordings.

4 SRIRS ANALYSIS
This section presents an analysis of the SRIRs reported in the dataset.
This analysis encompasses a set of acoustical parameters obtained
using the AURORA software [11, 13] in accordance with the ISO
standard 3382 [14]. These parameters were computed for each en-
vironment and each recording configuration, based on the omnidi-
rectional channel of the SRIRs. This analysis is intended to provide
a characterization of the acoustic properties of each environment.
The selected acoustical parameters include reverberation time 𝑇20,
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(a) Focal Alpha 65 (b) Core Sound OctoMic

Figure 3: Pictures of (a) the emitter, a broad-band loudspeaker,
and (b) the receiver, a 8-capsules microphone, which were
used for the SRIRs measurement.

Figure 4: Spherical picture of the printer room after the post-
processing operations.

early decay time 𝐸𝐷𝑇 , center time 𝑇𝑆 , and clarity index 𝐶80. The
parameter𝑇20 is a measure of the reverberation time, which is quan-
tified by tripling the time employed by the RIR to decay from −5
to −25 dB. The early decay time 𝐸𝐷𝑇 estimates the decay time of
the early reflections as the time required by the RIR to decay by
10 dB. The center time 𝑇𝑆 represents the center of gravity of the
squared RIR. The clarity index 𝐶80 is the energy ratio between the
early reflections and the late reverberation parts of the RIR. This
is computed assuming that early reflections and late reverberation
are divided at 80 ms.

Table 2 reporters the values of the acoustical parameters for each
position in each environment. In addition, Fig. 6 shows the mean
values for each environment computed per one-third octave band.
It can be observed that the reverberation time𝑇20 is consistent with
the size of the environments. The shortest reverberation time was
observed in the printer room, while the longest was observed in
the underground parking. Nevertheless, the meeting room exhibits
a slightly longer reverberation time than the classroom, despite
the smaller size. This can be attributed to the configuration of the
meeting room, which has a shoebox shape and almost no furniture
but a table and some chairs. Conversely, the classroom has an irreg-
ular shape, is partially acoustically treated, and has a considerable
number of seating arrangements, which serve to diffuse and absorb
the sound reflections. The large size of the underground parking

PAN-AR

Ambient_noise.csv

1_PrinterRoom

A_Format_192kHz

Ambient_noise

IRs

B_Format_96kHz_AmbiX

Ambient_noise

IRs

Images

Pictures

Planimetry

Panoramas

2_MeetingRoom

3_Classroom

4_UndergroundParking

IRs.csv

Figure 5: Directory tree representing the dataset organiza-
tion.

may also affect the clarity index𝐶80, which is notably low in this en-
vironment. The underground parking is also the environment with
the largest values for the 𝐸𝐷𝑇 and 𝑇𝑆 parameters, while the other
environments exhibit similar values. The acoustical parameters
of the printer room exhibit a generally larger standard deviation
compare to the other environments. This can be attributed to the
SRIR recorded with the emitter situated outside the room, that is in
position E. For example, this position exhibits a long reverberation
time, which is likely the result of the reverberation of the spaces
adjacent to the printer room.

5 CONCLUSIONS
In this paper, we presented PAN-AR, a dataset of SRIRs encoded in
second-order Ambisonics. The dataset encompasses measurements
of a printer room, a meeting room, a classroom, and an underground
parking area. For each environment, the SRIRs have been recorded
for six configurations of the emitter and receiver positions. One of
these configurations is obtained by exchanging the receiver position
with one of the emitter positions. Additionally, PAN-AR includes
samples of the ambient noise and spherical pictures captured for
the receiver positions. PAN-AR also includes metadata to interpret
the SRIRs and ambient noise measurements. Further, we provide
the SRIRs in the SOFA format, which is a widespread standard to
exchange spatial acoustic data. In this paper, we also conducted an
analysis of the SRIRs by computing some acoustical parameters,
which include the reverberation time𝑇20, the early decay time 𝐸𝐷𝑇 ,
the center time 𝑇𝑆 , and the clarity index 𝐶80.
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Figure 6: Values of the acoustical parameters for each environment computed per one-third octave band (logarithmic scale). The
solid lines represent the averaged values for each position inside the environments, while the area is the standard deviation.

The characteristics of PAN-AR make it well-suited for XR appli-
cations. In this context, the SRIRs included in PAN-AR permit the
simulation of virtual sound sources in the space surrounding the
users, with the spatial audio rendering adapted to their movements.
Furthermore, the dataset can be employed to generate ecologically
valid VAEs. This is made possible by the captured environments,
which represent common scenarios in the everyday lives of work-
ers and students. In addition, the ambient noise recordings can
be employed to provide more immersive VAEs, and the spherical
pictures may enhance the overall experience, adding visual stimuli
consistent with the listener’s position in space.
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