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ABSTRACT

Explainable methods for understanding deep neural networks
are currently being employed for many visual tasks and provide
valuable insights about their decisions. While post-hoc visual ex-
planations offer easily understandable human cues behind neural
networks’ decision-making processes, comparing their outcomes
still remains challenging. Furthermore, balancing the performance-
explainability trade-off could be a time-consuming process and
require a deep domain knowledge. In this regard, we propose a
novel auxiliary module, built upon convolutional-based encoders,
which acts on the final layers of convolutional neural networks
(CNNs) to learn orthogonal feature maps with a more discriminative
and explainable power. This module is trained via a disentangle loss
which specifically aims to decouple the object from the background
in the input image. To quantitatively assess its impact on standard
CNNs, and compare the quality of the resulting visual explanations,
we employ metrics specifically designed for semantic segmentation
tasks. These metrics rely on bounding-box annotations that may
accompany image classification (or recognition) datasets, allowing
us to compare both ground-truth and predicted regions. Finally, we
explore the impact of various self-supervised pre-training strate-
gies, due to their positive influence on vision tasks, and assess their
effectiveness on our considered metrics.

Index Terms— Explainable AI (XAI), ResNet, self-supervised
learning (SSL), disentanglement.

1. INTRODUCTION

Artificial Intelligence (AI) pervades our everyday life, and its role
has been continually expanding and evolving [1]. Its impact on shap-
ing future technologies and providing new capabilities also demands
careful consideration, especially in critical domains. For instance,
healthcare, autonomous vehicles, and environmental monitoring are
critical sectors where analyzing the decision-making processes of
deep neural networks is essential for identifying errors and saving
lives [2,3]. Despite ongoing efforts, quantifying their fairness, trust-
worthiness, and transparency still remains challenging due to their
complex and, to some extent, abstract definitions, as well as the het-
erogeneity of infrastructures and tools [4, 5, 6].

More specifically, explainable AI (XAI) [7] includes techniques
to produce more transparent, trustable and fair models. Revealing
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Fig. 1: Training deep neural networks for image classification us-
ing a standard cross-entropy loss may limit their capability in visu-
ally explaining decisions. The proposed features disentanglement
towards final convolutional layers enhances this localization capa-
bility, which is fundamental for fostering more explainable methods.

biased data within datasets used to train deep learning models is cru-
cial for ensuring fair decisions, or identifying vulnerabilities, and
enhancing the security of AI systems against adversarial attacks.
While attempts to explain deep neural networks have primarily fo-
cused on their inner inference processes (e.g., on analyzing features
or weights), visual explanations highlighting input regions respon-
sible for their decision still remain one of the most effective and
straightforward approach, particularly for convolutional-based neu-
ral networks. Class Activation Mapping (CAM) [8], for example,
identifies discriminative regions using a weighted combination of ac-
tivation maps immediately preceding a global pooling layer. Since
many architectures may not follow this structure, Grad-CAM [9] still
focuses on the last convolutional layers but computes the average
gradients of the final feature maps. In fact, as the discriminative ca-
pability of the network increases towards its classification stage, last
layers typically provide valuable insights to explain their predictions.
Alternative methods focus on perturbing the original input [10], or
overcome issues of gradient-based approaches, e.g., saturation and
false confidence [11, 12]. Nevertheless, these attempts in quanti-
fying visual explanations have yet to reach maturity in effectively
evaluating the quality of the provided explanations [13, 14] as the
comparisons often rely on evaluation protocols that are not easily
replicable, or on ad-hoc architectures. Most importantly, different
cues can simultaneously be a valid visual explanation. As an exam-
ple, the Content Heatmap (CH) [14], or the average drop/increase
metrics [15, 16], can effectively assess the quality of coarse repre-
sentations, but they may fail in capturing fine-grained details. To
address these issues and measure both coarse and fine details, we fo-
cus on disentangling learned concepts and evaluating the networks’
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localization capability.
Our paper introduces several key contributions aimed at enhanc-

ing the interpretability of CAM-based XAI methods. We propose an
innovative auxiliary module based on two convolutional-based en-
coders, which uses the features from the final convolutional layer.
We expect that each class has its own prototypical elements to be
evaluated: the content and the background. Our encoders learn more
discriminative features related to these two “concepts” while back-
propagating by means of a disentangle loss which is employed in
the auxiliary module to generate orthogonal feature maps. By do-
ing so, we enhance the discriminative capacity of our model without
interfering with standard architectures used for image classification
(see Fig. 1). In addition, we leverage segmentation metrics to pro-
vide simple and effective quantitative measurements of visual ex-
planations. Our approach is evaluated on datasets with annotated
segmentation masks for each object in the input image, allowing us
to assess the performance of CAM-based XAI methods in a more
detailed manner. Furthermore, our study extends beyond the model
architecture itself to explore the impact of various pre-training pro-
cedures. We analyze how different pre-training techniques affect
the performance of our approach and demonstrate that their impact
is network-dependent. Notably, our findings highlight the valuable
contribution of orthogonal features obtained by our auxiliary module
in achieving increased explainability in the context of pre-training
procedures.

The remainder of this paper is organized as follows. Section 2
presents related works. Section 3 describes our proposed approach
and the main pre-training techniques used in this work. Section 4
presents our results and also discusses the main limitations of our
approach. Finally, Section 5 concludes the paper.

2. RELATED WORK

Visual Explainability. An effective visual explanation should ex-
hibit two crucial characteristics: it should be class-discriminative
while simultaneously capturing fine-grained details [9]. Grad-
CAM [9], for example, produces localization maps measuring the
gradients flowing in the last convolutional layers. Contrastive ap-
proaches offer an alternative strategy for improving the consistency
of visual explanations via positive and negative pairs [13]. However,
a quantitative assessment of their explanatory capabilities is still
in its early phase, also marked by the lack of a unified consensus
within the community. Coarser metrics [14], for example, focus
on the entire object, while finer metrics [17, 18], consider the spa-
tial selectiveness of the method. Depending on the domain, these
measures may not fully interpret the decisions thus requiring more
investigation.
Feature Disentanglement. Deep neural networks commonly in-
volve the cross-entropy loss for the image classification task which
demonstrated to not properly focus on inter-class separability and
intra-class compactness [19]. In this regard, several attempts fo-
cus on the learning strategy. For example, spherical, and geometric
losses, confirmed to enhance the discriminative power of deep fea-
tures [19, 20, 21]. In our work, we propose a novel loss to properly
focus on two elements of the input image, i.e., the content and the
background, and increase the localization capability of a CNN.
Pre-training and fine-tuning. Many computer vision tasks, e.g.,
image classification, object detection, or image segmentation,
rely on the “pre-training and fine-tuning” paradigm [22] since
ImageNet [23], JFT [24], and modern large-scale multi-modal
datasets [25] can significantly boost the performance on downstream
tasks. The zero-shot capability of recent deep learning models [25]

demonstrate the impact of large-scale data. In some scenarios (e.g.,
industrial, or medical) fine-grained annotations could be limited,
and previously mentioned datasets may not provide useful repre-
sentations due to the different characteristics of the domains. In
these cases, to avoid time-consuming and expensive annotation
processes, self-supervised methods [26, 27] permit to learn useful
visual features. A common solution consists in considering pretext
tasks, e.g., image colorization [28], contrastive learning [29], image
inpainting [30] or image jigsaw puzzle [31], that use pseudo-labels
which can be automatically generated using some attributes of the
input data. Siamese networks also demonstrated to be effective in
learning suitable representations [32]. Our work also explores the
impact of features disentanglement when employing self-supervised
pre-training strategies.

3. METHOD

To effectively understand the decision-making process of convolu-
tional neural networks, emphasis is often placed on the final convo-
lutional layers due to their ability to retain both spatial information
and high-level semantics. In this regard, we propose a novel auxil-
iary module that processes the last convolutional features. This aims
to enforce the network to learn orthogonal and more discrimina-
tive representations, thereby enhancing its explainability capability.
We investigate the common image classification setting wherein the
network is composed of three distinct parts: a convolutional-based
encoding, a global average pooling layer, and a final classification
stage. In the following, we introduce our features disentanglement
module, present the corresponding training loss, and finally discuss
our investigated self-supervised pre-training strategies.
Features Disentanglement. To perform a feature disentanglement,
we employ additional encoders to maximize the distance between
the learned features. Our aim is to obtain low-dimensional represen-
tations of two elements in the image, the content and the background,
and increase their distance. More specifically, our model-agnostic
method depends upon two additional encoders, namely, φB(·) and
φC(·), for background and content, respectively. These encoders
reduce the depth dimension of the feature maps related to the N th

layer (see Fig. 2), from NK to NC , where NK denotes the number of
channels before the global average pooling layer and NC denotes the
number of classes in our domain, while their spatial size is not modi-
fied. The encoders convert the feature map F̂ ∈ RW×H×NK to F ∈
RW×H×NC . Then, we transform each channel to a d−dimensional
vector (with d = W × H) and constrain it onto the surface of a
hyper-sphere using L2 normalization. Given the ith W × H out-
put channel of each encoder, i.e., φB

i and φC
i , we learn disentan-

gled representations considering two objectives based on a similarity
measure defined by the inner product:

sim(φC
i , φ

B
i ) = ⟨φC

i , φ
B
i ⟩, (1)

which also represents the cosine similarity between two our d-
dimensional vectors. In our case, sim(·, ·) ∈ [0, 1]. For the sake
of simplicity, we drop from the notation the input of each encoder.
Firstly, we consider an intra-encoder similarity, i.e., a cosine simi-
larity between all the feature pairs of each encoder:

L1
dis =

1

N

∑
i ̸=j

i,j∈{1,...,NC}

[
sim(φB

i , φ
B
j ) + sim(φC

i , φ
C
j )

]
, (2)

where N is a normalization factor employed in computing the mean
value. Secondly, we consider an inter-encoder similarity, i.e., a sim-
ilarity measure among features associated with a specific channel in



Fig. 2: We propose an auxiliary module to learn orthogonal feature maps extracted from two convolutional-based encoders (content and
background encoders). Each feature map in the Lth layer is normalized to represent a unit vector on a d-dimensional sphere. Our disentangle
loss reduces the similarity among the feature maps of each encoder (L1

dis) as well as between the corresponding feature maps of both encoders
(L2

dis) by increasing the angle between the feature maps (shown in red).

each encoder:

L2
dis =

1

N

NC∑
i=1

sim(φB
i , φ

C
i ), (3)

where N is defined similarly as in the previous case. Decreasing
both L1

dis and L2
dis allows the network to encourage diversity in the

representations. The optimization procedure involves using a stan-
dard cross-entropy loss along with our disentangle loss, which we
aim to minimize:

L = LCE + λdisLdis = LCE + λdis(L1
dis + L2

dis). (4)

Self-supervised Pre-training. Our aim is also to investigate the role
of pre-training procedures on representation learning for effectively
visualizing the decision-making processes behind the decisions of
convolutional neural networks. Specifically, we consider the general
pipeline of a self-supervised learning procedure, i.e., after apply-
ing a self-supervised pre-training method, we transfer the learned
parameters to a standard convolutional neural network to solve the
downstream image classification task. In this case, we firstly train
the network using a pretext task, and then fine-tune it on our dataset
additionally considering the disentangle loss. As pre-training proce-
dures, we consider the following techniques:

• Image colorization [28]: we perform color regression on the
L*a*b space. To enforce colors, we consider grayscale in-
puts and introduce Conv2d-BatchNorm2D-ReLU layers us-
ing 3 × 3 kernels, and Upsampling layers, to double the size
of the feature maps, and restore the original image size. Af-
ter colorization pre-training, the convolutional filters in the
first layer are replaced by randomly initialized filters to han-
dle RGB images, while the up-sampling layers are discarded;

• Image rotation [33]: this strategy consists in learning image
representations by recognizing the rotation applied to the in-
put image and training the network using a 4−way classifica-
tion task;

• SimCLR [29]: this method consists in a contrastive learning
of visual representations. SimCLR adopts a composition of
transformations applied to each input image for obtaining two
correlated views and maximize their agreement.

We additionally consider ImageNet [23] as pre-training proce-
dure, since it represents the main dataset for pre-training visual mod-
els and could act as the most effective pre-training strategy. Except
for the ImageNet pre-training, we consider the 5 closest classes to
our selected ones using WordNet similarity [34] for the other meth-
ods.
Explainable Metrics. We rely on an image classification dataset
containing bounding-box annotations which are transformed into bi-
nary segmentation masks highlighting the image regions the network
should focus on. After applying different post-hoc visual expla-
nation methods, we also binarize their outcomes using a threshold
α. A higher value of α corresponds to increased confidence in the
network. Finally, we assess the pixel-level comparison between the
ground-truth and predicted masks using the following metrics: In-
tersection over Union (IoU), or Jaccard Index, precision, recall, ac-
curacy and Dice coefficient.

4. RESULTS

Implementation Details. Each encoder implements 3 Conv-
BatchNorm2d-ReLU layers that halve the depth size at each step
in order to output NC channels. Both width and height of the
processed feature maps are not altered using stride and padding
appropriately. We train each network for 250 epochs, and use
as many epochs for fine-tuning. Input images are upsampled to
224 × 224 pixels. We set the batch size to 128, the learning rate
to 0.0005 and use the Adam optimizer and the “1cycle” learning
rate policy [35]. We adopt an L2 regularization for the weights. To
implement the SimCLR augmentation, we employ a temperature
parameter τ = 0.07 and a 128-d representation for the latent vector.
To obtain segmentation masks from an explainabile method, we set
the threshold α to 0.5.



Dataset. For our experiments, we use the TinyImageNet dataset [36],
a modified subset of the popular ImageNet [23] dataset, obtained
considering 200 classes. It provides 500 training images per class,
50 validation images per class and 10000 unlabeled images for
testing. Image dimension is 64 × 64 pixels. For our experiments,
we randomly select 5 classes, divide the training images into train-
ing and validation sets using an 80-20 split, and use the validation
images as test set. As training classes, we include European fire
salamander, Sea slug, Tabby, Sports car and Flagpole. On the other
hand, Cougar, Drumstick, Lion, Syringe, and Projectile are chosen
as pre-training classes.
Post-hoc Methods. To extract visual explanations, we consider
the following methods: GradCAM [9], GradCAM++ [15], Layer-
CAM [12], and ScoreCAM [11].
Quantitative Results. Table 1 reports the accuracies of our net-
works with different pre-training strategies. The best result is
achieved by the ResNet-101 architecture with features disentan-
glement, which also presents the greatest number of parameters
among the residual-based networks. While ImageNet pre-training
improves the classification results in most cases, notably, the other
techniques appears more effective when the number of parameters
is limited. It is worth mentioning that these pre-training methods
have been demonstrated to effectively learn the main features of
the domain, especially when a large quantity of data is available.
Specifically, if only a standard classification loss is considered, the
ImageNet pre-training clearly obtains the best performance, except
for the ResNet-18 network since no pre-training, or the SimCLR
pre-training, appear sufficient for a better learning. While the self-
supervised pre-training strategies are beneficial for both ResNet-
18/50 networks, we note a detrimental impact on the ResNet-101
network, in which the accuracy is reduced by ∼ 2-10 %. Including
our disentangle loss, we observe a significant improvement of the
accuracy by ∼ 2-5 %, especially for the ResNet-18 network.

In Table 2, we report our explainable metrics training the net-
works from scratch and using the ImageNet pre-training. Almost all
the metrics benefit from our disentanglement. We note a remarkable
gain for both the recall and Dice coefficient metrics confirming a
more powerful localization capability for the objects in the input im-
ages, which, in turn, also improves the accuracy metric. On the other
hand, precision values remain almost stable, or decrement. We also
point out that the considered post-hoc visualization methods show
similar trends. Furthermore, we note a limited impact of our ap-
proach on the GradCAM method. This limitation could be indica-
tive of the challenges it faces in identifying discriminative regions,
especially in scenarios involving a huge gap between convolutional
and classification features. These results are also confirmed in Ta-
ble 3 where our disentangle loss increases the explainable metrics
by large margin compared to a standard classification loss. Despite
the limited number of considered pre-training images, our networks
benefits from a pre-training procedure.
Qualitative Results. Fig. 4 shows our qualitative results using a
ResNet-18 network trained from scratch, and pre-trained used the
self-supervised image colorization procedure. Regardless of the vi-
sual explanation method considered, a standard classification loss fo-
cuses more on the frontal region showing the plate of the car, while a
colorization pre-training allows the network to also highlight objects,
i.e., other cars, present in the background. When the disentangle loss
is included, more parts of the car are taken into account, leading to
decisions that rely more heavily on the entirety of the object. In fact,
more parts of the car are highlighted. In this example, the GradCAM
method appears to suffer more from the lack of pre-training, and the
disentangle loss shifts the learned concepts of the network to a less

Pre-training ResNet-18 ResNet-50 ResNet-101
Method (11.7 M ) (25.5 M ) (44.5 M )

- 92.44 / 94.06 90.84 / 93.65 90.86 / 93.67
ImageNet [23] 91.70 / 92.11 95.31 / 94.08 96.06 / 98.01

Colorization [28] 89.63 / 91.60 88.93 / 90.92 88.48 / 90.45
Rotation [33] 87.64 / 92.00 91.25 / 85.32 81.72 / 86.14
SimCLR [29] 92.11 / 90.80 91.70 / 90.06 88.12 / 88.51

Table 1: Top@1 Accuracy (%). The values on the left correspond
to the training procedure using only the classification loss, while
those on the right refer to the additional disentangle loss. We un-
derline the best value for each network.

interpretable representation. Fig. 5, instead, depicts the results of a
ResNet-101 network pre-trained using SimCLR and the ImageNet
dataset. In the first case, the network struggles in learning appropri-
ate characteristics of this specific class (sea slug) since most of the
highlighted regions appear to belong to the background. The Ima-
geNet pre-training clearly improves the discrimination capabilities
and the different post-hoc visualization methods focus more on the
main characteristics of this class. By contrast, our disentangle loss
increases the discriminative power of the network since it focuses
more on stripes and shadows which represent typical elements of the
images of this class.
Ablation Studies. To compute the weight λdis for our augmented
loss, we conduct an ablation study on the ResNet-18 architecture,
testing it with 4 different values without considering any pre-training
method, as presented in Table 4. The introduction of this loss leads to
a slight increase in accuracy by 1.19% when λdis is set to 10−1. No-
tably, among all the metrics, both precision and dice coefficient out-
perform their previous values by a considerable margin. The remain-
ing metrics demonstrate improved values regardless of the lambda
parameter. These results also reveal a weak correlation between our
metrics and the network’s accuracy.

Furthermore, to evaluate the effect of the threshold α for bina-
rizing the heatmaps, we measure our metrics with α ∈ [0.1, 0.9].
The results are shown in Fig. 6 for the ResNet-18 architecture, and
highlight that the ImageNet pre-training is clearly the most effec-
tive pre-training method in focusing on the correct parts of the input
image. While rotation pre-training appears useful for learning more
discriminative features, colorization pre-training has a detrimental
impact instead. A high threshold clearly increases the precision of
the network by ∼ 20% compared with a low threshold value, but also
decreases the recall metric due to less identified correct regions. The
best accuracy is achieved with α = 0.3 while a low IoU metric for all
the values demonstrates that the predicted binary masks poorly align
with the provided bounding boxes. A less penalization is shown by
the Dice coefficient. When our disentangle loss is added, we note
a regularization effect which notably reduces the gap between all
the pre-training methods. More specifically, IoU and Recall met-
rics increases almost by 15% at different threshold values while, for
the self-supervised pre-training strategies, the achieved results reach
the ones obtained by a supervised pre-training (e.g., ImageNet). In
some cases, both colorization and rotation pre-training, obtain supe-
rior performance. Finally, we observe that, for low threshold values,
IoU and recall metrics increase with our disentangle loss, while pre-
cision and accuracy exhibit contrasting behavior.
Failure Cases. Finally, we also show in Fig. 7 some failures cases
where our disentangle loss produces a shift in the learned concepts.
Limitations. Our proposed loss function, while enhancing explain-
able metrics, introduces an additional number of trainable param-



Network IoU Precision Recall Accuracy Dice Coeff. Avg.

GradCAM [9]

ResNet-18 0.17 / 0.20 0.69 / 0.52 0.22 / 0.31 0.53 / 0.50 0.28 / 0.30 0.38 / 0.37
ResNet-50 0.20 / 0.03 0.67 / 0.43 0.24 / 0.04 0.52 / 0.47 0.31 / 0.06 0.39 / 0.21

ResNet-101 0.21 / 0.34 0.66 / 0.58 0.27 / 0.49 0.53 / 0.59 0.33 / 0.46 0.40 / 0.50

GradCAM++ [15]

ResNet-18 0.20 / 0.50 0.70 / 0.65 0.25 / 0.76 0.54 / 0.65 0.32 / 0.64 0.40 / 0.64
ResNet-50 0.20 / 0.49 0.64 / 0.64 0.25 / 0.73 0.51 / 0.63 0.31 / 0.62 0.38 / 0.62

ResNet-101 0.19 / 0.50 0.61 / 0.65 0.25 / 0.74 0.50 / 0.65 0.30 / 0.64 0.37 / 0.64

ScoreCAM [11]

ResNet-18 0.22 / 0.49 0.67 / 0.66 0.27 / 0.72 0.53 / 0.65 0.34 / 0.63 0.41 / 0.63
ResNet-50 0.21 / 0.37 0.64 / 0.56 0.28 / 0.51 0.51 / 0.60 0.33 / 0.48 0.39 / 0.50

ResNet-101 0.25 / 0.21 0.64 / 0.70 0.31 / 0.28 0.52 / 0.58 0.36 / 0.27 0.42 / 0.41

LayerCAM [12]

ResNet-18 0.21 / 0.50 0.70 / 0.64 0.27 / 0.77 0.54 / 0.64 0.39 / 0.64 0.42 / 0.64
ResNet-50 0.24 / 0.51 0.68 / 0.65 0.30 / 0.78 0.54 / 0.65 0.36 / 0.64 0.42 / 0.65

ResNet-101 0.23 / 0.50 0.65 / 0.66 0.30 / 0.75 0.54 / 0.66 0.36 / 0.64 0.42 / 0.64

(a) From Scratch

Network IoU Precision Recall Accuracy Dice Coeff. Avg.

GradCAM [9]

ResNet-18 0.32 / 0.15 0.72 / 0.53 0.41 / 0.19 0.60 / 0.49 0.46 / 0.23 0.50 / 0.32
ResNet-50 0.32 / 0.26 0.73 / 0.56 0.41 / 0.43 0.59 / 0.49 0.46 / 0.39 0.50 / 0.43

ResNet-101 0.36 / 0.10 0.73 / 0.39 0.46 / 0.13 0.62 / 0.50 0.51 / 0.15 0.54 / 0.25

GradCAM++ [15]

ResNet-18 0.41 / 0.49 0.72 / 0.65 0.54 / 0.75 0.64 / 0.64 0.56 / 0.63 0.57 / 0.63
ResNet-50 0.37 / 0.49 0.73 / 0.65 0.49 / 0.75 0.62 / 0.64 0.51 / 0.63 0.54 / 0.63

ResNet-101 0.40 / 0.51 0.74 / 0.67 0.52 / 0.76 0.64 / 0.66 0.55 / 0.65 0.57 / 0.65

ScoreCAM [11]

ResNet-18 0.40 / 0.49 0.73 / 0.65 0.51 / 0.75 0.64 / 0.65 0.54 / 0.64 0.56 / 0.64
ResNet-50 0.35 / 0.39 0.71 / 0.58 0.45 / 0.61 0.61 / 0.58 0.49 / 0.51 0.52 / 0.53

ResNet-101 0.36 / 0.50 0.70 / 0.58 0.47 / 0.83 0.61 / 0.60 0.50 / 0.63 0.53 / 0.63

LayerCAM [12]

ResNet-18 0.43 / 0.48 0.71 / 0.65 0.56 / 0.71 0.65 / 0.64 0.57 / 0.62 0.58 / 0.62
ResNet-50 0.39 / 0.50 0.71 / 0.65 0.52 / 0.76 0.62 / 0.64 0.53 / 0.63 0.55 / 0.64

ResNet-101 0.42 / 0.50 0.71 / 0.68 0.55 / 0.74 0.63 / 0.67 0.56 / 0.64 0.57 / 0.65

(b) ImageNet

Table 2: Explainable metrics with (a) no pre-training and (b) ImageNet pre-training. The left values refer to the LCE loss while the right
values additionally consider the Ldis loss. We underline the best value for each metric.

From Scratch Pre-trained

GradCAM GradCAM++ ScoreCAM LayerCAM GradCAM GradCAM++ ScoreCAM LayerCAM

LCE

LCE + λdisLdis

Fig. 4: Results for different post-hoc visualization methods using the ResNet-18 network trained from scratch (left) and pre-trained using
image colorization [28] (right) for a sample of the car class. The 1st row only uses the classification loss while the 2nd row adds our
disentangle loss.

From Scratch Pre-trained

GradCAM GradCAM++ ScoreCAM LayerCAM GradCAM GradCAM++ ScoreCAM LayerCAM

LCE

LCE + λdisLdis

Fig. 5: Results for different post-hoc visualization methods using the ResNet-101 network pre-trained using the SimCLR [29] method (left)
and pre-trained on ImageNet [23] (right) for a sample of the sea slug class. The 1st row only uses the classification loss while the 2nd row
adds our disentangle loss.



LCE

LCE + λdisLdis

Fig. 6: Explainable metrics using different values in the range [0.1, 0.9] for binarizing the heatmaps of the ScoreCAM [11] method. These
metrics refer to the ResNet-18 model. The 2nd row show the results using our disentangle loss, which acts both as a regularizer and increases
the explainable metrics.

Network IoU Precision Recall Accuracy Dice Coeff. Avg.

Colorization [28]

ResNet-18 0.20 / 0.50 0.60 / 0.66 0.27 / 0.75 0.51 / 0.65 0.32 / 0.64 0.38 / 0.64
ResNet-50 0.21 / 0.51 0.63 / 0.64 0.27 / 0.79 0.52 / 0.65 0.34 / 0.65 0.39 / 0.65
ResNet-101 0.26 / 0.49 0.64 / 0.66 0.32 / 0.74 0.55 / 0.65 0.38 / 0.63 0.43 / 0.63

Rotation [33]

ResNet-18 0.24 / 0.51 0.73 / 0.65 0.30 / 0.77 0.56 / 0.66 0.37 / 0.65 0.44 / 0.65
ResNet-50 0.23 / 0.51 0.64 / 0.65 0.28 / 0.78 0.54 / 0.65 0.35 / 0.64 0.41 / 0.65
ResNet-101 0.20 / 0.50 0.66 / 0.67 0.25 / 0.75 0.53 / 0.66 0.31 / 0.64 0.39 / 0.64

SimCLR [29]

ResNet-18 0.21 / 0.50 0.65 / 0.66 0.25 / 0.74 0.54 / 0.65 0.32 / 0.63 0.27 / 0.64
ResNet-50 0.24 / 0.50 0.70 / 0.66 0.30 / 0.75 0.55 / 0.65 0.37 / 0.64 0.43 / 0.64
ResNet-101 0.20 / 0.51 0.74 / 0.66 0.25 / 0.77 0.54 / 0.66 0.32 / 0.65 0.41 / 0.65

Table 3: Explainable metrics using different self-supervised pre-
training strategies for the LayerCAM [12] method. The values on
the left refer to the LCE loss, while the values on the right also con-
sider the Ldis loss. We underline the best value for each metric.

Flagpole

Tabby cat

(a) (b) (c)

Fig. 7: Failure cases. Results for the ScoreCAM [11] method ap-
plied to the ResNet-101 pre-trained on ImageNet (1st row) and pre-
trained with the self-supervised image rotation strategy [33] (2nd

row). (a) shows the ground-truth annotation, (b) uses the LCE loss,
while, in column (c), the LCE + λdisLdis loss is applied.

Top@1 Accuracy (%)
LCE LCE + λdisLdis

λdis = 0.01 λdis = 0.1 λdis = 1 λdis = 5

92.44 93.22 93.63 92.85 91.31

XAI Metrics
IoU 0.22 0.47 0.49 0.49 0.49

Precision 0.67 0.63 0.66 0.65 0.64
Recall 0.27 0.73 0.72 0.76 0.76

Accuracy 0.53 0.62 0.65 0.64 0.64
Dice Coeff. 0.34 0.61 0.63 0.63 0.63

Avg. 0.41 0.61 0.63 0.63 0.63

Table 4: Ablation study related to the λdis parameter for the ResNet-
18 network with no pre-training. We report the accuracies for differ-
ent values of λdis parameter along with the explainable metrics for
the ScoreCAM [11] method.

eters. Challenges also arise from the availability and reliability of
ground-truth annotations, impeding direct comparisons. Further-
more, like any data-driven approach, our method may inadvertently
capture biases inherent in the training data.

5. CONCLUSION

Our paper proposes a robust methodological framework aimed at
improving the effectiveness of post-hoc visual explanations. We dis-
entangle feature maps within the last convolutional layers using a
novel encoder which focuses on discerning between background and
content, as the main elements contributing to the decision-making
process. We also design a loss function, based on the cosine simi-
larity distance, to facilitate the learning of more discriminative fea-
tures. Finally, our study systematically examines the impact of self-
supervised pre-training strategies on the proposed method, which is
also beneficial in the case of pre-training procedures. We demon-
strate that our approach helps in understanding and improving AI
models to enhance transparency and implement security measures,
enabling the detection and correction of biased decisions.
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