# Feedback-assisted quantum search by continuous-time quantum walks 

Alessandro Candeloro,,${ }^{1, *}$ Claudia Benedetti, ${ }^{1, \dagger}$ Marco G. Genoni, ${ }^{1,2, \ddagger}$ and Matteo G. A. Paris ${ }^{1,2, \S}$<br>${ }^{1}$ Quantum Technology Lab, Dipartimento di Fisica Aldo Pontremoli, Università degli Studi di Milano, I-20133 Milano, Italy<br>${ }^{2}$ INFN, Sezione di Milano, I-20133 Milano, Italy

(Dated: November 11, 2022)


#### Abstract

We address the quantum search of a target node on a cycle graph by means of a quantum walk assisted by continuous measurement and feedback. Unlike previous spatial search approaches, where the oracle is described as a projector on the target state, we consider a dynamical oracle implemented through a feedback Hamiltonian. The idea is based on continuously monitoring the position of the quantum walker on the graph and then to apply a unitary feedback operation based on the information obtained from measurement. The feedback changes the couplings between the nodes and it is optimized at each time via a numerical procedure. We numerically simulate the stochastic trajectories describing the evolution for graphs of dimensions up to $N=15$, and quantify the performance of the protocol via the average fidelity between the state of the walker and the target node. We discuss different constraints on the control strategy. For unbounded controls the protocol is able to quickly localize the walker on the target node. We then discuss how the performance is lowered by posing an upper bound on the control couplings. Finally, we show how a digital feedback protocol seems in general as efficient as the continuous bounded one.


## I. INTRODUCTION

Quantum walks are used to model the evolution of a quantum particle, or excitation, over a discrete set of positions. If the walker dynamics is continuous in time, i.e. time is a real positive parameter, we talk about continuous-time quantum walk (CTQW) $[1-3]$. In many contexts, quantum walks show a quantum advantage with respect their classical counterpart, by allowing a speed-up in completing certain tasks. Examples are found in quantum computation [4-6], and quantum algorithms [7-17]. Since a CTQW evolves over a graph, it is strongly related to applications over networks, including quantum spatial search [18-24], quantum routing [2527], quantum transport and state transfer [28-30]. The ability to redirect or control information over a graph in an efficient way is essential to develop protocols involving quantum networks and to deal with a large amount of structured data. To this aim, we develop a protocol to guide the walker toward a target node on a graph by exploiting the tools of quantum control.

The theory of quantum control [31] addresses the problem of preparing a quantum system in a desired quantum state or with some desired quantum properties. In quantum feedback-control strategies the quantum system under control is measured (typically continuously in time) and the information acquired is exploited in order to optimize a feedback operation on the system itself. This kind of strategies has been studied in great detail, in particular with the aim of generating quantum states with non-classical properties such as squeezing or entan-

[^0]glement [32-49] or to cool optomehcanical systems towards their ground states, with the experimental results recently demonstrated in [50-52].

In this article, we propose a novel approach to quantum search on graphs and establish a new and unexplored line of research combining CTQWs with quantum feedbackcontrol protocols. In our system, the walker is interacting with an environment that is continuously monitored. As a result, the system evolution is a quantum stochastic trajectory and, based on the result of the measurement, a feedback protocol is applied. We will prove that it is possible to drive the walker towards a target state by optimizing the corresponding target fidelity at each step. Our method differs from other methods that have been developed since it allows the walker to be guided continuously to the target node. In the standard spatial search protocol the oracle is described as a projector operator onto the target state. With our approach we modify this paradigm. We consider a dynamical oracle encoded in the feedback operation. This means that the final projective measurement on the walker, to be performed at any time $t$ after a certain threshold time $t_{t h}$, has a high probability of success. In particular, we find that once the walker reaches the target node it remains stuck in it thanks to the feedback operation. This lift the burden of performing a final measurement at a very specific time, by allowing us to measure the walker position at any time $t \geq t_{t h}$.

The manuscript is organized as follows: in Sec. II and in Sec. III we give a brief introduction to continuous-time quantum walks, and to continuously monitored quantum systems and unitary (measurement-based) feedback strategies respectively. In Sec. IV, we introduce our search scheme and we describe the idea behind our feedback protocol. In Sec. V we analyze our results for the different control strategies we have considered, while we conclude the manuscript in Sec. VI with some remarks
and outlooks.

## II. QUANTUM WALKS AND SPATIAL SEARCH ON GRAPHS

A continuous-time quantum walk describes the continuous motion of a quantum particle over a discrete set of positions. Underlying every walk there is a graph $G$, which is described as a pair $G=(V, E)$ where $V=\{0,1, \ldots, N-1\}$ is the set of vertices and $E$ is the set of undirected edges, i.e. all the pairs of adjacent vertices in $V$. For a CTQW, the vertices represent the positions that the particle can occupy while the edges encode all the possible paths that a walker can move across. We denote the order of the graph as the number of nodes $N=|V|$. We restrict our discussion to regular graphs, with no loops nor multiple edges. All this information determines the topology of the graph and is encoded in the adjacency matrix $A$. In the position basis $\mathcal{B}_{p}=\{|k\rangle\}_{k=0}^{N-1}$, this is given by the matrix elements

$$
\langle i| A|j\rangle=A_{i j}=\left\{\begin{array}{ll}
1 & \text { if }(i, j) \in E  \tag{1}\\
0 & \text { if }(i, j) \notin E
\end{array} .\right.
$$

For example, in the case of a cycle graph the only non-zero elements are $A_{j k}$ and $A_{k j}$ satisfying the condition $k=(j+1) \bmod N$, with $j=0, \ldots, N-1$. Associated to $A$ there is a Laplacian matrix, defined as $L=D-A$. Here $D$ is a diagonal matrix, with $\langle k| D|k\rangle=d_{k}=\sum_{j=0}^{N-1} A_{k j}$ the degree of the $k$ th vertex. The Laplacian matrix is promoted to be the generator of the quantum dynamics and the physical origin behind this choice is the correspondence between $L$ and the discretized kinetic operator for regular lattices [53]. Hence, the quantum walker Hamiltonian is $H=\gamma L$, where the parameter $\gamma>0$ is the hopping rate between the nodes and it accounts for the energy scale of the system. The generic state of the CTQW at time $t$ is a superposition over the vertices $|\psi(t)\rangle=\sum_{k} a_{k}|k\rangle$ with $a_{k}=\langle k| e^{-i H t}\left|\psi_{0}\right\rangle$ and $\left|\psi_{0}\right\rangle$ the initial state of the walker. Throughout the paper we set $\hbar=1$. In the case of regular graphs, the matrix $D$ is proportional to the identity operator, thus making the evolutions generated by $L$ and $A$ equivalent. Before proceeding, we want to remark that using $L$ as the dynamics generator is only one of the possible (infinitely many) choices for a Hamiltonian. Indeed any Hermitian operator, which respects the topology of the graph, can be used as a legit CTQW Hamiltonian [53-57].

One application of CTQWs is the spatial search algorithm. The goal is to exploit the coherent evolution of a quantum walker to find a marked vertex on a graph faster than its classical counterpart. In the quantum spatial search of a marked node $|w\rangle$, the walker evolves under the Hamiltonian:

$$
\begin{equation*}
H_{S}=\gamma L-|w\rangle\langle w| \tag{2}
\end{equation*}
$$

where $\gamma$ is a real parameter and the operator $|w\rangle\langle w|$ is the oracle Hamiltonian i.e. a projector onto the target state. The walker is usually initialized in the uniform superposition of all nodes

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1}|k\rangle \tag{3}
\end{equation*}
$$

with no bias toward the target state. The algorithm is successful if the probability of finding the target node $\left.p_{w}\left(t_{s}\right)=\left|\langle w| e^{-i H_{S} t_{s}}\right| \psi_{0}\right\rangle\left.\right|^{2}$ is as close as 1 as possible in a time $t_{s}=\mathcal{O}(\sqrt{N})$. It was shown that a $\sqrt{N}$ speedup can be obtained for specific topologies, such as the complete and hypercube graphs and $(d>4)$-dimensional lattices $[18,58]$. Later studies proved fast search for different kinds of graphs [59-64] and a comprehensive analysis of the algorithm's performances was carried out in [65], which recovers previous graph-dependent results as special cases. It is worth mentioning here that considering different oracle operators, such as those which modify the edges connected to the target node, allows to reach a search time $t_{s}=\mathcal{O}(\sqrt{N \ln N})$ in two-dimensional $(d=2)$ lattices, by building Hamiltonians that exhibit Dirac points in their dispersion relation [20,66]. Since low dimensional lattices, such as the cycle graph, do not sustain fast search with the standard algorithm defined by Hamiltonian (2), novel strategies must be envisaged to boost the spatial search on these structures. We report in appendix $A$ the success probability of the standard search algorithm on the cycle graph to set a benchmark for our approach.

## III. CONTINUOUS MONITORING AND FEEDBACK CONTROL

## A. Continuously monitored quantum systems

We here provide a very basic introduction to continuously monitored quantum systems. We refer to the following references [31, 67, 68] for a more detailed introduction and for the derivation of the formulas provided in this Section. We assume that the quantum system under exam interacts with a large Markovian environment described by a train of input bosonic operators $\hat{a}_{j}(t)$ satisfying the canonical commutation relation $\left[\hat{a}_{j}\left(t^{\prime}\right), \hat{a}_{k}^{\dagger}(t)\right]=\delta_{j k} \delta\left(t-t^{\prime}\right)$. The interaction with the system is then given in terms of the time-dependent interaction Hamiltonian

$$
\begin{equation*}
\hat{H}^{i n t}(t)=i \sum_{j} \sqrt{\kappa_{j}}\left(\hat{c}_{j} \hat{a}_{j}^{\dagger}(t)-\hat{c}_{j}^{\dagger} \hat{a}_{j}(t)\right) \tag{4}
\end{equation*}
$$

in which $\kappa_{j}$ represent the coupling strengths, while $\hat{c}_{j}$ are operators acting on the system Hilbert space (one should also notice that the parameter $t$ in the operators $\hat{a}_{j}(t)$ is just a label denoting the time at which each operator is interacting with the quantum system via the Hamiltonian). We also assume that the environmental modes


FIG. 1. Cycle graph embedded in a plane on a circle of unit radius. Left panel: $N=5$; Central panel: $N=11$; Right panel: $N=15$.
$\hat{a}_{j}(t)$ can be measured continuously in time, just after the interaction, in order to gain information on the state of the system itself. Notice that the interaction with the environment can be either considered already present, and that some degree of control on this environment is achievable in order to perform such a measurement, or that such an interaction can be effectively engineered with the purpose of weakly monitoring the system. Both these approaches are nowadays pursued efficiently in different physical platforms, in particular in circuit QED [69-73] and in optomechanical systems [74-78]. It is known that in quantum mechanics a measurement modifies the state of the quantum system that is (directly or indirectly) measured, and that the corresponding conditional state will depend both on the kind of measurement performed and on the outcome of the measurement. We will focus on continuous homodyne detection of the environmental modes with monitoring efficiencies $\eta_{j}$, corresponding to a set of continuous photocurrents

$$
\begin{equation*}
d y_{t}^{(j)}=\sqrt{\eta_{j} \kappa_{j}} \operatorname{Tr}\left[\left(\hat{c}_{j}+\hat{c}_{j}^{\dagger}\right) \varrho^{c}\right] d t+d W_{t}^{(j)} \tag{5}
\end{equation*}
$$

where $d W_{t}^{(j)}$ denotes the innovation, that is the difference between the result of the measurement $d y_{t}^{(j)}$ and the expected results, and mathematically correspond to independent Wiener increments satisfying $d W_{t}^{(j)} d W_{t}^{(k)}=$ $\delta_{j k} d t$. The evolution of the quantum state $\varrho^{c}(t)$ conditioned on the photocurrents $d y_{t}^{(j)}$ is then given by the
following stochastic master equation (SME)

$$
\begin{align*}
d \varrho^{c} & =-i\left[\hat{H}_{s}, \varrho^{c}(t)\right] d t+\sum_{j} \kappa_{j} \mathcal{D}\left[\hat{c}_{j}\right] \varrho^{c}(t) d t \\
& +\sum_{j} \sqrt{\eta_{j} \kappa_{j}} \mathcal{H}\left[\hat{c}_{j}\right] \varrho^{c}(t) d W_{t}^{(j)} \tag{6}
\end{align*}
$$

where $\hat{H}_{s}$ is the Hamiltonian describing the evolution of the quantum system only, and where we have introduced the two following superoperators

$$
\begin{align*}
& \mathcal{D}[\hat{c}] \bullet=\hat{c} \bullet \hat{c}^{\dagger}-\left(\hat{c}^{\dagger} \hat{c} \bullet+\bullet \hat{c}^{\dagger} \hat{c}\right) / 2  \tag{7}\\
& \mathcal{H}[\hat{c}] \bullet=\hat{c} \bullet+\bullet \hat{c}^{\dagger}-\operatorname{Tr}\left[\left(\hat{c}+\hat{c}^{\dagger}\right) \bullet\right] \bullet \tag{8}
\end{align*}
$$

The continuous outcomes of the photocurrents $\left\{d y_{t}^{(j)}\right\}$ thus define a particular conditional trajectory for the conditional state of the quantum system. By averaging over all the possible trajectories, i.e. over all the possible outcomes of the measurements, we obtain the evolution of the unconditional state $\varrho^{u}=\mathbb{E}_{\text {traj }}\left[\varrho^{c}\right]$ that, by exploiting the property $\mathbb{E}_{\text {traj }}\left[d W_{t}^{(j)}\right]=0$, is a Markovian master equation in the Lindblad form

$$
\begin{equation*}
\frac{d \varrho^{u}}{d t}=-i\left[\hat{H}_{s}, \varrho^{u}(t)\right]+\sum_{j} \kappa_{j} \mathcal{D}\left[\hat{c}_{j}\right] \varrho^{u}(t) \tag{9}
\end{equation*}
$$

The evolution of the conditional states described by the SME (6) can be equivalently described via the formula [79, 80]

$$
\begin{equation*}
\varrho^{c}(t+d t)=\frac{\hat{M}_{\mathbf{d y}_{t}} \varrho^{c}(t) \hat{M}_{\mathbf{d y}_{t}}^{\dagger}+\sum_{j}\left(1-\eta_{j}\right) \hat{c}_{j} \varrho^{c}(t) \hat{c}_{j}^{\dagger} d t}{\operatorname{Tr}\left[\hat{M}_{\mathbf{d y}_{t}} \varrho^{c}(t) \hat{M}_{\mathbf{d y}_{t}}^{\dagger}+\sum_{j}\left(1-\eta_{j}\right) \hat{c}_{j} \varrho^{c}(t) \hat{c}_{j}^{\dagger} d t\right]} \tag{10}
\end{equation*}
$$

where we have introduced the family of Kraus operators

$$
\begin{equation*}
\hat{M}_{\mathbf{d y}_{t}}=\mathbb{I}-i \hat{H}_{s} d t-\sum_{j}\left(\frac{\kappa_{j}}{2} \hat{c}_{j}^{\dagger} \hat{c}_{j} d t-\sqrt{\eta_{j} \kappa_{j}} \hat{c}_{j} d y_{t}^{(j)}\right) \tag{11}
\end{equation*}
$$

with $\mathbf{d} \mathbf{y}_{t}=\left\{d y_{t}^{(1)}, \ldots, d y_{t}^{(K)}\right\}$ denoting the vector of the
outcomes of the $K$ mesaurement channels.
In our protocol we consider an initial pure state and perfect monitoring efficiency, i.e. $\eta_{j}=1$ for all channels. Under these assumptions the conditional evolution is described by a stochastic Schrödinger equation, or equivalently via the Kraus operators as follows:

$$
\begin{equation*}
\left|\psi^{c}(t+d t)\right\rangle=\frac{\hat{M}_{\mathbf{d y}_{t}}\left|\psi^{c}(t)\right\rangle}{\sqrt{\left\langle\psi^{c}(t)\right| \hat{M}_{\mathbf{d y}_{t}}^{\dagger} \hat{M}_{\mathbf{d y}_{t}}\left|\psi^{c}(t)\right\rangle}} \tag{12}
\end{equation*}
$$

## B. Unitary quantum feedback

In addition to conditioning the evolution of the quantum state, the outcomes of the measurement performed can in principle be exploited to further modify the dynamics of the system. In this respect, here we briefly introduce unitary measurement-based quantum feedback. The idea is that, once the measurement outcomes $\mathbf{d} \mathbf{y}_{t}$ are obtained, one performs a unitary operation $\hat{U}_{f b}(t)$ on the quantum state, typically optimized in order to achieve a certain goal as, for example, the preparation of a certain target quantum state. This unitary operation may depend only on the last measurement outcomes, or on the whole history of outcomes, and thus on the whole trajectory of the conditional state. In the first instance one talks about Markovian quantum feedback and one can derive a corresponding Markovian feedback master equation [31, 33]. In this work we will focus on the second kind of feedback, and thus our feedback strategy will be optimized by knowing both the last measurement outcomes and the conditional state $\left|\psi^{c}(t)\right\rangle$ (and as a consequence the whole measurement history). In order to obtain the corresponding evolution, we exploit the formulas involving the Kraus operators. In particular, if the feedback operation is performed after the measurement, by assuming unit measuring efficiency, initial pure states and no-delay between measurement and feedback, the conditional state at each instant is described via the formula

$$
\begin{equation*}
\left|\psi^{f b}(t+d t)\right\rangle=\frac{\hat{U}_{f b} \hat{M}_{\mathbf{d y}_{t}}\left|\psi^{f b}(t)\right\rangle}{\sqrt{\left\langle\psi^{f b}(t)\right| \hat{M}_{\mathbf{d y}_{t}}^{\dagger} \hat{M}_{\mathbf{d y}_{t}}\left|\psi^{f b}(t)\right\rangle}} \tag{13}
\end{equation*}
$$

This formula is particularly useful for our numerical approach where one needs to substitute the time differential $d t$ with a finite but small time increment $\Delta t$, while the Wiener increment $d W_{t}^{(j)}$ must be replaced by a Gaussian random variable $\Delta W_{t}^{(j)}$ with zero mean and variance $\Delta t$. The finite increments to the measurement records are

$$
\begin{equation*}
\Delta y_{t}^{(j)}=\sqrt{\kappa_{j}}\left\langle\psi^{c}(t)\right|\left(\hat{c}_{j}^{\dagger}+\hat{c}_{j}\right)\left|\psi^{c}(t)\right\rangle \Delta t+\Delta W_{t}^{(j)} \tag{14}
\end{equation*}
$$

Due to the finite nature of $\Delta t$, the deterministic identity $\Delta W_{t}^{(j) 2}=\Delta t$ is no longer satisfied, thus corrections must be considered. This is accomplished by adding an
extra term, known as Euler-Millstein correction [80], in the Kraus operators that now read

$$
\begin{align*}
\hat{M}_{\Delta \mathbf{y}_{t}}= & \mathbb{I}-i \hat{H}_{s} \Delta t-\sum_{j}\left(\frac{\kappa_{j}}{2} \hat{c}_{j}^{\dagger} \hat{c}_{j} \Delta t-\right. \\
& \left.-\sqrt{\kappa_{j}} \hat{c}_{j} \Delta y_{t}^{(j)}-\frac{\kappa_{j}}{2} \hat{c}_{j}^{2}\left(\Delta y_{t}^{(j)^{2}}-\Delta t\right)\right) \tag{15}
\end{align*}
$$

## IV. QUANTUM SEARCH ASSISTED BY FEEDBACK

Our idea is to continuously monitor the position of a quantum walker during its evolution on a cycle graph, and then to use this information to apply feedback unitary operations as a dynamical oracle with the aim of finding a particular target node. The walker is initially prepared in the uniform superposition of all nodes of the graph as in Eq. (3). The first step is to describe the continuous monitoring. In particular we assume to be able to couple our system to two different environments via the following jump operators

$$
\begin{align*}
& \hat{c}_{1}=\hat{x}=\sum_{k=0}^{N-1} \cos \left(\frac{2 \pi k}{N}\right)|k\rangle\langle k|  \tag{16}\\
& \hat{c}_{2}=\hat{y}=\sum_{k=0}^{N-1} \sin \left(\frac{2 \pi k}{N}\right)|k\rangle\langle k| \tag{17}
\end{align*}
$$

whose eigenvalues exactly correspond to the coordinates of the position of the $N$ nodes of the graph, corresponding to equally spaced points on a unit radius ring centered on $(0,0)$ in the $(x, y)$ plane (see Fig. 1 for cycle graphs with $N=5,11,15)$. By performing continuous homodyne detections one obtains two photocurrents (5) whose average values are indeed proportional to the the expectation values of the operators $\hat{x}$ and $\hat{y}$ on the conditional state $\varrho^{c}$. We show in Appendix B that the unconditional evolution, corresponding to the master equation (9) with the cycle graph Hamiltonian $H_{S}=\gamma L$ and jump operators (16)(17), leads to a symmetric dephasing-like evolution in the position basis, thus reflecting the translation invariance of the graph's nodes and further validating our choice. In Appendix C we also mention an alternative choice for the jump operator, i.e. the single non-Hermitian jump operator

$$
\hat{c}_{0}=\sum_{k=0}^{N-1} e^{i 2 \pi k / N}|k\rangle\langle k|
$$

that satisfies the properties discussed above. We show that the results are comparable with the one obtained via the two Hermitian jump operators $\hat{c}_{1}$ and $\hat{c}_{2}$.
The second step is to define our feedback strategy. We parametrize the unitary feedback operator as

$$
\begin{equation*}
\hat{U}_{f b}(\boldsymbol{\theta})=e^{-i \hat{H}_{f b}(\boldsymbol{\theta}) d t} \tag{18}
\end{equation*}
$$

where, in general, we assume to have a finite number of control parameters $\boldsymbol{\theta}=\left\{\theta_{k}\right\}$ corresponding to a set of control operators $\left\{\hat{h}_{k}\right\}$, such that the feedback Hamiltonian reads

$$
\begin{equation*}
\hat{H}_{f b}(\boldsymbol{\theta})=\sum_{k} \theta_{k} \hat{h}_{k} \tag{19}
\end{equation*}
$$

The definition of the control operators is indeed crucial. Two natural choices can be considered: the first one is to choose the on-site projectors, i.e. $\hat{h}_{k}^{(o s)}=|k\rangle\langle k|$. However preliminary numerical simulations show that this choice is in general not efficient. In order to understand why this is the case, one can for example observe that, being $\{|k\rangle\}$ eigenstates of the control operators above, if the walker during the evolution happens to be in a node $|\bar{k}\rangle$ different from the target, the unitary operation will not be able to change its state and thus the feedback is useless for our purposes. The second natural choice is to consider the hopping operators

$$
\begin{equation*}
\hat{h}_{k}^{(h o p)}=|k\rangle\langle k+1|+|k+1\rangle\langle k|, \tag{20}
\end{equation*}
$$

with the usual boundary condition $|N\rangle \equiv|0\rangle$. This set of feedback control operations represents the ability of controlling each coupling between adjacent nodes individually. Finally, one needs to decide how to optimize the feedback operation, that is the set of control parameters $\boldsymbol{\theta}$, in order to find the target node on the graph. This is typically done by defining a reward function $\Lambda\left(\left|\psi^{f b}\right\rangle\right)$, that in our case naturally corresponds to the fidelity between the conditional state after the feedback operation $\left|\psi^{f b}\right\rangle$ in Eq. (13), and the target state (that we will hereafter denote as $|0\rangle$ ), i.e.

$$
\begin{equation*}
\Lambda\left(\left|\psi^{f b}(t)\right\rangle\right)=\mathcal{F}_{|0\rangle}\left(\left|\psi^{f b}(t)\right\rangle\right)=\left|\left\langle 0 \mid \psi^{f b}(t)\right\rangle\right|^{2} \tag{21}
\end{equation*}
$$

We will thus choose the parameters $\boldsymbol{\theta}$ as the ones maximizing the fidelity at each step of the trajectory. The same figure of merit will be then used in order to assess the performance of our protocol. We will indeed numerically evaluate

$$
\begin{equation*}
\overline{\mathcal{F}}_{|0\rangle}=\mathbb{E}_{\text {traj }}\left[\mathcal{F}_{|0\rangle}\left(\left|\psi^{f b}(t)\right\rangle\right)\right], \tag{22}
\end{equation*}
$$

that is the fidelity averaged over all the possible trajectories conditioned by the continuous monitoring.

## V. RESULTS

In the following, we present our main results, dividing them in three different settings: in Sec. V A we address the numerical optimization of the feedback operation with unbounded control parameters, that is without posing any bound on the search domain for the parameters $\left\{\theta_{i}\right\}$. Then, in Sec. VB we consider numerical optimization of the feedback but with a bounded domain, that from the physical point of view may represent constraints on the physical implementation of the feedback
operations. In Sec. V C we study the case of digital feedback [81], in which the value of the feedback couplings are not only bounded, but can take values only from a discrete set (one should notice that unlike previous examples of digital feedback [81], we still have a continuous measurement output, and only the feedback operations are discrete). In all these examples we consider the system initially prepared in the quantum state defined in Eq. (3), corresponding to the uniform superposition over the $N$ nodes of the graph.

The algorithm we used to numerically optimize the feedback couplings is provided by the SciPi library, and in particular the scipy.optimize.minimize function [82]. The method used for the different strategies are the following: for the unbounded optimization (Sec. V A) we use the BFGS method; for the bounded optimization (Sec. VB) we used the L-BFGS-B method. Differently, the method used for digital feedback (Sec. V C) is a brute force one, i.e. we consider all the possible combinations of the finite discrete values and we select the optimal one.
We remark that we have also investigated the scenario with a single feedback Hamiltonian controlling collectively all the couplings via a single parameter $\theta$, i.e. via the Hamiltonian $\hat{H}_{f b}=\theta \sum_{k} \hat{h}_{k}^{(h o p)}$. However, as we show in Appendix E, this kind of feedback is not particularly efficient for our purposes.

## A. Numerical optimization with unbounded controls

We here show the results of our protocol when considering a feedback operation via the control operators introduced in Eq. (20) and optimized control parameters $\left\{\theta_{k}\right\}$ with unbounded domain. A remark is in order here: the first attempt we have pursued was to follow the approach described by Martin et al. in [45, 47], where the feedback operation is assumed to be infinitesimal, i.e. via couplings written as

$$
\begin{equation*}
\boldsymbol{\theta} d t=A \mathbf{d} \mathbf{W}+\mathbf{B} d t \tag{23}
\end{equation*}
$$

where $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{K}\right)^{\top}$ is the vector of the feedback couplings, $\mathbf{d} \mathbf{W}=\left(d W_{t}^{(x)}, d W_{t}^{(y)}\right)$ is the vector of the Wiener increments describing the measurement, while $A$ and $\mathbf{B}$ are respectively a $(N \times 2)$-dimensional matrix and a 2 dimensional vector describing the feedback strategy. The optimization in this scenario could be done analytically if some conditions are fulfilled, as described in [45] (see Appendix E for further details on this method). However for our problem we verify that these conditions are never satisfied and thus a numerical optimization with unbounded couplings has to be performed.

The results are depicted in Fig. 2 for $N=5,11,15$, where we observe that the protocol is particularly efficient in reaching the target state. In order to quantify the efficiency of our protocol, we fix a threshold value for


FIG. 2. Results for multiple feedback control Hamiltonians $\hat{h}_{k}^{(h o p)}$ defined in Eq. (20). (a): average reward function $\overline{\mathcal{F}}_{|0\rangle}$ as a function of time (black dashed line: threshold $\left.\mathcal{F}^{t h}=0.95\right) .\left(b_{1}\right)-\left(b_{4}\right)$ : averaged feedback couplings $\bar{\theta}_{k}$, corresponding to the $k$ th Hamiltonian in (19): $\left(b_{1}\right)$ and $\left(b_{3}\right)$ : short time behavior; $\left(b_{2}\right)$ and $\left(b_{4}\right)$ time-asymptotic behavior. Red line: $N=5$; blue line: $N=11$; orange line: $N=15$. Other parameters: $\eta=1, d t=0.01$, number of stochastic trajectory $N_{t j}=5000$.
the average fidelity $\mathcal{F}^{t h}=0.95$, such that whenever the reward function is larger than this threshold value, the target search is considered successful. This efficiency decreases as the size of the graph increases, although the threshold value is reached on rather small time scales $\gamma t<1$. This is a great improvement with respect to the performance of the standard quantum spatial search algorithm, reported in Appendix A, where the success probability never reaches the threshold value (see Fig. 7 for a comparison).

In Fig. 2 we also consider the average feedback coupling $\bar{\theta}_{0}$ between nodes $|0\rangle$ and $|1\rangle$ and the coupling $\bar{\theta}_{1}$ between nodes $|1\rangle$ and $|2\rangle$ (see Fig. 1 for reference): after an initial transient, the average value of the feedback couplings reaches an asymptotic value, meaning that the feedback operation is stable after having reached the target node. We notice that the average coupling $\bar{\theta}_{0}$, between nodes $|0\rangle$ and $|1\rangle$, tends to the asymptotic value $\bar{\theta}_{0} \rightarrow-\gamma$. In fact, when the protocol has almost localized the walker in the desired node, the role of the feedback is to try to stop the dynamics by nullifying the corresponding couplings in the Hamiltonian. We have also numerical evidence that, within numerical noise, the average feedback couplings are symmetric with respect to the $x$-axis ,i.e. $\bar{\theta}_{0}=\bar{\theta}_{N-1}, \bar{\theta}_{1}=\bar{\theta}_{N-2}$, etc., in the configuration in which the target node is placed in (1,0), see Fig. 1. The average feedback couplings reported in Fig. 2 show however large fluctuations, especially $\bar{\theta}_{1}$, suggesting that in some trajectories larger values of the optimal couplings are chosen by the optimization algorithm. We propose two possible justifications for this behaviour: i) the first one is based on the stochasticity of the single random trajectory, i.e. there might be a time-step in which the measurement project the state far away from the target node, and thus a large correction is needed; ii) the second one is based on the shape of the landscape functions of
the feedback couplings for a single trajectory. One can indeed observe that these landscape functions are periodic and thus have many local and equal maxima that can be reached by different values of the feedback couplings. The large fluctuations thus may arise from the fact that the algorithm does not always choose the maximum in the neighbourhood of the maximum found at the previous step (further details on the couplings' landscape functions are given in Appendix D).

## B. Numerical optimization with bounded controls

As we have seen in the previous Section, not only numerical optimization of the feedback strategy is necessary, but also large absolute values of the feedback couplings might be needed to perform an efficient search. Hence, to test the limits of our protocol, we consider the case where the feedback couplings $\boldsymbol{\theta}$ belong to a bounded domain. In this case each $\theta_{k}$ can take values from the interval $[-\xi \gamma, \xi \gamma]$, where we introduced the bounding (dimensionless) parameter $\xi$ that quantifies the range of values admitted for the feedback couplings $\boldsymbol{\theta}$. We consider the bounding parameter $\xi \geq 1$. We have indeed numerical evidence that for $\xi<1$, that is for feedback couplings smaller than the Laplacian parameter $\gamma$, the protocol fails. As we noticed in the example above, once the walker has been localized over the target the role of the feedback is to stop the dynamics and this effect cannot be achieved efficiently if in general $\left|\theta_{0}\right|<\gamma$.

The numerical results are provided in Fig. 3 for $N=11$ (the results are qualitatively similar also for $N=5$ and $N=15$ ), and for different values of $\xi$ ranging between $\xi=1$ and $\xi=100$. As expected, as $\xi$ grows, the efficiency of the protocol improves, i.e. the minimum time $t_{t h}$ required to reach the threshold $\mathcal{F}^{t h}$ decreases
on average. Moreover, even for small values of $\xi$, this protocol is able to identify the target node with higher probability than the standard quantum algorithm in the same time interval, see Appendix A.
The decreasing of the optimal time $\gamma t_{t h}$ for increasing values of $\xi$ can also be seen from Fig. 4, where we plot the ratio of $\gamma t_{t h} / \mathcal{F}^{t h}$, a quantity that corresponds to the effective time necessary to reach the target on average [83]. We observe that this quantity in general quantitatively depends on the chosen threshold value $\mathcal{F}^{\text {th }}$ but it gives always the same qualitative behaviour. We see that above a certain value of $\xi$, the ratio reaches a minimum asymptotic value. Larger values of $\xi$ are necessary to reduce the effective time $\gamma t_{t h} / \mathcal{F}_{t h}$ when the size $N$ is increased. From Fig. 3 and 4, we notice that the order of magnitude of the $t_{t h}$ is larger if compared with the one obtained for the unbounded feedback (see Fig. 2).

In Fig. 3 we also report the average values of the feedback couplings $\bar{\theta}_{0}$ and $\bar{\theta}_{1}$. Differently from the unbounded controls scenario, here the noisy fluctuations are much smaller (again, for a more detailed discussion, we refer the reader to Appendix D), and we have numerical evidence that the time behaviour of $\bar{\theta}_{0}$ and $\bar{\theta}_{1}$ is equal to their symmetric counterpart $\bar{\theta}_{10}$ and $\bar{\theta}_{9}$. The qualitative behavior of $\bar{\theta}_{0}$ is the same also for the other values of $N$ and $\xi$ considered: after a first positive peak, it follows a minimum and then a second maximum, which is smaller than the first, and eventually it tends to the finite asymptotically value $\bar{\theta}_{0} \rightarrow-\gamma$, confirming our previous intuition. The situation is slightly different for $\bar{\theta}_{1}$, where for $N=11$ and $N=15$ there is a sequence of minima and maxima which asymptotically tend to a value close to 0 while for $N=5$ the asymptotic values remains positive. This behaviour leads to the observation that, for smaller graphs, the couplings $\theta_{1}$ and $\theta_{N-2}$ are more relevant with respect to graphs with a larger size. The other feedback couplings are not particularly interesting, since their average is approximately 0 everywhere, so we decide to not report them.

So far we have discussed only averaged results on a large number of trajectories. To understand in detail the behavior of the protocol, in Fig. 5 we report the results for a single stochastic trajectory with bounded domain for $N=5$ with $\xi=1$ and $N=11$ with $\xi=5$. During the transient evolution, when the feedback is driving the walker to the target node $|0\rangle$, the value of the reward function is particularly affected by the measurement. After reaching the threshold value, the feedback operation tries to keep the walker into the target vertex. However, the stabilization procedure is not given by constant values of the feedback couplings. Similar to what we have discussed in the previous Section, this means that corrections are necessary also after having reached the target state with high fidelity. These corrections are responsible for the noise we see in the averaged feedback couplings reported in Fig. 3. By inspecting the single trajectories, we also notice that most of the values taken by $\boldsymbol{\theta}$ during the evolution are either equal to 0 or to $\pm \gamma$. So it is
worth exploring a scenario where the feedback couplings $\boldsymbol{\theta}$ belong to discrete set of possible values.

## C. Numerical optimization with digital feedback control

We now explore a digital feedback protocol, where the feedback control parameters $\boldsymbol{\theta}$ are picked, at each time step, from a discrete number of values. We study this strategy only for a cycle graph of order $N=5$ since the numerical algorithm we employed is particularly demanding.
First, we consider only three possible values for the couplings $\theta_{k}$, belonging to the set $\{0, \pm \gamma\}$. In this case the optimization algorithm explores all the values of the reward function for all the possible combinations that the five feedback couplings $\boldsymbol{\theta}$ may realize, i.e. $5^{3}=125$ possible combination, and select the one that realizes the maximum $\mathcal{F}_{|0\rangle}(\bullet)$. In the left panel of Fig. 6 we report the results obtained by repeating this algorithm at each step and averaging over $N_{t j}=5000$ trajectories. We see that the threshold value of $\mathcal{F}_{t h}$ is reached for a time $\gamma t_{t h}=6.40$, which is slightly larger than the value obtained via the continuous bounded protocol $\gamma t_{t h}=6.39$. Regarding the feedback couplings $\boldsymbol{\theta}$, their average values oscillate in the transient time, and after the threshold time $t_{t h}$, they stabilize around asymptotic values. We found that approximately $\bar{\theta}_{0}=\bar{\theta}_{4}=-\gamma$, while $\bar{\theta}_{1}, \bar{\theta}_{2}$ and $\bar{\theta}_{3}$ correspond in general to positive values.

Then, we consider five possible values for the feedback couplings $\theta_{k}$, belonging to the set $\{0, \pm \gamma, \pm \xi \gamma\}$, with $\xi$ playing the same role of the bounding factor we introduced before. Here, we may consider the two extra switchers as a boosted feedback operation, i.e. a larger coupling strength than the standard $\gamma$. In this case, the number of possible combination increase and it is equal to $5^{5}=3125$. The averaged results are reported in Fig. 6(b) for $\xi=5$ and for $N_{t j}=5000$ trajectories. The threshold value is reached, on average, by the time $\gamma t_{t h}=1.12$, which in this case is slightly smaller than the continuous-bounded protocol threshold time $\gamma t_{t h}=1.24$. This result is indeed unexpected since the digital feedback is an instance of the strategies allowed by the continuous bounded domain. This suggests that all the algorithms we employed for the optimization of the continuous bounded domain are not particularly efficient in finding the optimal values of the parameters $\boldsymbol{\theta}$, while the brute-force spanning algorithm we considered in this Section cannot fail, as all the possible combinations are tested.

The averaged values of the feedback couplings reported in the inset of Fig. 6 show that the extra switchers are considerably used in the initial stage of the evolution. As time increases, also in this case the values of $\bar{\theta}_{0}$ and $\bar{\theta}_{4}$ reach the asymptotic value of $\bar{\theta}_{0}=\bar{\theta}_{4}=-\gamma$. The other couplings, instead, reach an asymptotic value larger than


FIG. 3. Results for multiple feedback Hamiltonians $\hat{h}_{k}^{(h o p)}$ with bounded control parameters $\boldsymbol{\theta}$ and for a graph with $N=11$ nodes. (a): average reward function $\overline{\mathcal{F}}_{|0\rangle}$ as a function of time (black thick line: threshold $\mathcal{F}^{\text {th }}=0.95$ ); (b) and (c): average feedback coupling $\bar{\theta}_{0}$ and $\bar{\theta}_{1}$ respectively, as a function of time (short time behavior). Insets: average feedback coupling $\bar{\theta}_{0}$ and $\bar{\theta}_{1}$ for a larger time $t$ (asymptotic behavior). In all plots we used $\xi=1$ (red thick line), $\xi=5$ (blue dotdashed line) $\xi=50$ (orange dashed line), $\xi=100$ (purple dotted line), $\eta=1, d t=0.01$, number of stochastic trajectories $N_{t j}=5000$.


FIG. 4. Plot of $\gamma t_{t h} / \mathcal{F}^{t h}$ as a function of the bounding parameter $\xi$ for different graph sizes: $N=5$ (red line) $N=11$ (blue line) and $N=15$ (orange line). The value $t_{t h}$ is the time at which the $\mathcal{F}^{t h}=0.95$ is reached on average. By changing the value of the threshold parameter $\mathcal{F}^{t h}$ the qualitative behavior of the curves does not change and the values obtained for different $\xi$ have the same order of magnitude. We used the same data and the same set of parameters of Fig. 3.
one and are particularly noisy. This is a sign that, in each trajectory, the walker dynamics must often be corrected by the boosted positive feedback couplings.

## VI. CONCLUSIONS

The ability to control or manipulate the dynamics of a quantum walker over a network is important for the development of quantum computation, quantum algorithms and simulations. In this work we proposed a new protocol for searching a target node over a cycle graph by means of a continuous-time quantum walk. The CTQW interacts with environmental bosonic modes that are continuously monitored and then a proper feedback operation is applied to drive the walker toward the target state. The feedback thus plays the role of a dynamic oracle, able to
recognize the marked vertex and to change the values of the couplings between the nodes. In this work we analyzed and compared the performances of three different feedback strategies. In the first one, we optimized the feedback couplings without posing any bound on their values; then we considered the case of bounded control, by introducing a bounding parameter $\xi$; finally, we studied the case of digital feedback, where the optimal couplings were picked from a discrete set of values. We show how all the three strategies are able to localize the walker on the target node, with higher probability with respect to the quantum spatial search algorithm with a projective oracle. In particular, as expected, the minimum time necessary to reach a threshold target fidelity is lower in the unbounded case, while the continuous bounded control and the digital feedback strategies achieve similar results. Furthermore, for all considered strategies, we show that once the target vertex is reached, the feedback operates to keep the walker in this position. This is an important difference with respect to standard spatial search protocols [18, 24], where the target is found, with higher probability, at a specific time or in a very narrow time window. The implications are relevant, especially at the experimental and operational level, as in our protocol one does not need to perform the final position measurement at a specific time, but rather at any time larger than the known threshold.

Different physical realizations of quantum walks have been proposed in recent years. Among others, photonic realizations in integrated optical waveguide [84-87], single optically trapped atoms in a one-dimensional optical lattice [88, 89], or even with trapped ions [90-92]. Concerning possible implementations of our scheme, we specifically mention cold-atom platforms [93-95]. Recently it has been demonstrated how one can also achieve rapid reconfigurability of the network parameters by combination with optical tweezers [96]. Moreover promising steps towards continuous monitoring of observables in this framework have been put forward [97]. Instead of using an homodyne detection scheme, an alternative monitoring approach could also be modeled on the spon-


FIG. 5. Single trajectory for the multiple-feedback Hamiltonian protocol with bounded domain. (a): reward function $\mathcal{F}_{|0\rangle}(\bullet)$ as a function of time for $N=5, \xi=1$ (red line) and $N=11, \xi=5$ (blue line). In this case, we have respectively $\gamma t_{t h}=1.80$ and $\gamma t_{t h}=2.23$, highlighted by the red circles. (b): feedback couplings $\boldsymbol{\theta} d t$ as a function of time for the $N=5$ trajectory: Red line: $\theta_{0}$; Blue line: $\theta_{1}$; Orange line: $\theta_{2}$; Purple line: $\theta_{3}$; Green line: $\theta_{4}$. (c): feedback couplings $\boldsymbol{\theta} d t$ as a function of time for the $N=11$ trajectory: Red line: $\theta_{0}$; Blue line: $\theta_{1}$; Orange line: $\theta_{2}$. All the other feedback couplings are null (apart for some numerical noise of order $10^{-8}$ ) and we do not report them here. In (b) and (c) the vertical dashed line corresponds to the threshold time $\gamma t_{t h}$ of the single trajectory. The parameters considered are $\eta=1$ and $d t=0.01$.


FIG. 6. Digital feedback control for $N=5$. Left panel: three possible value of the control parameters: $\{0, \pm \gamma\}$. Right panel: five possible value of the control parameters: $\{0, \pm \gamma, \pm \xi \gamma\}$ with $\xi=5$. Main plot: averaged fidelity $\overline{\mathcal{F}}_{|0\rangle}$ as a function time. Inset: averaged feedback couplings $\overline{\boldsymbol{\theta}}$ as a function of time: Red line: $\theta_{0}$; Orange line: $\theta_{1}$; Blue line: $\theta_{2}$; Purple dashed line: $\theta_{3}$; Green dashed line: $\theta_{4}$. The red and the green line are superposed, as well as the the orange and the purple. The number of trajectories is $N_{t j}=5000$, and the parameters considered are $\eta=1$ and $d t=0.01$.
taneous emission observed in a Bose-Einstein condensate [98]. Although in this paper we focus on the cycle graph, our scheme can be, in principle, generalized to more general topologies with appropriate adaptations both in the feedback operations and system dynamics, i.e. respectively by changing the feedback Hamiltonian and the system-environment coupling.
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## Appendix A: The standard search algorithm in a cycle graph

The standard approach of quantum spatial search, using quantum walks, relies on the Hamiltonian in Eq. (2), which can be rewritten as:

$$
\begin{equation*}
H_{S}=\gamma L-\beta|w\rangle\langle w| \tag{A1}
\end{equation*}
$$

where $\gamma$ scales the time (or alternatively we can set $\gamma=1$ ) and $\beta / \gamma$ is the oracle parameter that we need to optimize to improve the search. In this way, we can compare the different search strategies, by showing the dynamical quantities of interest in terms of the re-scaled time $\gamma t$. If we apply this algorithm to one-dimensional lattices, such as the cycle graph, the success probability of finding the target does not scale well with the size of the graph. In


FIG. 7. Reward function $\mathcal{F}_{|0\rangle}$ for the optimized standard algorithm with the projective oracle for $N=5$ (red line), $N=11$ (blue dashed line) and $N=15$ (orange dotted line). For each size $N$, we found the optimal value for the $\beta$ parameter that gives the maximum value of $\mathcal{F}_{|0\rangle}$ in the considered time interval. We obtain the following: for $N=5, \gamma t_{o p t}=5.38, \beta_{\text {opt }} / \gamma=2.24$ and the maximum is $\mathcal{F}_{|0\rangle}\left(t_{o p t}, \beta_{o p t}\right)=0.91 ;$ for $N=11, \gamma t_{o p t}=6.23, \beta_{o p t} / \gamma=$ 1.19 and the maximum is $\mathcal{F}_{|0\rangle}\left(t_{o p t}, \beta_{o p t}\right)=0.60$; for $N=$ 15, $\gamma t_{\text {opt }}=11.28, \beta_{\text {opt }} / \gamma=0.92$ and the maximum is $\mathcal{F}_{|0\rangle}\left(t_{o p t}, \beta_{o p t}\right)=0.44$.
figure 7, we show how the spatial search algorithm performs in the case of a cycle graph. We compare three different sizes: $N=5,11,15$. For each graph, we numerically optimize the oracle parameter and then compute the probability of finding the target, also called reward function and defined in Eq. (21), as a function of time $\gamma t$. We see that for already $N=15$ the maximum probability of finding the target is less than 0.5 in the time interval considered.

## Appendix B: Unconditional master equation and the monitoring operators $\hat{c}_{j}$

In this appendix, we provide some details regarding the choice of the jump operators in Eq.s (16)(17). We recall that the evolution of an unconditional state is described by the following master equation

$$
\begin{equation*}
d \varrho^{u}=-i \gamma\left[L, \varrho^{u}(t)\right] d t+\kappa \sum_{j} \mathcal{D}\left[\hat{c}_{j}\right] \varrho^{u}(t) d t \tag{B1}
\end{equation*}
$$

where $\left\{\hat{c}_{j}\right\}$ is the set of jump operators describing the coupling of the system's degrees of freedom with the surrounding environment, and $L$ denotes the Laplacian operator characterizing the quantum walk defined in Sec. II. Since the cycle graph is symmetric under translations of the node's index and all nodes are equivalent, we expect an unconditioned dynamics to reflect this invariance. We will show how this requirement sets some constraints in the choice of $\hat{c}_{j}$. Since our goal is to monitor the position of the walker, one may consider any operator
diagonal in the position basis $\{|k\rangle\}$, such as for example

$$
\begin{equation*}
\hat{c}_{K}=\hat{K}=\sum_{k=0}^{N-1} k|k\rangle\langle k| \tag{B2}
\end{equation*}
$$

In this case one has that physically each node couples with the bosonic operator of the external field and this coupling is proportional to the index of the node itself. The unconditioned dynamics in (B1) for an initially equally superposed state given in Eq. (3) would eventually lead to a maximally mixed state at long times, as one expects. However, as we show in Fig. 8, during the time evolution, one observes that the symmetry of the graph is lost, as the different probabilities $p_{k}(t)=\langle k| \varrho^{u}(t)|k\rangle$ have different behaviours in time. The reason behind the broken symmetry is that one has to fix the node having eigenvalue $k=0$. Indeed, with a single real jump operator diagonal in the position basis, it is not possible to have an unconditioned dynamics that preserve the cycle symmetry. There are two possible ways to circumvent this problem: the first is to consider a non-Hermitian jump operator

$$
\begin{equation*}
\hat{c}_{0}=\sum_{k=0}^{N-1} e^{i 2 \pi k / N}|k\rangle\langle k| . \tag{B3}
\end{equation*}
$$

The second way is to use two jump operators, each diagonal in the position basis, like the one given in Eqs. (16)-(17). As remarked in the main text, the eigenvalues of these operators correspond to the coordinates of the nodes in the $(x, y)$ plane.

We now discuss the evolution corresponding to the unconditional dynamics for the three choices of jump operators. In Fig. 8 we report the probabilities $p_{k}(t)=$ $\langle k| \varrho^{u}(t)|k\rangle$ of the diagonal element of the density matrix in the position basis under the master equation (B1). We see that, both with the non-Hermitian jump operator (B3) or with the pair of jump operators (16) - (17), the probabilities $p_{k}(t)$ are constant in time, and thus describe a proper pure dephasing evolution, keeping the nodes populations constant and preserving the node symmetry, which instead is lost with the single jump operator in (B2).

One can also show that the two unconditioned dynamics that preserve this symmetry are not equivalent. This can be seen by looking at the off diagonal elements $\varrho_{i j}(t)=\langle i| \varrho^{u}(t)|j\rangle$. In fact we first observe that the absolute values of these off-diagonal elements have an identical behaviour as a function of time for the same choice of the coupling constant $\kappa$, leading to the same mixed steady-state diagonal in the position basis. However a different behaviour is observed if we focus on the imaginary and real parts of these quantities. Just as an example, in Fig. 9 we report their evolution for the element $\varrho_{01}(t)$. While for the pair of jump operators ( $\hat{c}_{1}, \hat{c}_{2}$ ) the imaginary part is always equal to zero, and the real part decreases exponentially to zero, for the single jump operator $\hat{c}_{0}$, one observes damped oscillations for both quantities.


FIG. 8. Time-evolution of diagonal elements of the unconditioned density matrix $p_{k}=\langle k| \rho^{u}(t)|k\rangle$ in the position basis for the unconditioned dynamics (B1) in a cycle graph with $N=5$ and $\kappa=\gamma$. Pair of jump operators $\hat{c}_{1}$ and $\hat{c}_{2}$ in Eqs. (16) and (17) or single non-Hermitian jump operator $\hat{c}_{0}$ in Eq. (B3): black dashed line $p_{0}=p_{1}=p_{2}=p_{3}=p_{4}=1 / 5$. Single jump operator $\hat{c}_{K}$ in Eq. (B2): green dot dashed line: $p_{0}(t)$; red line $p_{4}(t)$; purple dot dashed line: $p_{1}(t)$; orange line $p_{3}(t)$; blue dashed line: $p_{2}(t)$. The initial state is the uniform superposition of all nodes of the graph as in Eq. (3).

In the main text we have focused on the evolution due to the pair of jump operators $\hat{c}_{1}$ and $\hat{c}_{2}$, as their eigenvalues directly correspond to the coordinates of the walker position. In this sense one could think to be able to couple the walker to two independent environments via quantum non demolition-like interactions, in order to perform continuous monitoring of these observables. In this sense this choice is the one that, in our opinion, better fits the description in terms of continuous monitoring. However in the next Appendix we show that similar results are obtained by considering the dynamics with a single jump operator $\hat{c}_{0}$ and with continuous heterodyne detection.

## Appendix C: Results for the single complex jump operator $\hat{c}_{0}$

In this appendix, we report the results of the bounded feedback protocol with the non-Hermitian jump operator $\hat{c}_{0}$ given in Eq. (B3), analysing the reward function (21) for a single case of study, analogously to Fig. 3.

In this scenario, we can still obtain two distinct photocurrents yielding information on the position operators $(\hat{x}, \hat{y})$ by performing heterodyne detection instead of homodyne. In fact, in this case, one has two photocurrents


FIG. 9. Real (red lines) and imaginary (blue lines) parts of the off-diagonal element $\varrho_{01}(t)$ for the unconditioned dynamics (B1) in a cycle graph with $N=5$ and $\kappa=\gamma$ for the single jump operator $\hat{c}_{0}$ (dashed lines) and for the pair of jump operators ( $\hat{c}_{1}, \hat{c}_{2}$ ) (solid lines). The initial state is prepared in the uniform superposition of all nodes of the graph as in Eq. (3).
given by [31, 99]

$$
\begin{align*}
d y_{t}^{(1)} & =\sqrt{\frac{\eta \kappa}{2}} \operatorname{Tr}\left[\left(\hat{c}_{0}+\hat{c}_{0}^{\dagger}\right) \varrho^{c}\right] d t+d W_{t}^{(1)} \\
& =\sqrt{2 \eta \kappa} \operatorname{Tr}\left[\hat{x} \varrho^{c}\right] d t+d W_{t}^{(1)}  \tag{C1}\\
d y_{t}^{(2)} & =\sqrt{\frac{\eta \kappa}{2}} \operatorname{Tr}\left[\left(-i \hat{c}_{0}+i \hat{c}_{0}^{\dagger}\right) \varrho^{c}\right] d t+d W_{t}^{(2)} \\
& =\sqrt{2 \eta \kappa} \operatorname{Tr}\left[\hat{y} \varrho^{c}\right] d t+d W_{t}^{(2)} \tag{C2}
\end{align*}
$$

where $d W_{t}^{(1)}$ and $d W_{t}^{(2)}$ denotes two independent Wiener increments. As explained in Sec. (III), the evolution of the conditional state $\varrho^{c}(t+d t)$, described by Eq. (10), is determined by a single Kraus operator, that for an heterodyne detection can be written as

$$
\begin{equation*}
\hat{M}_{\mathbf{d y}_{t}}=\mathbb{I}-\frac{\kappa}{2} \hat{c}_{0}^{\dagger} \hat{c}_{0} d t+\sqrt{\frac{\eta \kappa}{2}} \hat{c}_{0}\left(d y_{t}^{(1)}-i d y_{t}^{(2)}\right) . \tag{C3}
\end{equation*}
$$

By looking at the two photocurrents, we can use the same algorithm we used in the main text to drive the walker to the target node.

In Fig. 10 we report the behavior of the average reward function for the multiple feedback Hamiltonians protocol described in Sec. IV and with bounded domains. The results reported are comparable with the one obtained in Fig. 3, meaning that the two protocols have similar performances. In particular we observe that the curves at fixed $\xi$ are almost coincident, except for the case of $\xi=1$. We may thus conjecture that in general the two strategies corresponding to the different jump operators lead to the similar results, but for small $\xi$ and for the jump operator $\hat{c}_{0}$ the algorithm implemented does not find the optimal feedback strategy, leading to smaller values of the average fidelity.


FIG. 10. Comparison between the average reward function $\overline{\mathcal{F}}_{|0\rangle}$ for multiple feedback Hamiltonians $\hat{h}_{k}^{(h o p)}$ with the single non-Hermitian jump operator $\hat{c}_{0}$ (solid) and the protocol with two jump operator (thick) already reported in Fig. 3. We consider bounded control parameters $\boldsymbol{\theta}$ and a graph with $N=$ 11 nodes. Black dashed line: threshold $\left.\mathcal{F}^{t h}=0.95\right)$. We used $\xi=1$ (red line), $\xi=5$ (blue line) $\xi=50$ (orange line), $\xi=100$ (purple line), $\kappa=\gamma, \eta=1, \gamma d t=0.01$, number of stochastic trajectories $N_{t j}=5000$.

## Appendix D: Shape of the landscape of the reward function $\mathcal{F}_{|0\rangle}$

In this section, we discuss some details regarding the landscape of the reward function $\mathcal{F}_{|0\rangle}$ for the protocol used in the main text, i.e. with the pair of jump operators given in Eqs. (16)-(17). The aim is to provide an heuristic argument for the large fluctuations we observe in the average feedback couplings in the unbounded domain, (see Fig. 2).

The landscape is, by definition, a function of the domain of the reward function (which is $\mathbb{R}^{N}$, with $N$ is the size of the cycle graph, i.e. the number of feedback couplings); for this reason it is not possible to plot the full landscape even for the smallest case we considered, i.e. $N=5$. Nonetheless, driven by the numerical results obtained in the main text and by symmetry considerations, we can restrict the domain in our analysis. Considering the notation of Fig. 1, we can assume that $\theta_{0}=\theta_{4}$ and $\theta_{1}=\theta_{3}$, as confirmed by the results shown in Fig. 2, where we can clearly see this symmetry, up to some fluctuations. We further assume that $\theta_{2}=0$, which is supported by numerical results in both the unbounded and bounded case, even though we did not reported them explicitly in the main text. In this way, we can now picture the landscape as a 3 D function with two free feedback couplings, $\theta_{0}$ and $\theta_{1}$.

The landscapes for a single trajectory and at different times are reported in Fig. 11, with $N=5$ and $\xi=1$, which is the smallest domain we have studied. Please, notice that the landscape in the figure is plotted for a larger domain, i.e. $\left\{\theta_{0} / \gamma, \theta_{1} / \gamma\right\} \in\{[-10,10],[-10,10]\}$. This means that the bounded algorithm is going to pick values in a smaller square centered in the $3 D$ plots we
have reported. We show this larger domain to illustrate why smaller domains (i.e. smaller $\xi$ ) leads to a slower increase of the average fidelity: one indeed observes that the maxima of the reward function are not accessible if $\xi$ is smaller than a certain threshold. We also stress that the algorithm that drives the walker does not assume that the angles are equal, i.e. $\theta_{0}=\theta_{4}$ and $\theta_{1}=\theta_{3}$ and $\theta_{2}=0$.

The landscapes reported in Fig. 11 show an oscillatory shape without a single global maximum but with many local maxima with the same height. This means that when the domain is enlarged (or even unbounded), at each step the algorithm might found a maximum outside the neighbourhood of the maximum found at the previous step. In the case of an unbounded domain, the periodicity of the landscape allows the algorithm to find maxima at very large values of the feedback coupling, which gives rise to the large fluctuations in the average feedback couplings in Fig. 2. To circumvent the problem, one could consider an algorithm in which, at each step, the feedback couplings are allowed to change in a small neighbourhood around the optimal value found at the previous step. We leave this to future investigations but we believe that this protocol should not substantially change the performance of the one used but should solve the large fluctuations problem we have observed.

## Appendix E: Unitary Feedback: analytic expression of the feedback couplings $\theta$

In this appendix we provide a detailed and analytical derivation for the expression of the feedback couplings in the case of a single feedback Hamiltonian, assuming that they are of the order of $d t$ and $d W_{i}$, by following the results presented in [45]. In the interaction picture, the conditioned evolution for the density matrix due to $d_{M}$ measurements is given by Eq. (6), and can be recasted as

$$
\begin{align*}
\varrho^{c}(t+d t) s= & \varrho^{c}(t)+\sqrt{\kappa} \sum_{i=1}^{d_{M}} \mathcal{H}\left[\hat{c}_{i}\right] \varrho^{c}(t) d W_{i}+ \\
& +\sum_{i=1}^{d_{M}} \kappa \mathcal{D}\left[\hat{c}_{i}\right] \varrho^{c}(t) d t \tag{E1}
\end{align*}
$$

where the superoperator $\mathcal{D}\left[\hat{c}_{i}\right] \bullet$ and $\mathcal{H}\left[\hat{c}_{i}\right] \bullet$ are defined in Eq. (7) and (8) respectively.

As explained in the Sec. IV, our feedback Hamiltonian is identified with the adjacency matrix (1), i.e.

$$
\begin{equation*}
\hat{H}_{f b}(\theta)=\theta \sum_{i=0}^{N-1} \hat{h}_{i}^{(h o p)}, \tag{E2}
\end{equation*}
$$

with $\hat{h}_{i}^{(h o p)}$ defined in (20). The single-feedback Hamiltonian protocol proposed here is nothing but the multiplefeedback protocol in which the single couplings change synchronously and with equal strength. Here we assume


FIG. 11. Landscapes for the reward function $\mathcal{F}_{|0\rangle}$ in a single trajectory at different time step. Panels $(a)-(e)$ are the landscapes, panel $(f)$ is the evolution of the reward function as a function of $\gamma t$. Comparing the two, we see the changes in the landscape as soon as the reward function increase. The parameters considered are $N=5, \xi=1, \kappa=\gamma, \gamma d t=0.01, \eta=1$. Please notice that the algorithm see only a smaller square of the values reported, as explained in Appendix D.
that the expression for the feedback coupling $\theta$ for the step $t+d t$ can be expanded as

$$
\begin{equation*}
\tilde{\theta}=\theta d t=\sum_{k=1}^{2} A_{k} d W_{t}^{(k)}+B d t \tag{E3}
\end{equation*}
$$

with $\boldsymbol{A}=\left\{A_{1}, A_{2}\right\}$ and $B$ are respectively a 2dimensional real vector and a real number. Then, the unitary evolution due to the feedback can be written as

$$
\begin{align*}
\hat{U} & =\exp \left\{-i \hat{H}_{f b}(\theta) d t\right\}=  \tag{E4}\\
& =\exp \left\{-i \hat{h}_{f b} \sum_{k=1}^{2} A_{k} d W_{t}^{(k)}-i \hat{h}_{f b} B d t\right\} \tag{E5}
\end{align*}
$$

From the latter expression, we can derive the infinitesimal evolution after the feedback (remember that $\left.d W_{t}^{(i)} d W_{t}^{(j)}=d t \delta_{i j}\right)$

$$
\begin{align*}
\varrho_{\tilde{\theta}}^{f}(t+d t)=\hat{U} \varrho^{c}(t+d t) \hat{U}^{\dagger}= & \varrho_{\tilde{\theta}}^{f}(t)+\sqrt{\kappa} \sum_{i=1}^{2} \mathcal{H}\left[\hat{c}_{i}\right] \varrho_{\tilde{\theta}}^{f}(t) d W_{t}^{(i)}+\kappa \sum_{i=1}^{2} \mathcal{D}\left[\hat{c}_{i}\right] \varrho_{\tilde{\theta}}^{f}(t) d t-i\left[\hat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right] \sum_{i=1}^{2} A_{i} d W_{t}^{(i)}+  \tag{E8}\\
& -i \sqrt{\kappa}\left[\hat{h}_{f b}, \mathcal{H}\left[\hat{c}_{i}\right] \varrho_{\tilde{\theta}}^{f}(t)\right] \sum_{i=1}^{2} A_{i} d t-i\left[\hat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right] B d t+\sum_{i=1}^{2} A_{i}^{2} \mathcal{D}\left[\hat{h}_{f b}\right] \varrho_{\tilde{\theta}}^{f}(t) d t=  \tag{E9}\\
= & \varrho_{\tilde{\theta}}^{f}(t)+\sum_{i=1}^{2} \hat{\mathcal{W}}_{i} d W_{t}^{(i)}+\left(\sum_{i=1}^{2} \hat{\mathcal{T}}_{i}-i\left[\hat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]\right) B d t \tag{E10}
\end{align*}
$$



FIG. 12. Single-feedback Hamiltonian protocol with $\hat{H}_{F}$ defined in Eq. (E2) for $N_{t j}=5000$ trajectories and parameters $\eta=\kappa=1$ and $d t=0.01$. (a): average reward function $\overline{\mathcal{F}}_{|0\rangle}$ with respect to the target state as a function of time $t$. Dashed line: threshold fidelity $\mathcal{F}_{t h} .(b)$ : average of the second derivative $\overline{\mathcal{V}}$ defined in Eq. (E16) as a function of time $t$. Red line $N=5$; Blue line $N=11$; Orange line $N=15$.
where we have grouped the differential factors together, i.e.

$$
\begin{align*}
\hat{\mathcal{W}}_{i}= & \sqrt{\kappa} \mathcal{H}\left[\hat{c}_{i}\right] \varrho_{\tilde{\theta}}^{f}(t)-i A_{i}\left[\hat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]  \tag{E11}\\
\hat{\mathcal{T}}_{i}= & \kappa \mathcal{D}\left[\hat{c}_{i}\right] \varrho_{\tilde{\theta}}^{f}(t)-i \sqrt{\kappa} A_{i}\left[\hat{h}_{f b}, \mathcal{H}\left[\hat{c}_{i}\right] \varrho_{\tilde{\theta}}^{f}(t)\right]+ \\
& +A_{i}^{2} \mathcal{D}\left[\hat{h}_{f b}\right] \varrho_{\tilde{\theta}}^{f}(t) \tag{E12}
\end{align*}
$$

To obtain the value of $\boldsymbol{A}$ and $B$ which determines the feedback operation at each time-step, we require that the derivative of the linear reward function $\Lambda(\varrho(t))$ with respect to $\tilde{\theta}$ at the following time step of the evolution

$$
\begin{align*}
\mathcal{G}(t+d t) & =\left.\frac{\partial}{\partial \tilde{\theta}}\left(\Lambda\left(\varrho_{\tilde{\theta}}^{f}(t+d t)\right)\right)\right|_{\tilde{\theta}=\tilde{\theta}_{o p t}}=  \tag{E13}\\
& =\Lambda\left(\left.\frac{\partial}{\partial \tilde{\theta}} \varrho_{\tilde{\theta}}^{f}(t+d t)\right|_{\tilde{\theta}=\tilde{\theta}_{o p t}}\right) \tag{E14}
\end{align*}
$$

satisfy the extremality condition

$$
\begin{equation*}
\mathcal{G}(t+d t)=0 \tag{E15}
\end{equation*}
$$

In addition, since we are interested in maximizing $\Lambda(\bullet)$, we ask also that the second derivative of the reward function is negative, i.e.

$$
\begin{equation*}
\mathcal{V}=\Lambda\left(\left.\frac{\partial^{2} \varrho_{\tilde{\theta}}^{f}(t+d t)}{\partial \tilde{\theta}^{2}}\right|_{\tilde{\theta}=\tilde{\theta}_{o p t}}\right)<0 \tag{E16}
\end{equation*}
$$

which ensures that the feedback operation maximize the reward function. To find the solution, we first evaluate

$$
\begin{equation*}
\partial_{\tilde{\theta}} \varrho_{\tilde{\theta}}^{f}(t+d t)=i\left[\hat{H}_{f b}(\theta), \varrho_{\tilde{\theta}}^{f}(t+d t)\right] . \tag{E17}
\end{equation*}
$$

Then, the condition (E15) can be expanded as follows

$$
\begin{equation*}
\mathcal{G}(t+d t)=-i \Lambda\left(\left[\hat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]\right)-i \sum_{j=1}^{2} \Lambda\left(\left[\hat{h}_{f b}, \hat{\mathcal{W}}_{j}\right]\right) d W_{t}^{(j)}-i\left(\sum_{j=1}^{2} \Lambda\left(\left[\hat{h}_{f b}, \hat{\mathcal{T}}_{j}\right]\right)-i B \Lambda\left(\left[\hat{h}_{f b},\left[\hat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]\right]\right)\right) d t \tag{E18}
\end{equation*}
$$

Now, the first term in the latter equation is null since we assume that at the previous time step the reward function satisfy the extremality condition. Then, considering the terms proportional to $d W_{t}^{j}$ we have that for $j=1,2$ $\Lambda\left(\left[\hat{h}_{f b}, \hat{\mathcal{W}}_{j}\right]\right)=0$, which is nothing but

$$
\begin{equation*}
A_{j}=-i \sqrt{\kappa} \frac{\langle 0|\left[\hat{h}_{f b}, \mathcal{H}\left[\hat{c}_{j}\right] \varrho_{\tilde{\theta}}^{f}(t)\right]|0\rangle}{\langle 0|\left[\hat{h}_{f b},\left[\hat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]\right]|0\rangle} \tag{E19}
\end{equation*}
$$

where we have considered as reward function the one defined in (21), i.e. $\Lambda(\bullet)=\langle 0| \bullet|0\rangle$. With the same line of reasoning, taking the term proportional to $d t$ we can obtain the scalar function

$$
\begin{equation*}
B=-i \frac{\sum_{j=1}^{2}\langle 0|\left[\hat{h}_{f b}, \hat{\mathcal{T}}_{j}\right]|0\rangle}{\langle 0|\left[\hat{h}_{f b},\left[\hat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]\right]|0\rangle}, \tag{E20}
\end{equation*}
$$

We notice that these equations are valid if
$\langle 0|\left[\hat{h}_{f b},\left[\hat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]\right]|0\rangle \neq 0$, a condition that must be checked at each step of the feedback operation.

In addition, the condition for maximizing the reward function at each time step certain time can be simply written as

$$
\begin{equation*}
\mathcal{V}_{|0\rangle}(t+d t)=-i\left[\hat{h}_{f b},\left[\hat{h}_{f b}, \varrho_{\theta}^{f}(t+d t)\right]\right]<0 \tag{E21}
\end{equation*}
$$

If this condition fails, we chose not to act with the feedback operation and skip to the next time-step, even though numerical evidence shows that this situation rarely occurs.

The numerical results of this protocol are reported in Fig. 12, left panel. The average fidelity $\overline{\mathcal{F}}_{|0\rangle}$ for $N_{t j}=5000$ trajectories for three different values of
$N=5,11,15$. As the size increases, the efficiency of the protocol worsens. Moreover, it never reaches the threshold value $\overline{\mathcal{F}}_{|0\rangle}^{\text {th }}$.

In the right panel of 12 we report the average value of the second derivative, i.e. $\overline{\mathcal{V}}_{|0\rangle}=\mathbb{E}_{\text {traj }}\left[\mathcal{V}_{|0\rangle}(t+d t)\right]$. The results obtained show that the feedback operation is always optimal on average at each time step. However, since the threshold value $\overline{\mathcal{F}}_{|0\rangle}^{t h}$ is never reached, we conclude that the single-feedback Hamiltonian is inefficient in achieving the targeting goal, even though the $\theta$ found according to Eq. and (E19) and (E20) to be the optimal one. In addition, the absolute values of $\mathcal{V}$ decrease as $N$ increases, showing that the efficiency of the protocol worsens as the size increases, as we have already observed in the main text for the multi-coupling feedback Hamiltonian.
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