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ABSTRACT The implementation of distributed applications is more frequently achieved through the
configuration of service-oriented workflows, which are then deployed within the Edge-Cloud Continuum.
This approach facilitates the support of distributed processing pipelines. In this context, there is an increasing
demand for solutions that can continuously guarantee the non-functional properties (e.g. security and
performance) of such applications. This demand has been boosted by the advent of 5G, where the Continuum
is empowered by the ability to involve pervasive 5G Edge Nodes (i.e., Multi-access Edge Computing) and
powerful and reliable connectivity links (i.e., network slices). Although capable to support Non-Functional
Properties (NFPs) like performance, the current 5G Core Network (CN) is not yet ready to host and execute
service workflows nor capable of providing trustworthy guarantees on more advanced NFPs, such as,
integrity, security, and robustness. This delay in achieving the full promise of the 5G CN architecture is
having a great impact on the capillary diffusion of key technologies such as AI-empowered workflows,
which require a fully trusted execution environment to comply with AI regulations such as the AI act. In this
paper, we propose an extension of the 5G CN functionalities that supports service workflow deployment and
a methodology for the continuous assessment of Non-Functional Properties, beyond simple performance,
implemented in a lightweight assurance framework. Our assurance framework is integrated within a 5G
simulator to provide a trustworthy 5G CN test-bed and experimentally evaluated in realistic scenarios.

INDEX TERMS 5G edge continuum, cloud computing security, edge cloud computing, edge cloud
infrastructures, non-functional assurance, quality assurance.

I. INTRODUCTION
Modern data-intensive applications are increasingly com-
posed of micro and nano services1,2 whose operation
strongly depends on the underlying infrastructure, platform,
or containers. For instance, computationally demanding
applications require big data infrastructures for their execu-
tion [1], while pervasive applications require connectivity
and distributed computation infrastructures, such as the
ones provided by Fog and 5G-Edge computing. Even

The associate editor coordinating the review of this manuscript and

approving it for publication was Hadi Tabatabaee Malazi .
1https://www.technavio.com/report/cloud-microservices-market-

industry-analysis
2https://www.uber.com/en-IE/blog/microservice-architecture

lambda function-based microservices require an execution
or orchestration environment whose peculiarities may have
an impact on their performances or security [2]. Today, the
edge-cloud continuum is becoming the preferred landing
infrastructure for modern data-intensive applications com-
posing and deploying microservices both in the cloud or in
edge nodes, depending on their non-functional requirements,
e.g., enabling data gathering and pre-processing close
to where the data are generated. 5G Multi-access Edge
Computing (MEC) is playing a relevant role in the definition
of a 5G-enabled edge-cloud continuum infrastructures (5G
continuum in the following), which is the focus of this paper.
5G continuum offers a diffuse access point to the network
and addresses resource requests; it also offers novel advanced
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infrastructure-level services to handle massive amounts of
data and processing/networking capabilities. Along with the
diffusion of modern data-intensive applications in the 5G
continuum, especially in sensitive environments such as
health, there is also an increasing demand to continuously
guarantee their NFPs, such as security and privacy. However,
the application of traditional assurance solutions [3], [4] in the
5G continuum is very challenging due to the peculiarities of
the 5G infrastructure.3,4,5 Assurance techniques have been
traditionally used to continuously verify NFPs properties
of distributed systems and applications [5], although the
majority of studies have neglected the role of computing
infrastructures linked to telecommunications, including the
5G continuum. The prevailing approaches to computing
infrastructure assurance rely primarily on infrastructure-level
monitoring solutions, such as Prometheus6 and OpenTeleme-
try7 and frequently focus on functional and performance
aspects only [6], [7], [8], [9], [10], [11], often relying on
human interpretation of the monitored events. Very few
solutions address NFPs properties of infrastructures [12],
[13], [14], [15]. Moreover, they heavily rely on strong
assumptions regarding the level of control, for instance, the
ability to deploying active agents (e.g., for testing purposes)
in the system in production through the use of specific
hooks. These approaches are not feasible when applied to
the continuum infrastructure potentially spanning multiple
organizations, where

i) multi-tenants actively execute their processes using the
infrastructure capabilities, ii) the infrastructure components
are executed with high privileges compared to user services,
and iii) the behavior of the infrastructure is regulated by
various standards and frameworks, some of which may be
unknown or proprietary.

The assurance of telecommunications infrastructure is
usually further constrained to Quality of Service (QoS)
aspects pertaining to the performance of the network,
including bandwidth availability, packet routing time guar-
antees, and radio coverage. This approach excludes crucial
NFPs that necessitate comprehensive integration between the
computing and networking components of the 5G continuum.

In this paper, we propose the first assurance methodology
for the 5G continuum. We propose a novel lightweight
assurance framework that complements existing application-
level assurance in the verification of 5G-specific NFPs [16].
The proposed framework is based on the premise that
the components of the 5G infrastructure are capable of
passively exposing data regarding their operational status
to the designated assurance agents. These measurements,
being passively gathered, have a negligible impact on

3https://www.technavio.com/report/operational-technology-security-
market-analysis

4https://dzone.com/trendreports/microservices-and-containerization
5https://www.experian.com/blogs/data-breach/2022/12/08/the-2023-

experian-data-breach-industry-forecast
6https://prometheus.io
7https://opentelemetry.io

resource consumption of the operational environment. The
measurements are aggregated through assurance-specific
metrics combined to form contracts assessing whether a
particular NFP holds (e.g., available computing capabilities,
integrity status, confidentiality). For instance, a contract can
specify that an ‘‘up-time per day’’ metric (computed based on
measurements of all the components’ heartbeat signals) must
be greater than 99% to support the NFP availability.

The contribution of this paper is fourfold. First, we propose
our scenario of a 5G-enabled edge-cloud continuum suitable
for hosting service workflows requested to support advanced
modern data-intensive applications (Section II). Second,
we present a novel infrastructure-level assurance method-
ology decoupling infrastructure modeling from assurance
evaluation (Section III). Third, we present the first attempt
to apply such methodology on the 5G continuum having
MEC nodes, with special emphasis on the current gaps to
be addressed by the 5G standards and our proposal for
addressing them (Section IV). Finally, we design a fully
functional 5G simulator to experimentally show the utility,
feasibility, and performance of our approach (Section V).

II. THE 5G CONTINUUM
5G MEC is increasingly playing a fundamental role in
the edge-cloud continuum, providing a standardized high-
reliability infrastructure for service delivery and execution.
5G MEC enabled computing nodes can offer both computing
and storage facilities, as part of the edge-cloud nodes,
and the advanced capabilities of a 5G CN, such as low
latency, network slicing, and support for security and privacy.
However, there are currently limitations to their functionality:

i) a full integration within the service deployment lifecy-
cle [16] (e.g., deployment reachability and service/resource
management on MEC) and ii) support for commodity
services (e.g., permanent storage or volumes) fundamental
for hosting third-party services.

Figure 1 illustrates our scenario for the 5G continuum.
It considers two types of actors as follows.

FIGURE 1. The 5G continuum scenario.

Telco provider: it supports service/workflow deploy-
ment and execution in 5G MEC nodes. It also offers
i) infrastructure-level functionalities (e.g., authentication and
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authorization, routing of traffic to MEC, temporary storage)
to support the business logic of the services and ii) hooks
to carry out assurance verification at the 5G infrastructure
level.

Cloud Service Provider (CSP): it deploys services/work-
flows guaranteeing specific NFPs through the peculiarities
of 5G MEC. It also establishes a trusted continuum with
its cloud facilities opening to new business opportunities
based on continuum-native services. To this aim, a CSP
needs an assurance verification approach that verifies NFPs
offered by the 5G MEC, without requesting an invasive
and resource-consuming solution such as the ones in [5]
and [17]. Our assurance verification process addresses this
need by inspecting the hooks offered by the Telco provider
on its 5G infrastructures. The hooks permit lightweight
inspections supporting specific NFPs (e.g., inspection of
the access control configurations to guarantee property
authentication), which are at the basis of our assurance
verification.

The 5G CN integrates with service deployment solutions
to form the 5G continuum infrastructure. It is configured to
have MEC nodes offering continuum-specific Telco services
and hosting CSPs services.

We note that in the current business-ready solutions for the
5G continuum, such as AWSWavelength, Google Distributed
Cloud, and Microsoft Azure Private MEC, the 5G MEC
nodes are considered part of the CSP perimeter. A Telco
provider and a CSP have an agreement that permits the
CSP to utilize machines on the Telco premises as MEC
nodes. Unfortunately, their integration within the 5G CN is
limited and strictly relies on the deployment and monitoring
interfaces implemented by the Telco provider and their
integration with the underlying infrastructure. Consequently,
the CSP may possess incomplete insight and access to the
system’s current state.

In our scenario for the 5G continuum, the Telco operator
hosts CSP services directly on its premises, allowing
them to be combined with infrastructure-level services
and fully integrated with 5G network functionalities. This
includes dynamic on-request access to network resources
such as network slices and integration of application-level
authorizations with those of the Subscriber Identity Module
(SIM) owner.

A. 5G CORE NETWORK
In this paper we refer to Release 17 of the 5G system [18],
as this is the latest available revision of the 5G CN standard
at the time of writing. Our methodology redefines part of the
components related to QoS that have been introduced in this
revision, providing a more general and elastic platform for
non-functional assurance.

A comprehensive description of the 5G system, including
its components and the integration with the MEC for
automated deployment and management of Virtualised
Network Functions (VNFs), is available in our previous

paper [19]. Table 1 lists the components that are part of the
5G CN and summarizes their objectives. Figure 2 illustrates
the configuration of the CN and its interconnections.

TABLE 1. 5G network services and components and their purpose.

FIGURE 2. Scheme of the 5G CN architecture. The CN services, in orange,
are often implemented as microservice components, interacting with the
UEs and Radio Access Network (RAN). The Local Area Data Network
(LADN) indicates the upstream network.
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The 5G CN can intelligently be aware of the presence
of relevant service applications in the Telco MEC, as it
is defined by the European Telecommunications Standards
Institute (ETSI) in [20], enabling the 5G User Plane Function
(UPF) to route the requests to the MEC hosting the
application. To do this, UPF communicates with the Session
Management Function (SMF), which provides feedback on
where to steer the packets. The MEC deployments advertise
their services to the Policy Control Function (PCF), which
updates its policies. These affect the user session and provides
the routing rules to the SMF, which in turn configures the
UPF to route the user data to the relevant network endpoint
or to the LADN.

Handling NFPs in the CN and in the MEC’s services
is still an open challenge [21], [22]. The current literature
provides only a limited overview and many aspects, such
as authentication between MEC and CN components,
remain quite unexplored [23]. Current solutions mainly target
performance-related QoS aspects of the network, which are a
limited subset of all NFPs. The 5G protocol can also address
some more advanced NFPs such as security, by defining and
applying security policies across the entire network using the
Network Function PCF (5G System by 3GPP standards -
working group SA3).

Our 5G System (5GS) architecture supports advanced
NFPs assurance via an extended Network Data Analytics
Function (NWDAF) carrying out assurance computation,
security, and network data analysis (e.g., workload, QoS,
anomalies). More specifically, the NWDAF network analysis
notifications are used to support security-aware policy
updates to monitor the network behavior and find weaknesses
and unexpected behaviors resulting from security leakages.
The NWDAF can be used to trigger changes at the policy
level via the PCF. For instance, it can be possible to move
users from a potentially compromised section or slice to a
quarantine one to carry out further investigations.

In our scenario, we assume a Telco provider capable of
configuring access policies and NWDAF, to address the
NFPs requested by the CSP’s services to be executed in the
MEC.

B. FUNCTIONALITIES AND NON-FUNCTIONAL
PROPERTIES
Current 5G MEC does not fully support all the functionalities
and NFPs that are relevant for a CSP. For instance,
functionalities to store data maintaining confidentiality and
integrity at rest are usually not available at Telco MEC level.
In this paper, we propose to enrich the 5GS and its MECwith
de facto standard functionalities to support the most relevant
NFPs, making the 5G nodes fully usable in the context of
service provisioning on the continuum. Table 2 describes
peculiar and available 5G functionalities of interest for an
application to be deployed on MEC. It also shows the 5G CN
services collaborating to achieve each functionality. Table 3
shows 5G functionalities that are not available yet, but can

be implemented with limited effort to complement the actual
functionalities. Such functionalities are likely to be shortly
available to unleash the full potential of the 5G continuum
and support more NFPs.

For instance, let us consider property confidentiality of
data at rest. It requires services at MEC level that store data
locally, thus preserving confidentiality. These services should
be accessible by third-party services to store local data.

In this paper, we consider the following families of NFPs:

Access control (tacl). Only authorized users can access
resources, data, and services, in accordance with
administrator-defined policies.

Automation (tauto). The capacity of the system to avoid the
need for human intervention. This encompasses activities
such as configuring network setups, managing service
deployments, and administering users, among others.

Availability (tavail). The system’s ability to reply to user
requests continuously.

Confidentiality (tconf ). The protection of information from
disclosure.

Integrity (tinte). The system is capable of retaining the
consistency of the data and of its internal state.

Locality (tloc). The locality of data, computation, ormessage
dissemination.

Performance (tperf ). The system’s capability to meet users’
demands within a given time frame.

Each specific Non-Functional Property p is complemented
by specific attributes guiding our assurance methodology
in their verification. More specifically, we define a full
list of 25 fine-grained NFPs considering the set of 5G
functionalities shown in Table 2 and Table 3. Table 4 shows
an extract of NFPs.8

For each property, we present the property family, the
relevant functionalities, and a brief description.

Example II.1. Let us consider a scenario where a Telco
provider offers its 5G continuum to a CSP for hosting its
services.
Let us assume a specific CSP service that requires

storing services on the MEC, ensuring property p10 “

Storage Confidentiality for the MEC. Property p10 belongs to
property family tconf and requires confidentiality of the data
stored locally at the MEC.
Let us also assume that Telco MEC is empowered with

a service ts1 capable of storing binary data objects through
a RESTful API (f33 in Table 3), accessible via token-based
access control (f31 in Table 3). The 5G continuum can
i) ensure CSP service requests via the MEC service ts1
and ii) establish an assurance verification including the
MEC service ts1, with the scope of continuously assessing
property p10.

8The full list of NFPs is available at https://anonymous.4open.science/
r/5G-Infra-assurance-tables/properties.md
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TABLE 2. 5G core network functionalities currently available.

III. 5G INFRASTRUCTURE MODELING
Figure 3 shows our infrastructure model composed of
functionalities grouped to form service interfaces.

Service interfaces, possibly describing a particular pro-
tocol or specification (e.g., Open-Radio Access Network

(O-RAN)), are implemented by one or more components,
including hardware devices or software services, which
collaborate to fulfill the interface requirements. Components
are entities that have an internal dynamic state and a
static configuration, which define their behavior. State and
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TABLE 3. 5G core network functionalities likely available in the near future.

TABLE 4. List of 5G core network Non-Functional Properties (extract).

configuration are exposed by the component to our assur-
ance process via monitoring endpoints (see Section III-C).

We note that endpoints can be natively available in the
components (e.g., access to configuration files) or may
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FIGURE 3. Our abstract model for the 5G continuum infrastructure.

need to be implemented by extending them (e.g., latency
probing).

A. SERVICE FUNCTIONALITIES AND INTERFACE
The functionalities of a service are minimal executable
actions with defined input and output constraints. Constraint
can be both functional (e.g., protocol, formats) and non-
functional (e.g., latency). A service interface s P S is
defined as a collection of functionalities f P F such that
s “ tf1, . . . , fnu Ď F.
We note that different service interface si may have

overlapping functionalities (s1 X s2 ‰ H) or be a subset of
another service interface (s1 Ď s2).

Example III.1. Let us consider a service interface sS3
for the MEC service ts1 in Example II.1 based on the
Simple Storage Service (S3) object storage protocol.9 The
service interface sS3 defines the service protocol following
the S3 specification and identifies a set of functionalities in
this example tfS3GetObject, fS3PutObject, fS3GetBucketPolicyu. The
service protocol establishes how the functionalities can be
accessed. For instance, S3 checks the ownership policy
applied to the storage location (bucket) before providing
access to its contents. At the level of each functionality,
constraints on arguments and outputs can be specified.
For instance, fS3GetBucketPolicy requires a valid bucket ID as
input and returns a configuration entry containing a list of
resources that the user can access and available actions as
output.

B. COMPONENTS
Components C are software or hardware items that, alone or
collaborating with each other, implement one or more given
service interfaces.

The implementation relationship I is a mapping from sets
of components to sets of service interfaces as in I℘(C) ÞÑ

℘(S). We say that the set of components c Ď C implements

9https://docs.aws.amazon.com/AmazonS3/latest/API

a certain service s P S iff s P I(c), which also means that c
implements all the functionalities in s “ tf1, . . . , fnu.Wemay
have multiple sets of components, possibly disjointed,
implementing the same set of functionalities. In this case
c1, c2 Ď C and s P S we have that s Ď I(c1) X I(c2)
and c1 and c2 are said to be interchangeable for s. Similarly,
a certain c Ď C may implement multiple service interfaces
at the same time, in this case for s1, s2 P S we may have that
s1 Y s2 Ď I(c).

Example III.2. Let us consider Example III.1, the service
interface sS3 requires combination of three components sS3 Ď

I(tBa, Bn, Bsu) as follows. A component Ba implementing
the RESTful API for functionalities requested by sS3,
a component Bs providing allocable storage space, and a
component Bn providing the connectivity between them.
In a practical scenario Ba is a S3 compatible server, Bs is a

block storage (e.g., SSD), and Bn is the network infrastructure
of the system, such as the 5G network.
In order to correctly implement the service sS3, all

three components are required and sufficient, therefore
I(tBa, Bn, Bsu) “ sS3.

C. STATES, CONFIGURATIONS, AND ENDPOINTS
Each component has an associated configuration and an
internal state. The configuration is static and describes
the component’s context and its execution environment
(e.g., bootstrap initialization, environment variables). The
state of a component changes dynamically over time and
includes information such as variable status and resource
usage. Both configurations C and states S are mappings K ÞÑ

V whereK is a set of unique keywords andV Ď (BYIYRYS)
is a set of boolean, integer, real or string values.

We assume that the 5G infrastructure components expose
standardized monitoring interfaces (endpoints in the follow-
ing) (e.g., Syslog, OpenTelemetry,10 Prometheus11) having
the scope to access internal state and configurations for audit
purposes.

In this paper, we consider endpoints as the hooks of our
assurance process enabling measurements gathering from the
5G infrastructure.

Example III.3. Let us consider Example III.2 and compo-
nent Ba only. It has an internal state and a configuration
that includes rules on network port bindings, storage paths,
and data replication to name but a few. The state and
configuration are exposed via specific endpoints. In par-
ticular, let us consider two endpoints for component Ba:
i) ehealth check(time): health check to verify the component
reachability; ii) eacl(time): the map of keys that have access to
any buckets. These two endpoints allow us to measure aspects
related to availability and authorization, which are relevant
for the assurance verification of property pdata conf as defined
in Example II.1.

10https://opentelemetry.io
11https://prometheus.io
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Although some endpoints are offered by the current 5G
implementations available in the market, they are insufficient
to cover all the properties of interest and, in some cases,
offer heterogeneous and non-standard monitoring interfaces.
This paper contributes to the 5G standard architecture by
specifying endpoints that need to be adapted and new ones
that need to be adopted to fully support the properties listed
in Table 4.

IV. THE ASSURANCE VERIFICATION
The assurance infrastructure in this paper extends our
previous solution in [24] being grounded on the abstract
model of the 5G infrastructure in Section III and on
the methodology depicted in Figure 4. Compared to the
traditional assurance approaches it is capable of addressing
5G continuum-specific Non-Functional Property such as
latency, privacy by data proximity, and embedded network-
level multi-factor authentication, to name but a few.

FIGURE 4. The methodology of our assurance verification.

It considers contracts defined in terms of metrics
(e.g., a measure of service uptime aggregated per day)
relevant for a specific NFP (e.g., uptime metrics in the case
of NFP availability). Metrics are computed on behavioral
measurements retrieved by the infrastructure endpoints
(e.g., heartbeat for computing uptime metric).

The assurance verification succeeds in case a positive
output is retrieved while evaluating the contract (e.g., uptime
metric is greater than 98%).

A. METRICS
A metric is a function m that measures a specific aspect
or behavior on a given endpoint. Metrics are defined over
the states and configurations exposed by the monitoring
endpoints.

Example IV.1. Let us consider the monitoring endpoint eacl
from Example III.3 and a metric mobj_perm(time, object) that
measures the access permissions of a given object in a S3
service. We define the metric mobj_perm using data from the
endpoint eacl at instant time as follows.

mobj_perm(time, object) :“ let

bucket “ getBucket(object);

acl “ eacl(time);

in getPermissions(acl, bucket) (1)

First, the metric calculates the name of the bucket that
contains the object, then the Access Control List (ACL) is
retrieved, and finally the object’s permissions are extracted.

In the context of operational services, the monitoring end-
points are capable of exposing a diverse set of information.
The application of metrics is essential for the identification
of pertinent features and the extraction of supplementary
information.

B. CONTRACTS
A contract contract(time, c) is a boolean, time-dependent
function that describes how to validate a given Non-
Functional Property according to metric values obtained
from relevant endpoints. It specifies a set c Ď C of target
components and the time instant time of the evaluation.

Example IV.2. Let us consider the property data confiden-
tiality pdata_conf and the metric mobj_perm in Example IV.1.
We define a simple contract that verifies whether the
components c implementing the service sS3 have property
pdata_conf for data object object at instant time, as shown in
Equation 2.

pdata_conf(time, c, object, expected) “ let

allowed “ mobj_perm(time, c, object);

in allowed ď expected (2)

The contract definition is parametric and checks whether
pdata_conf is true with different expected arguments. In addi-
tion, we do not set any limit on the evaluation time, expressing
even cases where measurements are predicted in the future.

C. THE ASSURANCE PROCESS
Ourmethodology in Figure 4 is implemented into a three-step
assurance process providing continuous and collaborative
verification of NFPs of infrastructure components as follows.

1) EVALUATION MAPPING
The first step constructs the dependency graph of the
evaluation. This includes identifying the metrics and con-
tracts that need to be evaluated, beginning with the list of
targeted properties. To achieve this, contracts for each target
property are located by reversing the V mapping (shown in
Section III-C). Then, any potential duplicated evaluations are
eliminated by enumerating each mentioned metric and its
corresponding arguments.

2) MEASUREMENTS COLLECTION
The second step involves the collection of the measurements
that are required for the evaluation. This includes requesting
measurements data to the relevant monitoring endpoints and
applying the necessary metrics functions.

3) CONTRACTS EVALUATION
The third step performs the actual property verification by
computing the outcome of each contract using the previously
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collected measurements. Each contract is evaluated produc-
ing a Boolean output.

We note that measurements and contract evaluations
constitute evidence on whether a given Non-Functional
Property has been verified, therefore they can support NFPs
certification schemes [5], [24].

We also note that, given the complexity of the scenario
and the lack of control over all the infrastructural com-
ponents (e.g., third-party components), steps measurements
collection and contract evaluation can potentially lead to
unforeseen behaviors during their execution, such as metric
implementation problems, environment failures, and logical
mistakes in contracts. Our assurance process addresses such
issues by identifying each issue and suggesting specific coun-
termeasures (e.g., re-execution of measurements’ collection).

V. EXPERIMENTAL EVALUATION
The scope of our experimental evaluation is twofold, i) to
show the usability and utility of our approach within a real
5G assurance walkthrough (Section V-B), and ii) to verify the
overhead requested by our assurance verification approach
evaluating performance (Section V-C).

A. EXPERIMENTAL SETUP
We implemented the scenario depicted in Section II for exper-
imentally evaluating our assurance framework, realizing a
fully functional 5G Core Network simulator extended with
MEC functionalities and monitoring capabilities. Our 5G
simulator is based on the Open Networking Foundation’s
Aether,12 which is deployed in a Docker environment.
The simulator consists of the 5GS core network microser-

vices; SD-Core, which is based on the Free5GC13 project;
a virtualized O-RAN compliant gNodeB (gNB), SD-RAN,
which simulates the radio part of the mobile network; and
Aether ROC, which coordinates the network components and
automates their configuration and resource management. The
components of our 5G Core Network simulator are extended
with state and configuration endpoints based on Prometheus
and the corresponding measurements are exposed for our
assurance verification process to be executed. We also extend
our 5G CN simulator with the functionalities requested to
support the properties presented in Table 4. We consider
default configurations for all the 5G components of our
simulator, to create a baseline for our assurance verification.
We set the QoS level for UEs connection to the LADN
to 200 Mb/s. All services are running on the same physical
host in a controlled environment, preventing the introduction
of unintended network latency and errors.

B. 5G ASSURANCE WALKTHROUGH
For conciseness, in the following, we focus on properties
p1 “ ‘‘Network connection availability’’, p8 “ ‘‘Net-
work Management Automation’’, and p22 “ ‘‘Geo-fenced

12https://opennetworking.org/aether/
13free5gc.org/

deployments support’’ in Table 4. For these properties,
we detail how our assurance verification is executed and
evaluated.

1) NETWORK CONNECTION AVAILABILITY
The property p1 defines the capacity of the infrastructure
to provide network features to the devices and services that
are connected to it. This property is crucial for the proper
functioning of the 5G infrastructure, and thus its continuous
verification is of paramount importance.

The positive verification ensures that it delivers networking
capabilities to its components accurately, connecting them
smoothly and giving UEs access to the LADN.

The network feature is flexible, allowing us to set
the QoS that the user and CSPs have agreed on for
the connection. More in detail, the property is defined
as p1(t, bandul, banddl, latency, avail), where bandul and
banddl represent the upload and download bandwidth,
respectively, latc the time latency, and avail the overall
availability expressed as percentage over a given period of
time.

a: ENDPOINTS AND METRICS
As the property p1 encompasses several functionalities
(f1, f2, f3, f4, f5) that correspond to various connectivity lev-
els, it is necessary to evaluate multiple metrics. We consider
metric net_avail(t, from, to), which is specific to each feature
and permits to examine if a communication is viable
between the communicating parties from and to. Additionally,
it provides measurements of the latency (res.latency), upload
(res.upload) and download bandwidth (res.downlink), and
availability during the specific time instant t (res.avail). The
5GS interface already implements some required endpoints,
such as the uplink and downlink speed. Our simulator
implements additional endpoints: e1 to monitor the host for
collecting performance measures on the network interfaces,
e2 to repeatedly check for availability and latency between
two components, from and to.

b: CONTRACT
p1 is verified using a parametric contract that takes into
consideration the values of the metrics and compares them
to expected values (i.e., latency, bandul , banddl , avail).
Therefore, the contract takes the form of Equation 3.

p1(t, bandul, banddl, latency, avail) :“
ľ

n1, n2 P UE Y NF Y tDNu

let
res “ net_avail(t, n1, n2)

in
res.uplink ě bandul ^ res.downlink ě banddl^
res.latency ă latency ^ res.avail ě avail (3)

c: ASSURANCE RESULTS
The measurements obtained by metric net_avail in the given
period of time t , expected values used, and the results
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obtained from the p1 contract evaluation are reported in
Table 5.

TABLE 5. Network availability contract results.

The connection between the NF and the LADN is
uncapped, resulting in a measured bandwidth of upwards
of 40 Gb/s and a latency lower than 1 ms. Contrary, the
connection between the UE and the UPF is limited by
the capabilities of the gNB simulator, managing bandwidth
levels up to 400 Mb/s and latency under 2 ms. Finally,
measuring the connection between the UE and the LADN,
with the traffic being routed by the UPF, the available
bandwidth ranges between 180 Mb/s and 230 Mb/s, with an
average value of 199 Mb/s, very close to the target QoS
level of 200 Mb/s, while the average latency is 4 ms. The
availability of each connection has been consistently 100%
for all the testing intervals. All bounds required in the contract
have been satisfied, therefore the property p1 holds.

2) NETWORK MANAGEMENT AUTOMATION
The network management automation property p8 means that
the system can automatically administer its configurations,
conforming to the agreed QoS by the CSP, ensuring
their correctness. This property is associated with the
functionalities f18 and f19, which refer to the ability to apply
user and resource management policies to the CN and to
manage tenant requests at a granular level, respectively. To
verify this property, we need to ensure that the system utilizes
services’ configurations that conform to the QoS expected
values. For this experimental evaluation, we use two virtual
UEs with different policy configurations.

a: ENDPOINTS AND METRICS
To verify this property, we use the metric net_conf (t, ue) that
extracts the expected network configuration for each UE, and
a metric net_state(t, ue) that measures the current network
configuration of the system. Endpoints supporting this metric
are not available in the current 5G implementations: we
implemented them in our simulator by extending the PCF
and NF 5G Core Network components, exposing their
internal status stored in the CN’s database, and exposing the
UPF’s firewall and routing configurations. More specifically,
we consider the expected values shown in Table 6.

b: CONTRACT
p8 is verified using a parametric contract that takes as input t ,
the instant in time; and ue, the targeted UE. The contract
uses metrics net_conf (t, ue) and net_state(t, ue) to obtain

TABLE 6. Network management automation expected values and results.

the expected and the actual state of the UPF and compares
them, returning a positive output iff all requirements are met.
It checkswhether hard expected values were correctly applied
by the PCF to the UPF configuration, as shown in Equation 4.

p8(t, ue) :“ let

conf “ net_conf(t, ue)

state “ net_state(t, ue)

c1 “ conf.locality ““ state.locality

c2 “

conf.qos.downlink ““ state.qos.downlink ^

conf.qos.uplink ““ state.qos.uplink

c3 “ conf.mec ““ state.mec

in
ľ

tc | c P c1, c2, c3u (4)

c: ASSURANCE RESULTS
In this verification, we identified two misconfigurations that
invalidated the property p8: first, the ue2 is not allowed to
reach the LADN, but a wrongly configured firewall allowed
the UE to reach the public Internet; second, the same UE
is supposed to use a MEC-hosted version of a service, but
the misconfigured UPF forwards the traffic to the LADN,
thus reaching a cloud-hosted deployment, as highlighted in
Table 6. Contrary, the QoS settings are applied correctly. The
property p8 does not hold.

3) GEO-FENCED DEPLOYMENTS SUPPORT
The support for geo-fenced deployments property p22 is
guaranteed if the system is configured to forward the user
traffic to a local instance of a target application. This prevents
it from sending data outside the 5G private network or
to a specific computing node. This property is of interest
from a privacy and performance standpoint and is based
on the functionalities f29 and f30. The initial property refers
to the capability of deploying applications in a particular
geographic location, while the latter refers to the ability to
establish geographic boundaries for both data and application
deployments, restricting their access to and from outside
their designated environment. More in detail, the property
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is defined as p22(t, app, position), where position is the
geographical boundaries that the application should respect,
and app is an identifier for the target application. For this
experimental evaluation, we deployed two applications in
the continuum, within MEC and cloud environments, and
verified their behavior using a virtualized UE.

a: ENDPOINTS AND METRICS
The verification of p22 requires a metric
net_routing(t, app, target) that provides the current net-
work configuration of the edge network, in particular,
how the user traffic is routed between the application
app and the respective target . We also require a metric
app_deployment(t, app) that describes where the application
app is physically deployed. The metrics implementations are
based on endpoints we added to our 5G simulator to export
network policies of the edge network, and include UPF’s
capabilities extension.

b: CONTRACT
To validate the computation locality of the edge network,
we defined the contract for p22 by combining the previously
declared metrics, as shown in Equation 5.

p22(t, app, position) :“ let
deployment “ app_deployment(t, app)
edge_dn “ net_routing(t, app, dn)

in
deployment P position ^ edge_dn ““ false (5)

c: ASSURANCE RESULTS
We verified the validity of the property on two sample
applications. The first was correctly configured, routing
the traffic from its users to the local instance, deployed
on the MEC, and isolated from the LADN, thus confirming
the property p22. The second was correctly deployed on
the MEC, but the network configuration routed the users’
traffic to the LADN, forwarding it to the cloud instance, and
invalidating the geolocality property. The property p22 does
not hold.

We note that in this walkthrough two out of three properties
do not hold. We also note that, to support the walkthrough,
we extended the standard endpoints available in the current
5G Core Network.

C. PERFORMANCE EVALUATION
In order to evaluate our assurance solution we identified
three experimental scenarios: i) we measure the overhead
introduced by our monitoring solution comparing the original
version of the CN services with one where we introduced
transparent monitoring capabilities; ii) we compare the
resource usage of our solution under several stress loads, with
several number of connected User Equipment and network
usage; iii) at last, we assess the efficacy of our assurance agent
by quantifying the time required for the assessment of one of
the contracts delineated in the preceding section.

1) MONITORING OVERHEAD
We first experimentally evaluated the computation overhead
introduced by the need to collect measurements for executing
our assurance approach in terms of CPU and RAM usage.
A series of stress tests were conducted to evaluate the
resource utilization of the 5G simulator with and without the
execution of measurement collection operations and with and
without network traffic. The traffic is generated through an
instance of iPerf314 in each UE sending data to an external
server hosted on the same physical machine with a constant
throughput of 200 Mb/s. This gives us a rough estimate of
the computation overhead introduced by each UE using the
network. Where enabled, the metrics data is collected at a
fixed rate, once every five seconds. The CPU and memory
usage is averaged in a one-minute simulation, while the
NetIO values are measured at the end of the simulation. The
test has been executed in a virtualmachinewith 4 virtual cores
and 16 GB of memory using the standard Free5GC Docker
compose deployment configuration.

FIGURE 5. CPU usage comparison.

Figure 5 shows the computation overhead in terms of
CPU usage with and without measurements collection (w/
mon., w/o mon) in the two scenarios, with and without
traffic (no traffic, 200 Mb/s). The total per-core percentage
of CPU usage grows from 0.00213 to 0.00483 in the scenario
without traffic and from 0.01361 to 0.01592 in the scenario
with 200 Mb/s of traffic. The most affected component
is the SMF, whose CPU usage grows from 0.00004 to
0.00050 in the scenario without traffic and from 0.00116 to
0.00191 when we introduce 200 Mb/s of traffic, while the
trend is similar with the other components. We note that
the additional overhead has a constant part, linked to the
computation necessary to expose the metrics, and a part
proportional to the computation load.

In consideration of the memory overhead, the monitoring
solution introduces a slight overhead, between 4 MiB and 11
MiB, that is discernible in the scenario devoid of traffic, yet
too minute to be accurately quantified in the scenario with

14iPerf: https://iperf.fr/
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FIGURE 6. Memory usage comparison.

traffic, as it is obscured by the surrounding noise, as shown
in Figure 6.

The growth is in line with the additional libraries being
included and loaded in the components, and the overhead
of updating the metric counters in each application, with
low variance during their operation. We also measured the
memory usage after one hour of simulation, not showing
substantial changes.

The network input/output levels are, as expected, higher
due to the monitoring traffic. In the simulation with traffic
we measured and additional 20 KB to 150 KB of data being
transmitted.

2) MONITORING OVERHEAD SCALING
A second fundamental aspect of the monitoring solution is
its scalability, which enables it to adapt to changes in the
number of connected UEs and network traffic. Accordingly,
five supplementary experimental scenarios were devised,
in which the resource utilization of the CN components
was gauged. These comprised a baseline scenario without
connected UEs, two scenarios with three UEs each
producing 5 or 10 Mb/s, and two scenarios with five UEs
each producing 5 or 10 Mb/s. The tests have been executed
in the same environment as the ones in Section V-C1.
The resource usage is measured once every minute through
Prometheus using the Docker API and averaged in a
15 minute time frame.

The CPU usage in all scenarios is significantly lower than
0.20% in each NFs, with negligible changes among the
different experimental scenarios, given the very limited CPU
usage, except for the AMF. The AMF’s measurements show
an increase of usage as the number of UEs increases, from
0.05% in the baseline, to 0.15% in both 3 UEs scenarios, and
0.20% and 0.25% respectively in the 5 UEs scenarios, with
5 and 10 Mb/s. We note that the CPU usage is very low in
all cases compared to the resource usage linked to the RAN
simulator.

We also note that the UPF usage is not particularly affected
by the traffic because in the Free5Gc core network the
network traffic is managed by a specialized kernel module,
thus moving most of the load outside of the user space.

Similarly to CPU usage, the memory usage is generally
consistent across the five scenarios, with little variation
during the simulation and measurements between 10 to
20 MiB.

3) ASSURANCE ENGINE PERFORMANCE
The processing time required by our assurance agent to
verify a contract was benchmarked in the experimental
scenario described earlier. We considered a contract that
is representative of the common type of checks we would
implement in a real network, focusing on the availability of a
network slice’s bandwidth.

To do so, we implement a contract that executes the
following three steps: i) collect the last 1000 measurements
of a NF metric using a Prometheus source; ii) calculate
the average value; iii) compare it with a fixed threshold,
as shown in equation 6;. The data collection is repeated for
each iteration of the benchmark a total of 100 times without
caching any of the previous results.

ctest (t) “ let
time_range “ t0, . . . , ´999u

evidence “ t

net_state(ti, ue).uplink | i P time_range
u

average “

ř

ePevidence e
1000

in average ą 200mb/s (6)

FIGURE 7. Probability density function of the assurance process
execution time.

Figure 7 shows the density function of the measured time
of execution for the assurance process. We can see that the
average metric collection time is 3.872 ms with a standard
deviation of 1.089 µs and a median of 3.452 ms. The results
consistently show a response time of under 5 ms. Profiling
the execution, we measured that the computational part of
the contract evaluation averages 37 µs, demonstrating that
network latency is still the most significant component of the
total time measured.

VI. CONCLUSION
In this paper, we presented a novel lightweight assurance
methodology for 5G Core network. It enables to use
5G in the framework of advanced 5G-empowered Cloud
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Continuum where workflow of services requiring non-
functional properties can be executed.

The technique we proposed extends the core network with
standard and widespread monitoring techniques, allowing
ease of integration with other monitoring and verification
solutions.

In order to demonstrate our assurance framework we
realized a fully functional 5G simulator enriched with
functionalities that are nowadays missing in the commercial
5G architectures allowing to support service workflow
execution and assurance computation.

We demonstrated the utility and performance of the pro-
posed solution in real scenarios under several configurations
and application scenarios.
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