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1. Introduction 

Why soil organic carbon is so important? 

Soil organic carbon (SOC) is regarded as a crucial ecological indicator of soil health. Its 

presence in soils is essential for the active role in sustaining soil fertility (Smith et al., 2018) 

and mitigating the effect of climate change. Soil organic carbon sequestration can be a possible 

solution to mitigate climate change because of the long-lived atmospheric CO2 conversion into 

soil carbon (Minasny et al., 2017). This phenomenon significantly reduces greenhouse gas 

emissions, so guidelines have been adopted worldwide to quantify changes in these emissions 

from agricultural soils, land-use changes and forestry (Lugato et al., 2014). Thus, studies of 

SOC sequestration are mandatory for decisions making on sustainability (Dai et al., 2014, 

Panagos et al., 2013). 

In addition, soil organic carbon sequestration provides considerable benefits for agricultural 

soils because of its positive effect on soil health, resilience, and crop productivity (Mueller et 

al., 2010). The SOC importance in agricultural soils is due to the fact that SOC is the main 

component of soil organic matter (SOM) that supports key soil functions as it is critical for the 

stabilization of soil structure, retention and release of plant nutrients, and allowing water 

infiltration and storage in soil. In fact, the loss of SOC indicates a certain degree of soil 

degradation (FAO, 2017). Thus, the SOC impact on agricultural soil is strongly related to 

ensuring global food security, which is one of the greatest challenges of this millennium 

because of the increased food demand of over 9 billion people estimated for the year 2050 

(Pravalie et al., 2021).  

Which are the best management practices to increase the SOC stock? 

To deal with these incoming challenges, it is fundamental to identify the best soil management 

to increase the SOC stock, especially in agricultural soils (Smith et al., 2015). In the recent 

decades, the scientific community has studied the different effects of several management 

techniques on soil. Paustian et al., (2016) estimated from recent scientific publications that 

different types of management such as afforestation, conversion to pasture, organic 

amendments, residue incorporation, no or reduced till and crop rotation are related to different 

SOC accumulation rates. In fact, soil C sequestration rate can greatly vary in agricultural land, 



where it ranges between 0.1–1 Mg C ha-1 year-1 as a function of land-use history, soil or climate 

conditions, and the combination of management practices applied (Ogle et al., 2005). The 

scientific research on different management practices allowed to define an ensemble of 

techniques that should help farmers increase the SOC stock amount in their soils. This group 

of best practices has been clearly defined by FAO (2017), and it is called "Conservation 

Agriculture" (CA). Its definition includes three different practices that have to be applied 

together: 

• Minimum mechanical soil disturbance (i.e. no tillage) through direct seed and/or 

fertilizer placement. This reduces soil erosion and preserves soil organic matter; 

• Permanent soil organic cover with crop residues and cover crops; 

• Species diversification through varied crop sequences and associations involving at 

least three different crops.  

 

Appling all these practices together allows to increase soil organic matter but also to reduces 

soil erosion, suppresses weeds, preserve soil moisture, avoids compaction of the soil and 

promotes good soil structure (Topa et al., 2021, Mondal et al., 2020, Blanco-Canqui and Ruis, 

2018, FAO, 2017, Cooper et al., 2016). 

Besides all these positive CA effects, there is still much more to understand about its impact 

on agricultural soil. In particular, there is a lack of knowledge on the actual CA benefit at 

greater soil depths (Minasny et al., 2017), its different impact across different climate 

conditions (Sun et al., 2020), on its minimum period of implementation to get positive results 

(Baker et al., 2007) or on its impact on soil gas emission (Haddaway et al., 2017). Besides 

comprehending the different CA mechanisms and the consequences of the CA application, the 

future climate-smart agriculture programmes will rely on the capacity to quantify the impact 

of specific practices across different pedo-climatic conditions. Most of all, knowing the 

uncertainties related to a specific agricultural practice evaluation will allow payments based on 

the level of uncertainty, and it will likely be part of programmes with financial incentives 

(Andrieu et al., 2019, Paustian et al., 2016). The scientific community will be part of this 

process if it can provide a reliable methodology to estimate or forecast different variables (e.g., 

C stock sequestration or crop production) across different pedo-climatic and temporal 

scenarios. 

 



What is an effective approach to evaluate different management practices and their 

effects on SOC? 

Process-based models consist of a set of mathematical equations representing physically based 

or (semi)empirical processes that describe plant development and growth as well as soil 

conditions as affected by weather, soil characteristics and crop management. Crop models are 

widely used to study, understand, and optimize crop production in current and future 

environments (Wallach et al., 2021). Process-based models are then likely to provide the most 

robust framework for estimating soil SOC dynamics (Paustian et al., 2016) for three main 

reasons: (1) process-based agroecosystem models simulate soil organic carbon dynamic as a 

function of climate, soil properties (soil organic matter content and nitrogen availability), crop 

residue production (type and quantity), and agronomic management (tillage, planting date, 

fertilization, irrigation) (Basso et al., 2015); (2) they, therefore, integrate multiple processes at 

the same time being able to represent also interaction between each other; (3) process-based 

agroecosystem models allow overcoming the temporal and physical peculiarity of the 

agronomical field research. For these reasons, process-based models are predictive and are 

likely to be the most appropriate tool when predicting different variables under present or future 

scenarios (Sándor et al., 2020, Smith et al., 2012, Ogle et al., 2010).  

In addition to the process-based model's prediction capacity, these models are largely used to 

understand and study the impacts of many different pedo-climatic conditions on soil processes 

such as net mineralisation, spatio-temporal patterns of C fluxes or to estimate harvested 

phytomass (Sándor et al., 2020). So, their implementation and continued improvement are a 

priority for the current scientific research. At the same time, outputs from different models 

often differ, presenting a range of possible impacts and adaptation responses (Sándor et al., 

2016). So, it has recently been shown that comparing different model at the same time may 

reduce the uncertainties of the simulations across contrasting soil and climate conditions in 

comparison with single models utilization (Ehrhardt et al., 2018). Therefore, the improvement 

of an already existing model, as it will be presented in this work, can be also evaluated within 

a comparison with other models. This gives the advantage of (1) checking how a new model 

release behaves according to measured data in comparison with other models and (2) 

compensating the errors across models allows as broader comprehension of model processes 

(Martre et al., 2015). 



Purpose of the PhD 

This PhD work aims to improve the existing modelling tools that allow quantifying and 

evaluating the CA impact on SOC sequestration with a specific link to the ARMOSA cropping 

system model (Valkama et al., 2020, Perego et al., 2013)  

This model has been used in several regional and European projects (LandSupport, HelpSoil, 

GENESIS, MACSUR) because it is a versatile tool to represent the carbon and nitrogen fluxes 

and the influence of high levels of agroecosystem processes varying in response to agricultural 

management and pedoclimatic conditions. At regional to national scale, the capability of 

depicting multi-crop rotation in a medium to long-term perspective allows quantification of 

crop production and environmental aspects in response to varying market and policy needs 

(e.g., organic farming, greening, and healthy diet habits).  

The PhD intends to improve the ARMOSA capability to reproduce the effect of different soil 

management on soil organic carbon sequestration with particular attention to the CA practices. 

To reach this goal, the PhD activities have been organized as follows: 

 

1. CHAPTER 1: Soil Organic Carbon Sequestration Under Conservation 

Agriculture In Mediterranean And Humid Subtropical Climates: A Meta-

Analysis. 

OBJECTIVE: understand how CA impacts soil organic carbon sequestration in areas that can 

benefit the most from this agricultural technique. 

RESULT: I analyzed worldwide data to quantify the CA effect on SOC sequestration through 

a meta-analysis. 

 

2. CHAPTER 2: Computation of total soil organic carbon stock and its standard 

deviation from layered soils. 

OBJECTIVE: the meta-analysis highlighted some weakness in the way SOC data are collected 

and analyzed. To prevent any bias in the summary and interpretation of the results we want to 

solve these problems. 

RESULT: I developed a specific tool that allows a correct computation of carbon stock and its 

standard deviation (SD) from the product between SOC concentration and bulk density or the 

sum of SOC stocks of multiple correlated sub-layers. 

 



3. CHAPTER 3: A new module to simulate surface crop residue decomposition:  

description and sensitivity analysis. 

OBJECTIVE: based on the results of the first activity (chapter 1), I identify the ARMOSA 

weaknesses in representing the CA impact on SOC in agricultural soil. The objective is to 

improve the ARMOSA capacity to simulate the CA practices based on what learn from the first 

activity. 

RESULT: I developed and tested a new ARMOSA release that specifically improves the 

quality and reliability of the output concerning the SOC dynamic. I developed a new module 

to be integrated into ARMOSA that precisely reproduces the superficial crop residue 

decomposition. 

 

4. CHAPTER 4: Simulation of the new SOM fractions 

OBJECTIVE: Based on the improved ARMOSA capacity to represent the CA management 

and the new scientific achievement about SOM dynamics we want to redefine the way 

ARMOSA represents soil organic matter dynamics.  

RESULT: I developed a new ARMOSA release that redefines how the organic matter is 

simulated and represented.
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Abstract 

Conservation agriculture (CA) is an agronomic system based on minimum mechanical soil 

disturbance (i.e., no-tillage, NT), permanent soil cover and species diversification. Since the 2000s, 

the effects of NT on soil organic carbon (SOC) changes have been summarized in several meta-

analyses, conducted mostly on a global scale, which drew somewhat inconsistent conclusions.  There 

is a knowledge gap in relation to the Mediterranean and humid subtropical climates. Therefore, by 

using a weighted meta-analysis we summarized the results of 47 studies (between 1998 and 2020) all 

around the world in these climates. To increase precision of SOC stock computation, we included 

only studies with measured carbon stocks or where carbon concentration and bulk density were 

reported. We examined different sources of variation in SOC responses to CA, such as soil 

characteristics (clay and sand content, SOC levels under conventional agriculture), agricultural 

management (N fertilization levels, the duration of CA practice, crop diversification, the proportion 

of high-residue crops in rotations), climate and geography. 

 

The overall effect of CA on SOC accumulation in the plough layer (0-0.3 m) was 12% (95% CI 8-

17%, n = 47) greater in comparison to conventional agriculture. However, the response was 20% 

(95% CI 12-28%, n = 22) in soils which had < 40 Mg C ha-1 (“Low” SOC level) under conventional 

agriculture, while it was only 7% (95% CI 3-11%, n = 25) in soils that had > 40 Mg C ha-1 (“High” 

SOC level). Furthermore, splitting the dataset into these two groups enabled us to detect specific 

effects of agronomic and environmental factors within each group. In soils with “Low” SOC level, 

the response increased with the longer duration of CA practice and with the increasing proportion of 

crops in a rotation with high residue biomasses. In soils with “High” SOC level, the duration of CA 

practices and clay content were the main factors influencing the magnitude of SOC increases. Climate 

and geography had specific effects on SOC accumulation due to CA, depending on the SOC level 

under conventional agriculture. We conclude that the greatest benefits from CA application in terms 

of SOC increase can be reached in agricultural soils with low SOC content and located in the middle 

latitudes or in the dry conditions of Mediterranean and humid subtropical climates.  

 

 

 

 

 

 



 

1.1 Introduction 

Soil organic carbon (SOC), the major component of soil organic matter, has a great impact in all soil 

processes. SOC dynamics are regulated by climatic variables, geographical characteristics, soil 

physico-chemical properties, quantity and quality of C inputs into the soil and management practices, 

as well their interactions (Haddaway et al., 2017; Lal, 2004; Lorenz and Lal, 2018; Ogle et al., 2019; 

Paustian et al., 1997; West and Post, 2002). Playing an important role in modifying the SOC dynamics 

(Lorenz and Lal, 2018), conservation agriculture (CA) is being promoted by FAO as an approach for 

achieving sustainable land management, environmental protection and climate change adaptation and 

mitigation (Pisante et al., 2015). Conservation agriculture utilizes three agronomic principles: [1] 

minimum soil disturbance, avoiding soil inversion, i.e., no-tillage (NT) or minimum tillage or vertical 

tillage; [2] permanent soil cover that is guaranteed by retaining crop residues or by cover crop 

adoption; and [3] the integration of crop rotations involving at least three different crops (FAO, 

2017b).  

 

Since the 2000s, the effects of NT on SOC changes have been summarized in nine meta-analyses 

conducted mostly on a global scale, but with a few on regional or national scales. These analyses 

have drawn somewhat inconsistent conclusions (Table 1). Most of the meta-analyses revealed a range 

of SOC sequestration increases attributable to NT from 8 to 18 % in the 0-0.25/0.3 m soil layer, when 

log response ratio was used as the index of effect size. In contrast, for temperate climates, Mondal et 

al. (2020) reported a 40% and a 5% of SOC increases in the 0-5 and 5-10 cm soil depths, respectively, 

while there was a significant decrease in deeper soil layers, resulting in a slight overall increase of 

1.1% in the 0-0.6 m soil layer (Table 1). The meta-analyses that used mean difference as an index of 

effect size reported discrepancies in outcomes too, since Haddaway et al. (2017) found a SOC 

sequestration almost twice as large as that reported by Luo et al. (2010) and by West and Post (2002).  

In addition, different meta-analyses demonstrated inconsistent outcomes for the effects of pedo-

climatic factors on SOC accumulation under NT management (Table 1). For example, regarding the 

soil texture, the effect of NT varied from study to study: increasing effects were only reported in silty 

and sandy soils within the 0-0.3 m layer (Li et al., 2020), or in loamy and clay soils within the 0-0.1 

m layer (Mondal et al., 2020). Sometimes there were no effects of the texture class (Haddaway et al., 

2017; Sun et al., 2020). Moreover, Li et al. (2020) reported that conservation tillage practices 

increased SOC stock in humid or perhumid (Thornthwaite, 1948) climate conditions, but not in semi-

humid. Mondal et al. (2020) highlighted that in tropical and subtropical climates, the effect was 

positive and significant only up to 10-cm depth, whereas in temperate climates, changes were 

significant but negative further down the profile. However, Sun et al., (2020) stated that CA adoption 



 

is recommended in arid regions, while other meta-analyses did not report a significant effect of 

climate (Haddaway et al., 2017; Luo et al., 2010; Virto et al., 2012).  

On the other hand, the impact of carbon input into soil, which has been considered as a key factor 

involved in SOC accumulation, was confirmed by many meta-analyses (Table 1). It is also common 

to refer to the effect of experiment duration to explain the variability of SOC responses across the 

studies. In this case, five out of nine meta-analyses demonstrated the importance of the NT 

management duration on SOC accumulation, finding greater effects when the duration of the 

experiment was longer. Nevertheless, Luo et al. (2010) and Sun et al. (2020) found no consistent 

relationships with the duration of NT practice.  

 

The reason of such inconsistencies mainly stems from the different methodologies or even erroneous 

approaches applied in the nine meta-analyses. For instance, three meta-analyses included studies in 

which bulk densities were not originally measured but were estimated from pedotransfer functions to 

compute SOC stocks from SOC concentrations. The potential uncertainty which can arise by applying 

a pedotransfer function developed in a particular area and which is then applied on different sites 

(Schillaci et al., 2021) can seriously impact the final results. Another problem occurs when multiple 

observations are extracted from a single experiment or from different time points throughout a study, 

as for example, in studies by Li et al. (2020) and by Mondal et al. (2020), who extracted 1928 and 

4,131 pairs of data points from 243 and 522 studies, respectively.  Such “relaxed” approach (all effect 

size observations from each experiment, derived from multiple observation, for example, over time 

or over soil depths) may overestimate the significant outcome of the meta-analysis by narrowing the 

confidence intervals that do not overlap with zero indicating a control (Hungate et al., 2009). Lastly, 

7 out of 9 meta-analyses were weighted by sample size or not weighted at all. This may produce 

seriously biased estimates of the overall effects by exaggerating the results from small and imprecise 

studies (Gurevitch et al., 2018; Koricheva et al., 2013). Within one meta-analysis, weighting by 

sample size or with no weight gave comparable estimates that were often larger than weighting by 

the inverse of the variance (Hungate et al., 2009). 

 

In addition to the shortcomings listed above, reviewing the existing meta-analyses on SOC 

sequestration under NT also indicated a knowledge gap for a specific climate, in particular for areas 

characterized by mild winters and hot summers (Bouma, 2005; Hernandez-Ochoa and Asseng, 2018). 

Therefore, the integrated outcomes related to SOC sequestration in such climates are limited since 

only one meta-analysis summarizing 33 studies on herbaceous crops was conducted in similar 



 

climatic conditions (Aguilera et al., 2013). After more than eight years from their publication, an 

update of the results related to carbon sequestration could be helpful to integrate new findings. 

 

 In this type of climate, found in areas mainly characterized by temperate and Mediterranean climates 

(Köppen sub-types Cfa, Csa, Csb, Csc), SOC mineralization rates are accelerated because of 

unfavorable climatic conditions (Álvaro-Fuentes and Paustian 2011; Pravalie et al., 2021) and soils 

usually have quite low SOC content (FAO, 2017a; Jones et al., 2005). Predicted climate change is 

expected to accentuate human-induced desertification processes (Ruiz et al., 2020; Spinoni et al., 

2015; Underwood et al., 2009).  

 

Based on these considerations, deduced from a scientific literature screening, a robust meta-analytic 

approach could highlight the possibility of CA adoption to mitigate soil C depletion by increasing the 

low soil C content in these climatic regions, in which agriculture is usually based on intensive 

traditional plough-based crop production systems (Mazzoncini et al., 2016). 

Therefore, the present study aims to summarize studies on the effects of CA on SOC sequestration 

capability in the plough layer (0-0.3 m) in Mediterranean and humid subtropical climates (from all 

over the world) by using a weighted meta-analysis. To overcome the weaknesses of the previous 

meta-analyses, we used a rigorous approach that relies on including studies with measured bulk 

density (when carbon stock was not already reported) and utilizing no pedotransfer functions to 

compute the carbon stock; the computation of a single effect size per study/site; and weighting by 

inverse variance. We examined different sources of variation in SOC responses to CA across the 

studies, such as climate, geography, soil characteristics (clay and sand content, SOC levels under 

conventional tillage) and agricultural management (N fertilization levels, duration of CA practice, 

crop diversification, proportion of high-residue crops in rotation). 



 

Table 1. Description of meta-analyses studying the effects of no-tillage on SOC stock compared to conventional tillage published during the last 20 years.  

(1) Related to the selected soil depth range; (2) Effect size is weighted by inverse variance (3) N° of studies that evaluated the effects of no-tillage on SOC stock compared to conventional tillage.

 Li et al. (2020) Sun et al. (2020) 
Mondal et al. 

(2020) 

Aguilera et al. 

(2013) 

Haddaway et al. 

(2017) 
Luo et al. (2010) 

West and Post 

(2002) 
Virto et al. (2012) 

Angers and 

Eriksen-Hamen 

(2008) 

Origin global global global Mediterranean global 
mostly USA and 

Canada 
global global global 

Type of effect size log response ratio log response ratio log response ratio log response ratio mean difference mean difference mean difference 
non-standard  

metrics 

non-standard 

metrics 

No till  

overall effect1 

+13% 

(§ 3.1)2 

+ 8% 

(Fig. 4) 

+1.1% 

(Fig. S6) 

+18.2% 

(§ 3) 

+ 4.6 Mg ha-1 

 (Fig. 35)2 

+ 2.8 % 

(p. 228) 

+ 16% 

(p. 1943) 

+ 7%  

(p. 21) 

+ 5%  

(p. 1373) 

Soil depth range (m) 0-0.3 0-0.3 0-0.6 0-0.25 0-0.3 0-1 0-0.3 0-0.3 0-0.9 

Crops herbaceous crop herbaceous crop cereal and legume cereals, horticulture herbaceous crop herbaceous crop herbaceous crop herbaceous crop mainly cereal 

Bulk density measured pedotransfer measured pedotransfer measured pedotransfer measured measured measured 

E
ff

ec
t 

of
 m

od
er

at
or

s  

Climate 

no effect in semi-

humid climate  

(Fig. 7) 

positive effect in dry 

region (Fig. 4) 

the effect dependent 

on climate and soil 

depth interaction 

(Table 3) 

- 
no effect 

(p. 22) 

no effect 

(Fig. 5a, b) 
- 

no effect  

(Fig. 1a/b/c) 
- 

Soil 

positive effect with 

sandy and silty soils 

(Fig. 6) 

no effect of clay and 

sand  

(Fig. 1) 

loamy and clay 

texture positively 

affects only 0-0.1 m 

layer (Table 3) 

- 
no effect 

(p. 22) 
- - 

no effect 

(Fig. 1d) 
- 

C input 

positive effect 

regardless of tillage 

intensity (§ 3.1) 

the most important 

management factor 

(decision tree, Fig. 

1) 

effect only in upper 

layers (§ 4) 
positive (§ 4) - - - 

positive  

(Fig. 2) 
- 

Experiment 

duration 

positive  

(§ 3.4) 

no effect  

(Fig. 1) 

positive effect only 

0-0.1 m layer (Table 

3) 

- 
positive  

(p. 22) 

no effect 

(Fig. 5c) 

peak sequestration 

rates in 5 to 10 yr 

(Fig. 5) 

- 
positive  

(Fig. 2) 

N° of studies3 

not declared for 

SOC under no till  

(243 in total) 

115 

not declared for 

SOC under no till  

(522 in total) 

33 29 69 74 37 24 



 

1.1 Materials and Methods 

1.1 Systematic search and data extraction from literature 

The database creation for the final statistical analysis involved three different steps: (1) primary 

studies collection from different online database resources, (2) selection of studies with several 

inclusion criteria to match the research purpose and (3) data extraction. 

 

1.1.1 Studies collection 
We found the articles by searching for keywords with a nested query (Supplemental file 1) in 

Web of Science and Scopus databases, obtaining two different datasets. The query was based 

on four different parts related to conservation agriculture, conventional tillage, SOC and the 

list of the 67 countries that belong to Mediterranean and humid subtropical climates (i.e., that 

have at least one correspondence with the Cfa, Csa, Csb, Csc sub-types) of the Köppen 

classification (Chen and Chen, 2013; Peel, 2007). Finally, the Bibliometrix R package (Aria 

and Cuccurullo, 2017) was utilized to merge the resulting two databases, excluding the 

duplicated studies. The outcome of this search consisted of 960 studies. 

 

1.1.2 Inclusion criteria 
To be included in the final database, a study had to meet the following criteria: 

1. the study was conducted on herbaceous field crops; 

2. the study coordinates belong to Cfa, Csa, Csb or Csc; 

3. the study had an appropriate control group (conventional agriculture): inversion/mixing 

tillage (moldboard/disk plowing, disk harrow or chisel plowing) in spring, autumn or 

in both, residues incorporated and no cover crop utilization. Within the single study, 

the rotation with the least number of crops was selected; 

4. the study had an appropriate treatment group (conservation agriculture): no tillage 

management, residues retained on the top of the soil (chopped or not) and with or 

without cover crops. Within the single study, the rotation with the largest number of 

crops was selected; 

5. the study assessed the effect of CA on SOC stock or concentration in the plough layer 

reported either for a single soil layer (e.g., 0-0.30 m or 0-0.2 m) or for multiple soil 

layers (e.g., 0-0.15 m and 0.15-0.30 m); 

6. along with SOC concentration, the study reported bulk density (BD) measured 

separately for control and treatment; 



 

7. at the end of experiment, SOC was recorded as means for treatment (CA) and control 

(conventional agriculture), with sample sizes and standard deviations (SD) or standard 

errors (SE), or statistical analysis references (e.g., P(F) or LSD value from the ANOVA 

table) to compute SD.  

 

1.1.3 Data extraction 

The data extraction method is crucial to deal with the non-independence of the observations 

that can lead to underestimates of the standard error of the mean effect and therefore liberal 

evaluations of the statistical significance of effects (Gurevitch and Hedges, 1999; Nakagawa 

et al., 2017). 

To avoid problems with non-independence of the effect sizes, only one pair comparison 

corresponding to the last sampling date was extracted from a study. If an article reported results 

from different experimental sites with different pedo-climatic characteristics, those sites were 

considered as independent studies and were included in the database. However, if several 

articles referred to the same experimental site with the same pedological characteristics, the 

article with the longest experimental duration was chosen.  

 

Several articles treated factorial experiments, in which tillage treatments were studied in 

combination with different fertilization or cover crops. In the case of different fertilization 

levels, the second one from the top was chosen for both control and treatment. Legume cover 

crops were selected as a first choice when available.  

Data were extracted from tables and digitized from figures using WebPlotDigitizer software 

(Rohatgi, 2020). Standard errors were converted to standard deviations (𝑠𝑒	 = 	 !"
√$

 where n is 

the number of replicates) where necessary. When no measure of variability was provided, we 

extracted the SD from the ANOVA table using the EX-TRACT tool (Acutis et al., 2021a, 

Acutis et al., 2021b). This tool allows the estimation of the experimental error (i.e., standard 

deviation and standard error of treatments mean) associated to statistical analysis results of 

published articles (i.e., estimated from the LSD, P(F) values or even from the letters assignment 

indicating differences among means based on the results of a multiple comparison test). 

 

1.2 Database creation 

The final database used for this study consisted of 47 studies (Fig. 1S, Supplemental file 1) 

published in 41 articles in peer-reviewed scientific journals (Table 2 and Supplemental file 3). 



 

No restrictions were set about the articles` publication date: those selected were published 

between 1998 and 2020. The final number of studies was only 5% of that obtained by searching 

for keywords. 

Studies were located in North America (n=19), South America (n=9), Europe (n=10), Asia 

(n=8) and Africa (n=1) between 23° and 36° S and 19° to 45° N of latitude (Table 2). The soils 

mainly belonged to the clay, loam and silt loam texture classes, and annual precipitation ranged 

from 331 to 1850 mm. The major climate sub-types were Cfa (n = 33) and Csa (n = 13), while 

only one study referred to Csb, and no studies referred to Csc. 

The soil management of the controls included different soil inversion techniques of which the 

fall/spring moldboard ploughing was the most frequent (71% of the studies). In all cases, 

control and treatments included nitrogen fertilization, weed control (without soil mechanical 

disturbance for the treatments) and no grazing. These main agronomic features were kept the 

same during the entire duration of experiments, ranging from 2 to 51 years. At least three 

different crops in the rotation of the treatment were reported in 11 studies, and monocropping 

in 9 studies. Four studies did not report any information on crop rotation.



 

Table 2. Studies included in the meta-analysis on the effect of conservation agriculture on soil organic carbon sequestration in Mediterranean and humid subtropical climates. 

Study 

ID 
Authors Year Country Site Crops1 

Duration 

(year) 

Rainfall 

 (mm year-1) 

Clay  

(%) 

Sand 

(%) 
SOC2 

Plough  

layer (cm)4 

1 Loopez-Garrido et al., 2011 Spain Alange-Badajoz 1 3 500 22 38 stock 25 

2 Loopez-Bellido et al., 2019 Spain Cordoba (Malagon) - 29 549 69 12 stock 30 

3 Plaza-Bonilla et al., 2010 Spain Agramunt (AG-1) 1 2 430 21 24 stock 30 

4 Plaza-Bonilla et al., 2010 Spain Agramunt (AG-17) 2 17 430 18 30 stock 30 

5 Lopez-Bellido et al., 2010 Spain Cordoba 2 20 584 69 22 stock 30 

6 Alvaro-Fuentes et al., 2008 Spain Selvanera 3 18 475 17 36 stock 30 

7 Lopez-Garrido et al., 2011 Spain Alange-Badajoz 3 4 485 24 58 stock 30 

8 Cid et al., 2014 Spain Alameda del Obispo farm  2 5 536 13 47 stock 30 

9 Fiorini et al., 2020 Italy Luignano 1 8 914 13 61 stock 30 

10 Badagliacca et al., 2018 Italy Pietranera experimental farm - 23 572 52 26 concentration 30 

11 Khorami et al., 2018 Iran Zarghan Field Station 2 3 331 38 22 concentration 30 

12 Celik et al., 2019 Turkey Çukurova Agricultural Research Station 3 10 642 49 18 concentration 30 

13 Jemai et al., 2012 Tunisia Mateur 2 7 560 28 34 stock 30 

14 Higashi et al., 2014 Japan - 2 9 1154 10 32 stock 30 

15 Wang et al., 2019 China Yangtze Plain 1 11 1360 40 36 stock 30 

16 Xionghui et al., 2011 China Changsha County 1 3 1500 NA3 NA3 stock 30 

17 Li et al., 2010 China Wuxue City 2 3 1360 33 10 concentration 20 

18 Cheng-Fang et al., 2012 China Wuxue City 2 3 1360 47 3 stock 20 

19 Xu et al., 2013 China Ningxiang 1 4 1358 NA3 NA3 stock 30 

20 Costa de Campos et al., 2011 Brazil FUNDACEP research center 3 25 1774 53 24 stock 30 

21 Babujia et al., 2010 Brazil Embrapa Soja experimental station 2 20 1651 71 20 stock 30 

22 Boddey et al., 2010 Brazil Passo Fundo 3 17 1750 64 22 stock 30 

23 Machado et al., 2003 Brazil Londrina 3 20 1622 76 22 stock 30 

24 Dieckow et al., 2009 Brazil Santo Angelo 2 25 1850 71 5 stock 20 



 

25 Dieckow et al., 2009 Brazil Eldorado do Sul 2 18 1440 22 54 stock 20 

26 Freixo et al., 2002 Brazil Centro Nacional de Pesquisa do Trigo 3 11 1746 59 22 stock 30 

27 Bono et al., 2008 Argentina Anguil Experimental Station 4 5 664 20 53 stock 25 

28 Noellemeyer et al., 2013 Argentina Dorila 6 16 703 10 32 stock 15 

29 Scopel et al., 2005 Mexico La Tinaja 1 5 525 15 61 stock 20 

30 Salvo et al., 2010 Uruguay Experimental Station Mario A. Cassinoni 7 10 1224 29 27 stock 20 

31 Siri-Prieto et al., 2007 United States Alabama Agricultural Experiment Station 4 3 1400 7 78 concentration 20 

32 Minoshima et al., 2007 United States Long Term Research in Agricultural Systems site 2 2 394 33 10 concentration 30 

33 Terra et al., 2005 United States Alabama Agricultural Experiment Station 3 2 1330 17 55 stock 30 

34 Hendrix et al., 1998 United States Horseshoe Bend (LTE experiment) 4 17 1300 17 37 stock 20 

35 Hendrix et al., 1998 United States Griffin 2 3 1300 10 32 stock 25 

36 Hendrix et al., 1998 United States Horseshoe Bend (STE experiment) 2 3 1300 17 37 stock 25 

37 Blanco-Canqui et al., 2011 United States Hutchinson 3 23 889 17 37 stock 30 

38 Olson, 2010 United States Dixon Springs Agricultural Research Center 2 20 1255 13 35 stock 15 

39 Puget and Lal, 2005 United States Don Scott Experimental Farm 2 8 995 33 10 stock 25 

40 Gal et al., 2007 United States Agronomy Center for Research and Education - 27 1083 33 10 stock 30 

41 Blanco-Canqui and Lal, 2008 United States Jackson 3 12 1082 13 35 concentration 30 

42 Blanco-Canqui and Lal, 2008 United States Canal Fulton 2 15 1006 17 37 concentration 30 

43 Blanco-Canqui and Lal, 2008 United States Troy 1 20 1081 17 37 concentration 30 

44 Mishra et al., 2010 United States Western Agricultural Research Station 1 44 952 20 15 concentration 30 

45 Sainju et al., 2008 United States Alabama Agricultural Experimental Station - 10 1562 27 15 stock 20 

46 Dou et al., 2008 United States Brazos River floodplain 3 20 978 43 43 stock 30 

47 Burgos Hernandez et al., 2019 United States Wooster 2 51 1018 13.5 35 stock 30 

1 Number of crops in the rotation; 2 all carbon data were converted into stock; 3 NA: data not available; 4 soil depth considered in the present study.



 

Most of the studies (38) report the bulk density while the standard deviation was not always 

reported: 27 studies did not report SD or SE. For the remaining articles (20) no additional 

computation was required to obtain a measure of variability. 

 

1.3 Soil organic carbon computation 

The results for SOC changes in the plough layer for controls and treatments were reported as 

stock (Mg ha-1 or kg m-2) in 37 studies or as concentration (g kg-1 or %) and bulk density (BD) 

that were converted to stock in 10 studies. Studies that reported C concentrations with no 

measured BD were excluded from the final database. Moreover, to avoid false computation 

due to ignoring the differences in soil BD between treatments (Du et al., 2017; Toledo et al., 

2013), only studies with BD measured separately for treatment and control were considered. 

SOC was reported for a single topsoil layer (e.g., 0-0.30 m or 0-0.2 m) in 29 studies and for 

multiple soil layers (e.g., 0-0.15 m and 0.15-0.30 m) in 18 studies (see Supplemental file 2). 

Nowadays, to assess different agronomic practices, it is usually required to report SOC as mass 

per unit area (Mg ha-1 or kg m-2) for a single soil layer (e.g., 0-0.3) and the associated standard 

deviation. Nevertheless, sometimes data were not directly reported as mass per unit area, or 

multiple layers were included. To deal with these kinds of data, we developed a specific 

methodology to compute a mean of SOC for a single soil layer and its SD from a product of 

two normally distributed variables (C concentration and BD, being correlated variables) or 

from a multiple correlated layer sum, when SOC results for several layers were reported 

(Tadiello et al., 2022). This method allows considering the correlation coefficient between C 

concentration and BD or/and between multiple sub-soil layers for a better estimation of the SD 

of the single stock soil layer. 

 

1.4 Explanatory variables 

To explain the variation in SOC stock due to the CA application in the plough layer, we 

included pedo-climatic and management-related explanatory variables (moderators) listed in 

Table 3.  

Latitude and longitude were expressed as decimal degrees; latitude moderator was expressed 

as the absolute value (e.g., 30° and -30° refer to the same latitude, indicating an equal 

distance from the equator).  

 



 

Table 3. Categorical and continuous explanatory variables (moderators) included in the meta-analysis. 

Type Moderator Group or range 

Climate Köppen classification Cfa, Csa, Csb 

 Rainfall (mm year-1) 331 - 1850 

 Average annual temperature (°C) 10-21 

Geography 
Continent 

Asia, Africa, Europe, North 

America, South America 

 Longitude (degree) -121 - 139 

 Latitude (degree absolute value) 19 - 45 

Soil SOC level under conventional agriculture (Mg ha-1) 18 - 102 

SOC level under conventional agriculture (Mg ha-1) low (<= 40), high (> 40)1 

Clay (%) 7 - 76 

Sand (%) 3 - 78 

Agronomic 

management 

N fertilization level (kg N year-1) 0 - 390 

Experiment duration (years) 2 - 51 

Number of crops in treatment rotation <3, >= 3  

Proportion of crops with high residue biomass (%)2 0 - 100 
1 based on Lugato et al. (2014); 2 grain maize, sorghum, cotton, rice. 

 

If annual average annual rainfall or temperature were missing in a study, we used the value 

available from World Bank Group (World Bank Group, Climate change knowledge Portal, 

2021). When only the textural class of the soil was available, we used the central values of clay 

and sand of the given textural class as continuous moderators. 

Based on the SOC in control (SOCctrl) in the plough layer (0-0.3 m) measured at the end of the 

experiment, we created two different studies groups (i.e., "Low” SOC level and "High” SOC 

level). A single study (x) was then assigned to one of the groups following this formula: 

%			𝑖𝑓	(𝑆𝑂𝐶%&'( 𝑙𝑎𝑦𝑒𝑟	𝑑𝑒𝑝𝑡ℎ
⁄ ) ∗ 0.3	 <= 	40													𝑇ℎ𝑒𝑛			𝑥	 ∈ 		"𝐿𝑜𝑤"	𝑆𝑂𝐶	𝑙𝑒𝑣𝑒𝑙	𝑔𝑟𝑜𝑢𝑝

𝑖𝑓	(𝑆𝑂𝐶%&'( 𝑙𝑎𝑦𝑒𝑟	𝑑𝑒𝑝𝑡ℎ⁄ ) ∗ 0.3	 > 	40												𝑇ℎ𝑒𝑛			𝑥		 ∈ 	"𝐻𝑖𝑔ℎ"	𝑆𝑂𝐶	𝑙𝑒𝑣𝑒𝑙	𝑔𝑟𝑜𝑢𝑝 	 

where layer depth is expressed in meters. 

The threshold was selected based on the paper by Lugato et al. (2014), who reported that, in 

the Mediterranean area, frequently the topsoil SOC stock values were below 40 Mg C ha- 1. 

We included the number of crops in a treatment rotation as an explanatory variable, because 

the presence of at least three different crops is one of the three CA principles defined by FAO 

(2016). Moreover, we included the proportion of crops with high residue biomass (grain maize, 

sorghum, cotton, rice) in a rotation as an indicator of C input to the soils. 

 



 

1.5 Meta-analysis 

Meta-analyses were conducted in R (R Core Team, 2018) with the "metafor" package 

(Viechtbauer, 2010, see Supplemental file 4 for the code used).  

Quantitative meta-analysis involves calculating an effect size (i.e., the magnitude of the 

treatment effect) that can be averaged across independent studies. Since two experimental 

groups have been compared, the response ratio (r) was computed for the response variables as 

an index of the effect size: 

																							𝑟 = 	𝑋J)* 𝑋J)⁄                                       [1] 

where 𝑋J)* and 𝑋J) 	represent the means for treatments (conservation agriculture) and for control 

(conventional agriculture), respectively, averaged for experimental replicates or samples. 

Since the distribution of r is skewed, performing statistical analyses in the metric of the natural 

logarithm of r is usually preferred due to its much more normal distribution in small samples 

than that of r (Hedges et al., 1999): 

																																										ln( 𝑟) = ln(𝑋J)* 𝑋J)⁄ ) 	= 	ln	(𝑋J)*) − 𝑙𝑛(𝑋J))                           [2] 

We calculated the variance of ln(r) as: 

																																																											𝑉+,(') =
(!"!")#

$!"(/0!")#
+ (!"!)#

$!(/0!)#
                                            [3] 

where 𝑆𝐷)* and 𝑆𝐷)  are the corresponding standard deviations, and n is the sample size. 

We assumed that studies do not share the same effect sizes and consequently we used a random 

effects model to combine estimates across the studies. The application of this kind of model 

accounts for experimental method differences between studies (that are considered only a 

random sample of possible effect sizes) which may introduce variability (“heterogeneity”,  𝜏2) 

among the true effects.  

We calculated the weighted mean of the log response ratio for all studies as: 

																																																																		ln( 𝑟)JJJJJJJ = 	∑ 2$ +, '$
%
$&'
∑ 2$%
$&'

                                       [4] 

where 𝑙𝑛𝑟3 is the log response ratio for study i, n is the number of studies, and 𝑤3 is the weight 

for study i, defined as: 

																																																																											𝑤3 =
4

5$67#
                                                              [5] 



 

where 𝑉3 is the variance of the study i and 𝜏8 denotes the amount of residual heterogeneity 

(between-study variance). Because the variance of the effect sizes is a function of the sample 

size (Eq. 3), studies with a larger sample size had lower variances and received heavier weights.  

The 𝜏8 parameter is considered the variance of the true effect size. Since is it not possible to 

compute it from the entire population of the effect size, the 𝜏8 is an estimation from the 

observed effect: 

																																																																						𝜏8 	= 	 (9	;	<=)
)

                                                     [6] 

where 

𝑄	 = 	∑ 𝑤3(𝑌3 − 	𝑀)8, 𝑑𝑓	 = 	𝑛	 − 1>
3?4 , 𝐶	 = ∑𝑤3 	− 	

∑@$
#

∑@$
               

where 𝑤3  is the study weight, 𝑌3 is the study effect size, M is the summary effect, and n is the 

number of studies. The 𝜏8coefficient is in the same metric (squared) as the effect size itself and 

reflects the absolute amount of variation in that scale (Borenstein et al., 2009). To describe the 

distribution of the effect size it is more useful to use its "standard deviation" measurement 

expressed as: 

																																																																															𝜏	 = 	√𝜏8                                                            [7] 

that is on the same scale as the effect size itself but, while 𝜏8 is a squared value, 𝜏 is not. 

The rma function has been used to compute the random model and the maximum-likelihood 

estimator ("ML") to estimate the amount of heterogeneity (Raudenbush, 2009). When a 

moderator was taken into account in the model to explain at least part of the total heterogeneity, 

a mixed-effect model was fitted. 

The Cochran’s Q-test (Hedges and Olkin, 1985) was used to test the null hypothesis 𝐻A	:	𝜏8	= 

0 that examines the between-group heterogeneity, while an omnibus test (that excludes the 

intercept 𝛽A) of all the model coefficients was conducted when moderators were included in 

the model (test of moderator, model (QM) heterogeneities). Weighted meta-regressions were 

run to study the effect of continuous explanatory variables, with ln(r) as the dependent variable 

and the continuous variables as independent ones.  

For the outliers’ identification we used the backward search algorithm specifically developed 

for meta-analysis (Mavridis et al., 2017). Backward search algorithms start with the full data 

set and remove sequentially outlying observations until all outliers have been removed. This 

method can be useful when there are a few outlying studies (Mavridis et al., 2017).  



 

Moreover, the descriptive I2 statistic (%) was reported for the overall effect size. This 

coefficient is useful to explain the estimated amount of heterogeneity as the inconsistency 

across the studies (Borenstein et al., 2009), and it is expressed as the ratio between the true 

heterogeneity and the total variance: 

                                                              𝐼8 	= 	 7#

7#65(
∗ 100                                                      [8] 

where 𝑉B is the within study variance. 

As an additional parameter, the metafor package also computed the R2 statistic (Raudenbush, 

2009) as the ratio: 

																																																									𝑅! 	= 	 "#"#
$ 	%	"#%#

$ 	
"#"#$

                                                 [9] 

where 𝜏̂CD8  refers to the random model 𝜏8 (total amount of heterogeneity) while 𝜏̂ED8  to the 

estimated value of 𝜏8 based on the mixed-effect model. The R2 coefficient defines the amount 

of heterogeneity accounted for by the moderator inclusion in the model. This coefficient does 

not take into account the within-study variance and, for this reason, it cannot be compared to 

the classical R2 referred to OLS (ordinary least square) regression. 

Results were back-transformed, except for meta-regression, and reported in the text and figures 

as percentage changes from the controls: 

                   														𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒(%) = [𝐸𝑋𝑃(ln( 𝑟)) − 1] ∗ 100																						                [10] 

 

The percentage difference between the control and the treatment is a straightforward way to 

show the increment/decrement of SOC due to the conservation agriculture technique. 

The p-value and the 95%CI were used to identify the significant effect of continuous and 

categorical moderators, respectively (Hedges et al., 1999).  

To detect possible publication bias in the meta-analysis we first used a graphical method based 

on two funnel plots (Nakagawa et al., 2021; Nakagawa et al., 2017; Sterne and Egger, 2001). 

The x-axis displays the ln(r), and the y-axis is the sample size and the standard error 

respectively in the two funnel plots. When the standard error (SE) was used as the vertical axis, 

it had the zero placed at the top (i.e., standard error 0 at the top). In this way, the largest studies 

have the smallest standard errors, and they are placed at the top of the graph. When present, 

the diagonal lines show the expected 95% confidence intervals around the summary effect. 



 

Moreover, we checked the funnel plots asymmetry with the Egger’s regression test for the 

mixed-effects model reported by Viechtbauer (2010) and implemented in the "regtest" 

function. 

To assess the robustness of the observed effects the fail-safe number (Nfs) has been computed 

for both “Low” and “High” SOC groups to estimates the number of non-significant, 

unpublished, or missing studies need to be added to a meta-analysis to change its results from 

significant to non-significant. Specifically, we used the Rosenthal method (Rosenthal, 1979) 

that estimates how many missing studies we would need to retrieve and incorporate in the 

analysis before the p-value became non-significant (Borenstein et al., 2009).



 

1.3 Results 
 

1.3.1 Overall effect and SOC levels 

For the entire database, the CA effects on SOC was highly variable, ranging from -9% to 99% 

compared to the controls, with a weighted summarized effect of 12% (95% CI 8-17%, n = 47, 

Fig. 1).  

Figure 1. Forest plot showing the results of 47 studies examining the effect of conservation agriculture on SOC sequestration. 
The diamonds are centred on the summary effect, which was estimated for the "Low" and "High" SOC level separately. The 
overall effect diamond (n = 47) is also displayed at the bottom of the plot. Lateral tips of diamonds represent the 95% 
confidence intervals. Numbers in the right-hand column are summary effect estimates for each study [lower 95% CI, upper 
95% CI]. Dotted vertical line indicates conventional agriculture (control). 



 

Across 47 studies, the SOC levels under conventional agriculture (control) were highly 

variable, ranging between 18 and 102 Mg C ha-1 in the plough layer. Unequal controls may 

cause a “noise” in meta-analysis, confounding the effects of explanatory variables, such as 

pedo-climatic factors and management practices. Therefore, we ran a weighted meta-regression 

between SOC levels and the response to CA. The meta-regression indicated that increasing 

SOC levels reduced linearly the response to CA, and an increase of 1 Mg ha-1 in SOC stock 

was associated with a 0.22% decrease in the response (R2 = 13.4; QM = 5.98, P = 0.014, n = 47; 

Fig. 2). For example, when soils had 30 Mg C ha-1 the application of CA increased the SOC 

amount by 16% (ln(r) = 0.15). However, on more fertile soils that had 60 Mg C ha-1, the SOC 

increase due to CA was only 9% (ln(r) = 0.08) and no response can be expected on soils 

reaching 100 Mg C ha-1. 

 

 

To eliminate the effect of unequal controls, we subdivided the database into "Low" and "High" 

SOC level groups with a threshold value of 40 Mg C ha-1. Compared to the controls, the 

weighted summarized effect was a 20% (12-28%, n = 22) of SOC increase in the "Low" group, 

and only a 7% (95% CI 3-11%, n = 25) in the "High" group (Fig. 1). However, the first group 

had a larger variability of responses (𝜏 = 0.14), compared to the latter (𝜏 = 0.08). 

Figure 2. Weighted meta-regression between SOC changes due to CA expressed as ln(r) and the SOC level under 
conventional agriculture (control) for the entire database. Point size represents study weight in the analysis as expressed in 
the eq. [5]. The dotted line represents the control. For back-transformation of ln(r), see Eq.10. 



 

Since within each group no associations between SOC levels and the response to CA were 

found (P = 0.93 and P = 0.70 for the "Low" and "High" groups, respectively), this allowed us 

to study the effects of pedo-climatic factors and management practices within each group. 

 

1.3.2 The source of variation across studies 

The effects of five different moderators were significant in at least one of the two SOC level 

groups (Table 4). The R2 coefficient varied significantly from one moderator to another, 

indicating that the SOC response variability is strictly dependent on specific moderators. For 

instance, the largest R2, about 25-40%, was recorded for rainfall and latitude, while the smallest 

was for clay and experimental duration (16-18%). 



 

Table 4. The effect of pedo-climatic and geographical factors and management practices on SOC changes due to conservation agriculture in “Low” and “High” SOC level 

groups. 

Variable 

category 
Explanatory variables 

“Low” SOC level “High” SOC level 

n R2 (%) p (QM) df (QM) Figure 
Outliers 

(study ID) 
n R2 (%) p (QM) df (QM) Figure 

Outliers 

(study ID) 

P
E

D
O

-C
L

IM
A

T
IC

 A
N

D
 

G
E

O
G

R
A

P
H

IC
A

L
 

Clay (%) 21 0.00 0.980 1 3A - 23 16.35 0.047 1 3A 14 

Sand (%) 21 0.00 0.829 1 - - 24 4.86 0.312 1 - - 

Rainfall (mm year-1) 21 43.07 0.007 1 3B 42 23 33.28 0.021 1 3B 10, 40 

Temperature 22 6.28 0.092 1 - - 25 3.10 0.431 1 - - 

Latitude (degree absolute 

value) 
21 24.91 0.018 1 3C 29 23 39.31 0.007 1 3C 10, 40 

Longitude (degree) 22 5.32 0.310 1 - - 25 0.01 0.991 1 - - 

Continent 22 3.28 0.839 3 4A - 24 4.88 0.807 3 4B - 

Köppen climate 21 0.00 0.75 1 4C - 25 0.63 0.793 1 4D - 

A
G

R
O

N
O

M
IC

 

M
A

N
A

G
E

M
E

N
T

 

Experiment duration (years) 22 17.76 0.020 1 5A  24 17.46 0.047 1 5A 47 

Proportion of crops with 

high residue biomass (%) 
19 35.06 0.013 1 5B 16, 42 22 0.00 0.999 1 5B - 

Number of crops in rotation 

(treatment) 
22 8.25 0.175 1 4E - 25 0.56 0.746 1 4F - 

Nitrogen fertilization level 

(kg N year-1) 
12 4.45 0.476 1 - - 15 4.13 0.411 1 - - 

"n" is the number of studies; "R2" estimates the amount of heterogeneity accounted for by the moderators included in the model; "p(QM)" is the P-value of the heterogeneity 

test; "df(QM)" are the degrees of freedom of the residual heterogeneity test. P-values highlighted in bold are significant (P < 0.05). Outliers was identified by backward search 

algorithm (Mavridis et al., 2017). 

 



 

1.3.3 Pedo-climatic and geographical factors   

In the “Low” group, a change in clay or sand percentage (within the range of this study) did 

not lead to a different response to the CA adoption, while in the "High" group an increased clay 

content was positively correlated with the magnitude of the response (Table 4 and Fig. 3A). 

For example, at 60% of clay the SOC increase due to CA adoption was 12% (ln(r) = 0.10) 

compared to conventional agriculture, while no response was found (ln(r) = 0.0) at 8% of clay.  

 

The meta-regressions indicated that rainfall was an important factor governing the response to 

CA in both groups (R2 = 33% and 43%, Table 4). The relationship was negative in the “Low” 

Figure 3. Weighted meta-regressions between SOC changes due to conservation agriculture expressed as ln(r) and clay (A), 
rainfall (B) and latitude (C) in the soils with "Low" and "High" SOC levels under conventional agriculture. The point size 
represents the study weight in the analysis as expressed in eq. [5]. Statistics for meta-regressions and ID of studies identified 
as outliers (crosses) appear in Table 4. For back-transformation of ln(r), see Eq.10. 



 

SOC group, and positive in the “High” group (Fig. 3B). In both groups, an increase of 100 mm 

of rainfall was associated with a 1% change in the SOC response to CA.  

The temperature cannot explain the groups variability (P > 0.05, Table 4), with a R2 always 

lower than 10%. 

Table 4 shows that the effect of CA strongly depended on geographical locations as indicated 

by the large proportion of heterogeneity (25-39%) accounted for by latitude (degrees absolute 

value). In “Low” SOC group, with increasing latitude the impact of CA sharply increased, 

whereas, in “High” SOC group, CA had an opposite trend (Fig. 3C).  

The SOC responses to CA did not reveal any differences across continents (Fig. 4A/B). 

However, the number of studies in South America and in Asia for the "Low" group and in 

Europe for the "High" group was limited, and thus, the 95% CIs were large and overlapping.  

No differences in the effect of CA adoption were found between Csa and Cfa Köppen climate 

categories, since the 95% CI were large and overlapping (Table 4; Fig. 4C/D). The Csb climate 

was excluded from the analysis since only one study was found. 

Figure 4. SOC percentage changes due to conservation agriculture as effected by continents (A and B) and Köppen climate 
groups (C and D), the number of crops in treatment rotation (E and F), in the soils with "Low" and "High" SOC levels under 
conventional agriculture. The symbols indicate weighted average with 95% confidence intervals (CIs) and "n" represents the 
number of studies. Numbers in the right columns are summary effect estimates [lower 95% CI, upper 95% CI]. The dashed 
line indicates conventional agriculture (control). The effect of conservation agriculture on SOC was considered significantly 
different from the control if the 95% CIs do not overlap with zero, and significantly different between the groups of explanatory 
variables if their 95% CIs do not overlap. Groups with only one study were excluded from the analysis. 



 

1.3.4 Agronomic management practices 

In most of the studies, the duration of experiments ranged from 2 to 30 years. Fig. 5A displays 

the significant positive relationship between experiment duration and SOC response due to CA 

adoption in both SOC level groups (Table 4). The regression slope was greater in the "Low" 

group; in particular, after ten years of CA implementation, the percentage change from 

conventional agriculture was 20% in the "Low" group (ln(r) = 0.17), and 5% in the "High" 

group (ln(r) = 0.04).  

 

The proportion of crops with high residue biomass in a rotation significantly affected C 

sequestration under CA only in the "Low" group (Table 4 and Fig. 5B). If all the crops in a 

rotation produced a large amount of residue, the SOC increase was about 29% (ln(r) = 0.25). 

In a rotation in which only half of the crops left a high amount of residue on the soil, the SOC 

increase due to CA adoption was about 20% (ln(r) = 0.18) compared to conventional 

agriculture. In the "High" group, the amount of residues did not modify the SOC response to 

CA (Table 4, Fig. 5B). 

 In both groups, the introduction of three or more crops in a treatment rotation and the nitrogen 

fertilization level did not have a significant impact (Table 4, Fig. 4E/F). 

 

1.3.5 Publication bias 

Although the funnel plots indicated some asymmetry, the Egger's regression test did not 

indicate a significant asymmetry (P = 0.64) when the sample size is present on the y-axis (Fig. 

S2 A, Supplemental file 1). When the SE appeared in the y-axis (Fig. S2 B, Supplemental file 

Figure 5. Weighted meta-regressions between SOC changes due to conservation agriculture expressed as ln(r) and 
experiment duration (A) and proportion of crop with high residue biomass (B) in the soils with "Low" and "High" SOC levels 
under conventional agriculture. The point size represents the study weight in the analysis as expressed in eq. [5]. Statistics 
for meta-regressions and ID of studies identified as outliers (crosses) appear in Table 4. For back-transformation of ln(r), 
see Eq.10.  



 

1), some points fell outside the 95% CI, but the regression test still confirmed a non-significant 

asymmetry (P = 0.051). We concluded that our research does not suffer from publication bias. 

In addition, the fail-safe number indicated that the results are robust for both "Low" and "High" 

groups. In fact, the fail-safe number is 280 and 62 for the "Low" and "High" groups 

respectively, suggesting that there would need to be a consistent number of studies for each 

group before the cumulative effect would become statistically non-significant (Supplemental 

file 1).  

 

1.4 Discussion 

This meta-analysis summarizes the results of 47 studies published over a period of 20 years on 

the effects of CA practices on SOC sequestration in the plough layer under the Mediterranean 

and humid subtropical climates in five continents. Since our database included numerous 

different crops (n = 23) and rotations (n = 31) this allowed us to explore different agronomic 

conditions (Supplemental file 3). Previous meta-analysis on similar topic and climatic 

conditions summarized 33 studies on herbaceous crops (Aguilera et al., 2013 REF). Other 

meta-analyses reached greater number of studies including deeper soil layers (Luo et al., 2010, 

Mondal et al., 2020) or they were conducted on a global scale (e.g., Li et al., 2010, Sun et al., 

2020, West and Post, 2002). Although our initial database was larger, many studies were not 

included to the database due to (1) the variability of management practices (e.g., minimum 

tillage in place of no-till, agronomic management change during the experiment’s duration), or 

cover crop inclusion in control treatments; (2) incomplete and poor reporting of the results, 

such as missing means, SDs or sample sizes for controls and treatments; (3) utilization of 

pedotransfer functions or lack of reported bulk density. Despite such constrains, the number of 

studies included in the final database is comparable with other similar meta-analyses (Table 1). 

This number was sufficient to perform a robust, weighted meta-analysis to calculate a 

summarized effect size across the studies, as well as the means for the different categories of 

explanatory variables, and to determine the CIs around the means.  

 

1.4.1 Overall effect and the role of SOC levels 

This meta-analysis clearly indicates that under Mediterranean and humid subtropical climates, 

CA adoption had an overall positive effect on SOC sequestration amounting to an overall mean 

increase of 12% in the plough layer compared to conventional agriculture. This meta-analysis 

also gives the first evidence that the magnitude of SOC gain due to CA adoption was strongly 



 

influenced by the SOC level under conventional agriculture. In soils which stored a low SOC 

amount, the impact of CA adoption was three times larger (20%, 95% CI 12-28%, n = 22) than 

in soils which stored the higher SOC (7%, 95% CI 3-11%, n = 25). In our database, the level 

of SOC under conventional agriculture varied from 18 to 102 Mg C ha-1 in the plough layer, 

which includes the average value of 63.5 Mg ha-1 reported by FAO (2020) for the warm 

temperate climate. The evidence of distinct responses between the "Low" and "High" SOC 

level groups (Fig. 2) became important to better understand the variability of CA impacts across 

Mediterranean and humid subtropical climates. As a rule, the carbon content achieved under 

conventional agriculture must be considered to estimate whether SOC sequestration can be 

increased by CA adoption. This can be explained by the fact that SOC sequestration rates have 

been found to be greater in soils that are far from their potential steady state (Tiefenbacher et 

al., 2021). On the contrary, when SOC is already close reaching to a steady state, the SOC 

gains are lower (Corsi, 2012; Kämpf et al., 2016).   

Previous meta-analyses on this topic which summarized studies in Mediterranean (Aguilera et 

al., 2013) and temperate climates (Ogle et al., 2005) did not explicitly consider the SOC level 

under conventional tillage as a moderator: however, they demonstrated a 17-18% of SOC 

increase as an overall effect, which is somewhat larger than we found in this meta-analysis 

(12%) for the entire database. These larger responses very likely stem from the use of weighting 

by sample size or no weighting. In this meta-analysis however, the weighting by the inverse of 

the variance was used, which usually gives smaller effect size estimates (Hungate et al., 2009). 

Our results of the overall effects agree with the global meta-analysis by Li et al. (2020), who 

also used same metrics of effect size and weighting function (Table 1).   

During the last two decades, no-till management has also been recommended as a practice to 

mitigate greenhouse gas emissions through soil C sequestration (Ogle et al., 2012) and lower 

fuel consumption (Aguilera et al., 2013). The present meta-analysis defines that, under 

Mediterranean and humid subtropical climates, CA produce positive carbon sequestration 

regardless of the initial carbon content (i.e., positive effect in both "Low" and "High" SOC 

level groups). This finding confirms that CA must be considered by the lawmakers to mitigate 

greenhouse gas emissions. In addition, Powlson et al. (2016) suggested to evaluate the SOC 

increase considering the management practices involved (e.g., crop rotation, residue 

management, soil characteristic). 

 



 

1.4.2 Source of variation across studies 

The final distribution of the effects size (Fig. 1) describes a wide range of SOC change in 

response to conservation agriculture (from -9% to 99% change from the control). The 

heterogeneity of the effect size, as quantified by the high I2 value (94.6%, 95% CI 92.4-97.2%, 

n = 47) justifies the random model utilization (since the different studies do not share a common 

effect size). Similar I2 value was reported by other agronomic (Kim et al., 2020; Tremblay et 

al., 2012; Zhao et al., 2020) or ecological meta-analyses (Senior et al., 2016). The large I2 

allows us to investigate reasons for the variability, applying subgroup analysis or meta-

regression (Nakagawa et al., 2017).  

Our results proved that splitting the database up into two groups based on the amount of SOC 

under conventional agriculture (i.e., “Low” SOC level and “High” SOC level) allowed us to 

detect contrasting effects of the pedoclimatic and management factors on SOC sequestration. 

In fact, the analysis of the whole database would have masked the moderators' impacts on SOC 

sequestration, since the effect of the two groups would have been averaged. Conversely, with 

this approach we can give agronomic explanations of the moderator impact, separately for the 

soils with low and high SOC stocks under conventional agriculture. 

 

1.4.3 Pedo-climatic and geographical factors 

Our results suggest a significant positive effect of CA due to the clay percentage only in soils 

with "High" SOC level (Fig. 3A). Several authors acknowledge the positive effect of the clay 

percentage on the SOC adsorption by the mineral fraction and the resulting SOC accumulation 

(Du et al., 2017; Haddaway et al., 2017; Xu et al., 2016). This is related to the fact that clay 

soils exhibit strong aggregate formation and stability that prevent SOM decomposition (Lorenz 

and Lal, 2018). Since C sequestration is constrained mainly by the availability of reactive 

surfaces (Churchman et al., 2020), high C amount (i.e., "High" SOC level group) still leads to 

increase in SOC response, if supported by greater clay content in the soil (Fig. 3A). In contrast, 

in the soils with "Low" SOC level all the C available is likely to be adsorbed by the clay 

minerals, making this factor irrelevant for further SOC increase. 

In our study, the amount of rainfall showed a significant effect on SOC sequestration due to 

CA in both groups (Table 4, Fig. 3B), while some previous meta-analyses failed to detect the 

rainfall effect (Du et al., 2017; Luo et al, 2010). Sun et al. (2020) indicated that higher SOC 

gain with the CA adoption is expected with a decrement of the humidity index (ratio of annual 

mean precipitation to mean temperature). It is likely that, in our meta-analysis, the enhanced 



 

soil water retention due to CA practices (Lal, 2020) occurred in soils with low SOC levels, 

which gave a visible advantage only in dry conditions (the left side of the regression shown in 

Fig. 3B), while in geographical areas where water is not limited, C sequestration improvement 

had only a small increment. Another possible explanation for the good CA performance in C 

depleted areas is associated with the irrigation technique: in some agricultural regions the 

irrigation counterbalances the negative effect of scant precipitation on carbon sequestration 

(Lorenz and Lal, 2018). In contrast, we found a positive trend in the “High” group, although 

the low slope indicated a weak impact of rainfall on CA effect. This finding agrees with the 

result by Post et al. (1982), who linked a high rainfall regime with SOC accumulation in soils. 

Our meta-regressions clearly indicate that the geographical location of an experiment 

determined to what extent CA influenced SOC sequestration. Moving from the lower latitudes 

towards the middle latitudes suggests an increasing advantage of CA in soils with initially low 

SOC levels, as indicated by the positive meta-regression in the “Low” SOC level group (Fig. 

3C). In this group, CA showed a small positive contribution at low latitude where the high 

temperature hastens the mineralization of the limited SOC stock. Conversely, moving to middle 

latitudes with lower temperatures, the CA effect increased, probably, due to slower 

mineralization. From the agronomic point of view, conservation agriculture practices are not 

enough to increase C sequestration in conditions with low carbon content and a warm climate 

(i.e., low latitude absolute value). In soils with high SOC levels, we found an opposite trend 

(Fig. 3C). This suggests that the higher effect size is found at low latitudes which are 

characterized by high temperature, where SOC stock is not a limiting driver, and it can be 

mineralized without decreasing the SOC stock accumulation in soil. Conversely, with higher 

latitudes, probably the introduction of CA practices in soil with an already high SOC level is 

not enough to lead to an increment in SOC stock accumulation. However, no significant effect 

of temperature was found for both "Low" and "High" groups (Table 4), indicating that even if 

temperature is certainly a driver of the SOC mineralization, other factors can influence the SOC 

accumulation. Therefore, these findings highlight the fact that conservation agriculture is not a 

"standardized solution" to explain the carbon accumulation problems in agricultural soils, and 

the benefits of its application should be evaluated by considering other agronomic and climatic 

variables.  

The peculiar behaviors of the "Low" and "High" groups provide a novel contribution about the 

CA effect on SOC sequestration at different latitudes, due to the lack of previous findings 



 

related to this topic or for results limited to specific soil layers. For example, Haddaway et al., 

(2017), who studied SOC response regardless of the C stock in conventional tillage (control), 

found that latitude was positively correlated to C stocks’ mean differences in full profile C 

stocks. 

Other geographical moderators were not useful to explain heterogeneity of the effect sizes 

across the studies. In fact, the continent moderator had no impact to explain the heterogeneity, 

probably, because the studies from different continents had the same climate conditions (i.e., 

Cfa, Csa). Therefore, in the present meta-analysis, the evidence that Cfa and Csa subgroups of 

the Köppen climate classification did not show significant differences could be partially 

explained by the similar average temperature and rainfall during the year. Ogle et al. (2005) 

confirmed that large differences occur with contrasting climates, finding that no-till 

implementation led to the largest increases in SOC storage under tropical moist conditions and 

the smallest under temperate dry conditions.  

 

1.4.4 Agronomic management  

Our results support the results of many other meta-analyses on the same topic (Angers and 

Eriksen-Hamel, 2008; Haddaway et al., 2017), which reported that experiment duration 

positively influences SOC accumulation in soil (Table 1). Moreover, our results indicate that 

in soils with low SOC content there was a quick temporal response to CA (i.e., a greater 

response starting from the beginning of the CA implementation). In addition, the SOC stock 

accumulation in soils with low SOC content throughout the years was faster, as confirmed by 

the higher regression slope compared to that of the "High" SOC level group. 

Another critical aspect related to SOC sequestration is the crop residues management. 

Differences in the amounts of yields and, thus, crop residues, directly influence the amount of 

C inputs to the soil (Meurer et al., 2018; Poeplau and Don, 2015). On the other hand, when 

with ploughed soil the residues are expected to be in contact with deeper soil layers, CA 

management leaves them on the soil surface. In the latter case, CA leads to positive effects, 

such as soil temperature control, the limitation of soil erosion and the reduction of soil water 

evaporation, which are all associated with the reduction of SOC decomposition in soil (Duiker 

and Lal, 2000; Luo et al., 2010). In literature, the SOC stock in CA is known to positively 

respond to crop residues retention, as supported by the meta-analysis by Virto et al. (2012), 

who found a significant (P = 0.001, n = 35) relation between SOC accumulation in 0-0.3 m soil 

depth and organic input (i.e., crop residue), considering NT (with residues) as a treatment and 



 

inversion tillage as a control. Our result supported this previous finding, but with a positive 

relationship limited to soils with scarce SOC stock. In fact, we found out that increasing the 

proportion of crops with high residue production in the rotation results in a SOC increase only 

in soils with the "Low" SOC level, reaching 29% change from the control when all the crops 

in the rotation produce high residue amounts.  

Even if the positive relationship between SOC sequestration and the amount of crop residues 

retained on the soil has been highlighted in different studies, the different quality of the crop 

residue also plays a role in the C stock accumulation. For example, in the meta-analysis by Sun 

et al. (2020), they found that in most Mediterranean and temperate climates, SOC sequestration 

increased when crop residue retention and crop rotation are applied together. The number of 

crops in the rotation indeed plays a role in SOC accumulation, since monoculture produces the 

worst quality and quantity of dry matter (Copeland and Crookston, 1992). The study by 

González-Sánchez et al. (2012) demonstrated that, in general, the higher C soil fixation values 

were found in soils in which crops were rotated, with on average C sequestration rate 19% 

higher in the case of crop rotation and NT rather than monoculture. In the present meta-

analysis, however, the number of crops in the CA treatment rotation did not significantly 

impact the SOC accumulation in the plough layer (Table 4). This result is likely due to the 

unbalanced number of studies between the two levels considered (i.e., rotations with three or 

more crops or with less than three, Fig. 4 E/F).  

 

1.4.5 Perspectives 

The current carbon stock data availability under our studies selection criteria did not allow us 

to obtain enough studies to consider the deeper layers (> 0.3 m depth). However, other authors 

highlighted the importance of also engaging the deeper layers for a complete evaluation of the 

soil carbon storage (Luo et al., 2010; Meurer et al., 2018; Piccoli et al., 2016). Sun et al. (2020) 

noted that, for the cases when SOC under no-till relative to conventional tillage increased in 

the top 0.3 m, the 0.3-0.6 m layer was also likely to increase its SOC. In the same way, the 

meta-analysis by Luo et al. (2010) showed that the total soil C content was almost stable in the 

deep layers (> 0.4 m depth). However, Du et al. (2017) reported that no-till management 

showed slightly lower SOC storage rates against conventional till in the subsoil layers (> 0.4 

m).  



 

Further research synthesis should address the SOC response to CA in the deeper soil layers, 

focus on specific climatic zones and different management practices. In this sense, the present 

work is useful since a reliable and replicable procedure is clearly presented.  

Lastly, we should note that within this topic, the information regarding irrigation was rarely 

reported. The final low number of studies handling irrigation did not allow us to include this 

moderator in the meta-analysis.   

 

1.5 Conclusions 

The present meta-analysis evaluated the SOC response to CA practices in Mediterranean and 

humid subtropical climates. Limiting the analysis to specific climates offered the possibility to 

detect more precisely the effects of pedo-climatic and management practices, which otherwise 

would have been masked. Therefore, we have provided a novel contribution to understanding 

the actual impact of CA in the SOC stock accumulation. 

The meta-analysis showed an overall positive effect of CA on SOC sequestration (12%). By 

dividing the whole database into two separate groups based on the SOC levels (with 40 Mg C 

ha-1 as the threshold) under conventional agriculture allowed us to better explain the variability 

of SOC responses to CA management. This meta-analysis highlighted that, under the climates 

considered, the effect of CA adoption on SOC accumulation in the plough layer reached 20% 

in soils with low SOC levels, while it only averaged 7% in soils with the high SOC levels. 

The effect of CA on SOC accumulation depended on clay content solely in soils with more 

than 40 Mg C ha-1 under conventional agriculture, while it was not relevant in soils with low 

SOC levels. In both soil groups, experiment duration positively impacted SOC sequestration, 

with a greater effect found in the soils with low SOC content. In addition, in these soils, the 

retention of crop residues enhanced the CA positive contribution. 

We conclude that in Mediterranean and humid subtropical climates, the most benefits from CA 

application in terms of SOC increase apply to agricultural soils with low SOC content and 

located in the middle latitudes and/or in dry areas.  
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Abstract 

To assess carbon sequestration in the agricultural and natural systems, it is usually required to 

report soil organic carbon (SOC) as mass per unit area (Mg ha-1) for a single soil layer (e.g., 

the 0-0.3 m ploughing layer). However, if the SOC data are reported as relative concentration 

(g kg-1 or %), it is required to compute the SOC stock and its standard deviation (SD) for a 

given layer as the product of SOC concentration and bulk density (BD). For a proper 

computation, it is required to consider that these two variables are correlated. Moreover, if the 

data are already reported as SOC stock for multiple sub-layers (e.g., 0-0.15 m, 0.15-0.3 m) it 

is necessary to compute the SOC stock and its SD for a single soil layer (e.g., 0-0.3 m). The 

correlation between stocks values from adjacent and non-adjacent soil sub-layers must be 

accounted to compute the SD of the single soil layer.  

The present work illustrates the methodology to compute SOC stock and its SD for a single 

soil layer based on SOC concentration and BD also from multiple sub-layers. An Excel 

workbook automatically computes the means of stocks and SD saving the results in a ready-

to-use database. 

 

• Computation of a carbon (SOC) stock and its standard deviation (SD) from the product 

between SOC concentration and bulk density (BD), being correlated variables. 

• Computation of a SOC stock and its SD from the sum of SOC stocks of multiple correlated 

sub-layers. 

• An Excel workbook automatically computes the means of SOC stocks and SD and saves 

the results in a ready-to-use database. 
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2.1 Method details  
 

2.1.1 Background 

Soil organic carbon (SOC) is regarded as the second most extensive carbon reservoir of the 

planet (Lugato et al., 2021). SOC stock (i.e., carbon stock expressed as Mg ha-1 or kg m-2) can 

be increased by enhancing biomass production and retaining crop residues as an effective 

mitigation action against climate change, as stated by the 4 per 1000 international initiative 

(Minasny et al., 2017).  

An exponential growth in numbers of experiments about SOC took place in the last decades 

(Smith et al., 2018): a literature search carried out on Scopus in 2020 revealed 5586 articles 

under the keywords searching "soil organic carbon" and 100 articles with "soil organic carbon 

meta-analysis". The significant attention around this topic is mainly due to the need for the 

definition of the best practices to enhance carbon sequestration for a specific agroecosystem. 

Most of the articles yielded by the literature search report SOC as relative concentration (e.g., 

g kg-1) and frequently for multiple soil layers or sampling depths. However, when SOC is the 

dependent variable in meta-analysis it is required to treat SOC as stock for a certain depth, for 

example, for ploughing soil layers (0-0.3 m).   

If SOC data are not directly reported as stock, the following computation is needed: 

   



 

𝑆𝑂𝐶	[𝑀𝑔	ℎ𝑎;4] = 𝑂𝐶	 ∙ 𝐿𝑇	 ∙ 𝐵𝐷	 ∙ (1 − 𝑅𝐹) 	 ∙ 10F                                                                [1]                                                                                           

 

where OC is the organic carbon concentration (%), LT is the layer thickness (m), BD is the 

topsoil bulk density (Mg m-3), and RF is the rock fragment content fraction (-) (Batjes, 1996). 

However, this formula does not take into account the correlation existing between OC and BD.   

It is also essential to compute the variability (i.e., standard deviation, SD) associated with the 

estimated SOC stock mean. The correct SD computation plays a role in two different situations: 

(1) when SOC stock is computed as the product between the OC and BD; (2) when SOC stock 

of different sub-layers is summed to obtain a single value for a total soil layer. In both cases, 

the SD must be computed considering the correlations existing between SOC stock and BD, 

and between these values of different sub-layers. This computation is essential to analyze 

unbiased data: the mean of SOC stock derived from equation 1 and its SD cannot be merely 

computed as the arithmetic mean (Van der Vaart, 1998), without considering the measurement 

error and the fact that they are correlated (Jensen et al., 2020).  

This work aims to develop two different unbiased procedures to compute an SOC stock mean 

and its SD for a soil layer/horizon from the product of OC and BD (Case 1) or alternatively 

from the sum of SOC stocks of multiple sub-layers/horizons (Case 2). Both cases can occur 

when data came directly from field samplings or data extraction from scientific publications. 

An Excel© workbook was developed to compute the two procedures and to save the results as 

a final database, which can be further used in meta-analysis. 

 

2.2 Soil organic carbon stock computation 

The methodology is conceived to compute the SD of SOC for a control and a treatment that 

are compared in a meta-analysis for both Case 1 and Case 2. This is crucial for the correct 

computation of the effect-size. 

Researchers usually compare the study variable means of a control and a treatment in 

experimental fields that differ in terms of tillage operations, crop residues management and 

other factors that can possibly affect SOC stock. Therefore, it is required a different 

computation of SD because the extent of correlation between the variables among soil layers 

depends on the control and treatment characteristics: for instance, the studied variables 

measured in the different soil layers under no-till management have a different correlation 

coefficient than that of under soil ploughing. 

 



 

2.2.1 Case 1: product between OC and BD 

The computation is based on OC relative concentration and BD; the resulting SOC stock is 

then considered a composite variable. For this reason, methodology considers both the 

correlation and the SDs of OC and BD to compute SOC stock and its SD. 

The corresponding computation of SOC (expressed as Mg ha-1) for a soil layer follows the next 

formula: 

 

𝑆𝑂CGHI;+JKLM =	 (OC ∙ 	BD + 	Cov(OC, BD)) ∙ (DN − DO) ∙ 	10F                                               [2]                                                                           

 

where C is the carbon concentration [%], BD is the bulk density [Mg	m;P], DN and DO are the 

upper and lower layer depths [m] of the sub-layer. The covariance is computed as: 

 

Cov(C, BD) = 	σQ ∙ σRS ∙ ρQ,RS                                                                                                [3]                                   

 

where σ is the SD. To calculate the correlation	(ρ), the regression coefficient (-0.6) based on 

Manrique and Jones (1991) has been utilized, since they considered the OC as a predictor of 

BD.  

The following formula computes SD between two variables (namely 1, 2, which are OC and 

BD in our computation) that are normally distributed (Bohrnstedt and Goldberger, 1969): 

 

SD	 = 	sµ48σ88 + µ88σ48 + 	2vµ4µ8Cov(1,2)w + σ48σ88	+	Cov8(1,2)                                         [4]                                                                                                  

 

where σ and µ are respectively the SD and the mean of the two variables (i.e., OC and BD), 

while the covariance is computed as: 

 

Cov(1,2) = 	σ4 ∙ σ8 ∙ ρ4,8                                                                                                         [5]  

                                                                                                                                                           

The result of equation [4] has to be transformed according to the unit of the variable, in this 

case with a multiplicative factor of [(𝐷U − 𝐷V) ∙ 10F] as reported in [2]. Equation 4 can be 

correctly applied to the SOC computation due to the normal distribution of OC and BD values 

(Jensen et al., 2020).  

 



 

The OC and the BD are seldom measured on the same sample with independent replications. 

In this case, the best estimation of the SD of the carbon stock is the SD of the product (i.e., OC 

· BD) computed for each replication. When OC and BD are measured on samples separately 

taken, the equation 4 estimates the SD of the SOC stock. 

 

2.2.2 Case 2: sum of stocks  

This case applies when the SOC stock of a total soil layer is needed to be computed as the sum 

of SOC stocks of several sub-layers. In this case, SOC data from sampling or published studies 

are already expressed as stock (Mg ha-1 or kg m-2). If data are reported as kg m-2, they have to 

be expressed as Mg ha-1. The SOC stock of the total soil layer is computed as: 

 

𝑆𝑂CWX&Y(	ZX3(	(Y[\' = ∑ 𝑆𝑂𝐶Z&X%>$
3?4 	                                                                                                  [6] 

                                                                                                                                                    

where SOCGW]^_ is the carbon stock of the iW` sub-layer. 

The SD of the total soil layer is obtained from the the formula (Kenney and Keeping, 1951) of 

the variance (σa8) of the sum of two correlated variables: 

 

σa8 =	σb8 + 2𝑟σbσ[ +	σ[8                                                                                                          [7]         

                                                                                                                                                                                             

where x and y are the two correlated variables, σ the SD, and r is their correlation coefficient.  

The formula to compute the SD of the total soil layer is then: 

 

𝑆𝐷	 = &∑ σ&(X')(
)*+ + 2(∑ 𝐶𝑜𝑣(X', X',+) 	+ ∑ 𝐶𝑜𝑣(X', X',&)(-&

)*+ 	+ ∑ 𝐶𝑜𝑣(X', X',.))(-.
)*+

/-+
'*+ 										[8] 

                                                                            

where σ is the SD of the iW` sub-layer and n is the total number of layers analyzed. A single 

covariance term is computed as: 

 

CovvXc, Xdw = 	σc ∙ σd ∙ ρc,d                                                                                                                  [9] 

                                                                                                                                                                                 

where σc and σd are the SD of the Xc and Xd sub-layer, while ρ is the correlation between a pair 

of sub-layers according to their adjacent or non adjacent spatial disposition. Only layers that 



 

are close to each other (adjacent) or at a maximum of three layer far away (non-adjacent) are 

considered in the correlation matrix. 

 

The equation 8 is to be used when different layers are taken from the same undisturbed soil 

core. The covariance terms in the equation 8 reflect the correlation patters existing between 

soil depth layers also when they are sampled in different locations. 

 

The correlation between layers depends on the control and treatment. For instance, let the 

control be conventional agriculture and the treatment be conservation agriculture. In control, 

soil is perturbed, and soil layers are mixed due to ploughing; the correlation can be assumed 

equal to zero. In the treatment, the correlation coefficient in the equation 9 could be empirically 

computed from the initial carbon data of each one of the different soil layers. In particular, it is 

assumed that two contiguous soil layers are more correlated than distant layers. In the Excel© 

Workbook, described in the next paragraph, the user can let the workbook automatically 

retrieve the correlation coefficients from the data entered, or manually set different correlation 

coefficients. 

 

2.3 Excel© workbook 

The Excel© workbook was developed for the SOC stock and SD computation under Case 1 and 

Case 2. The code was developed in VBA language. 

The users are allowed to let the Excel© workbook automatically retrieve the correlation 

coefficients (only for the Case 2 computations) from the different carbon stock data entered or 

manually insert them. This difference defines the computation type. In fact, in the Excel© 

workbook, the "SELECT COMPUTATION TYPE" list allows choosing the computation type 

between "Automatic" and "Manual". 

The automatic and the manual computations are described below separately. 

 

Figure 1. Example of a single template for the setting of the data input. The user is allowed to fill the green cells with all the 
information related to the sample/study selected. 



 

2.3.1 Automatic computation type  

The user has first to insert the carbon data following the template showed in Figure 1. In each 

row of the template, and separately for control and treatment, the user can alternatively: 

 

1. insert the OC % (and its SD) and the BD (and its SD) and leave the Excel© workbook 

to compute the SOC stock and its SD for a soil layer (Case 1); 

2. directly insert the SOC stock and its SD of a sub-layers and leave the Excel© workbook 

to compute SOC stock and its SD for the total soil layer (Case 2). 

 

Within each template (Figure 1), when the standard error is inserted, it is required to insert the 

sample size, being the number of replicates adopted in each sampling/study. In this way, the 

Excel© workbook can compute the standard deviation from the standard error. In this Excel© 

workbook it is assumed that the sample size does not vary within each template (i.e., each sub-

layer has the same sample size). In addition, it is mandatory to insert the lower and the upper 

layer depth ("Lower depth [cm]", "Upper depth [cm]") values.  

 

After all data have been inserted in one or more templates, press "COMPUTE AND SAVE" 

(Figure 2). The Excel© workbook will automatically retrieve the correlation coefficients and 

compute SOC stock for the total soil layer with the new correlation values. Then, the results 

are automatically saved in the "Database" sheet and the correlation values adopted in the 

computation appear in the automatic settings section, as showed in Figure 2. 

In the Automatic computation type: 

• before pressing "COMPUTE AND SAVE", all the values in each template will be 

temporarily computed assuming correlation equal to zero; 

• the correlation coefficients are retrieved from all carbon data inserted in the "Data 

input" sheet separately for control and treatment; 

• the correlation value for adjacent/non adjacent layers is retrieved only when at least 

three adjacent/non adjacent pair layers are inserted; 

• the correlation value for non adjacent layers is computed as a unique value considering 

only layers that are two or three layers far from each other. For example, if a single 

sampling/study reports five layers (i.e., 1-2-3-4-5) from the top one (1) to the bottom 

(5), the Excel© workbook computes the non adjacent correlation coefficients, separately 



 

for the control and treatment, considering the 1-3, 1-4, 2-4, 2-5, 3-5 non adjacent layers 

pairs; 

• the SD value of the total soil layer (Case 2) is computed applying the "correlation 

between adjacent layers" coefficient to the layers that are close to each other, and the 

"correlation between non adjacent layers" to the layers that are two or three layers far 

away from each other (Figure 2); 

• the correlation between OC and BD is always automatically set to -0.6. 

 

Figure 2. Example of automatic setting of the correlation coefficients (product between OC and BD as Case 1, and sum of 
stocks as Case 2). In the Case 2, the correlation values are automatically retrieved separately for the control and treatment, 
and for the adjacent layers and non adjacent layers. 

 

2.3.2 Manual computation type 

The user has to first insert the correlation coefficients for the product between OC and BD 

(Case 1) and the sum of stock (Case 2) for adjacent and non adjacent layers separately (Figure 

3). Then, the user can insert the carbon data following the template shown in Figure 1. In each 

row of the template, and separately for control and treatment, the user can alternatively: 

 

1. insert the OC % (and its SD) and the BD (and its SD) and leave the Excel© workbook 

to compute SOC stock and its SD for a soil layer (Case 1); 

2. directly insert the SOC stock and its SD of the sub-layers and leave the Excel© 

workbook to compute SOC stock and its SD for the total soil layer (Case 2). 

 

As for the automatic computation type, when the standard error is inserted (in the template 

shown in Figure 1), it is required to insert the sample size, being the number of replicates 

adopted in each sampling/study. In this way, the Excel© workbook can compute the standard 

deviation from the standard error. In this Excel© workbook it is assumed that the sample size 



 

does not vary within each template (i.e., each sub-layer has the same sample size). In addition, 

it is mandatory to insert the lower and the upper layer depth ("Lower depth [cm]", "Upper depth 

[cm]") values.  

                        

After all the data have been inserted, press "SAVE" to let the Excel© workbook save all the 

results in the "Database" sheet.  

In the Manual computation type: 

• For those correlation values leaved empty, the correlation is set to zero; 

• the SD value of the total soil layer (Case 2) is computed applying the "correlation 

between adjacent layers" coefficient to the layers that are close to each other, and the 

"correlation between non adjacent layers" to the layers that are two or three layers far 

away from each other. 

 

Figure 3. Example of manual setting of the correlation coefficients (product between OC and BD as Case 1, and sum of stocks 
as Case 2). In the Case 2, the correlation values have to be defined by the user separately for the control and treatment, and 
for the adjacent layers and non adjacent layers.  

 

As reported above, the Excel© workbook gives the possibility to store the results about SOC 

stock and SD for a total soil layer, also saving the general information (i.e., study number, 

or/and sample number as well as the data source, date of sampling and sample size). All this 

information is reported and ready to be used in the "Database" sheet (Figure 4), in which SOC 

stocks and SDs are given for all the total soil layers computed. 

 



 

Figure 4.  Database sheet. For each sample/study, SOC stock and SD in the total soil layer are saved in a single row separately 
for control and treatment. In the first row of the example, SOC stock and SD of a total soil layer (0-0.3 m) are displayed for 
control and treatment. Ancillary data, such as study and sample number, data source, date, and sample size are shown in the 
same row. 

 

All the information required to compute the SD with the present Excel© workbook are 

summarized in a user manual directly in a workbook sheet (i.e., "Manual & Tips" sheet). 

The Excel© workbook can be used to collect and elaborate data for meta-analysis or for re-

elaborating data from field samples that have been measured as carbon concentration or in soil 

sub-layers. 
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Abstract 

In the agroecosystem, the surface crop residues are widely recognized as affecting many 

processes such as soil water dynamics, crop growth, nitrogen and carbon cycling. For this 

reason, developing models that simulate the effect of the surface residues and their 

decomposition is crucial, especially while modelling conservation agriculture. To date, even 

though many cropping systems and C-oriented models differently simulate the evolution of the 

surface residue biomass, a comprehensive approach is still missing. In this study, we developed 

and new simulation module that explicitly simulates the decomposition of surface residues by 

including all variables and processes relevant to the agroecosystem's simulation. This module 

has been later integrated into the ARMOSA cropping system model. To quantify the 

contribution of each parameter to the simulated outputs (i.e., decomposed biomass), a 

sensitivity analysis (SA) was conducted, comparing the result with the APSIM model used as 

a benchmark. The SA was conducted on four different crop residues (maize, rye, soybean and 

wheat) over three different years. In addition, for each crop residues, the SA was performed for 

long and short simulation periods to verify whether parameters behaved differently according 

to the examined time period. The most critical parameters of the new module reflected the 

importance of the soil temperature, soil water content and residue biomass in the decomposition 

process. The potential decomposition rate had minor importance, highlighting that, when 

setting crop-specific values, other environment-related parameters are more relevant for the 

actual decomposition rate. In the case of APSIM model, the potential decomposition rate and 

the parameter related to soil temperature resulted in the first two ranks. Finally, concordance 

coefficients were used to compare SA outputs: compared to APSIM, the new model showed 

higher concordance passing from one crop residue to another even when comparing the short 

and long simulation periods within the same crop. In summary, this work presented a novelty 

in the surface residue representation and provided a deep survey of the module behaviour and 

characteristics.



 

Highlights 

 

 

• A new simulation module has been developed to account surface residue 

decomposition; 

• The new module has been later implemented into the ARMOSA model; 

• A sensitivity analysis allowed to detect parameter/process importance; 

• Soil temperature and water content, and residue mass mostly impact on 

decomposition; 

• APSIM model has been used as a benchmark to test the new module.



 

3.1 Introduction 

Surface crop residues represent a fraction of aboveground biomass lost by the crop through 

senescent organs or left on soil surface after harvest (for main crops) or termination (for cover 

crop). Permanent soil cover with surface crop residues is one of the main principles of 

conservation agriculture (FAO, 2016). Thus, the deliberate leaving of dead biomass on soil 

surface is considered as an important agronomic practice having a relevant impact on many 

processes such as soil water dynamics, soil erosion (Dietrich et al., 2019) and biodiversity, thus 

promoting crop growth and yield (Fiorini et al., 2020). Moreover, residue biomass retention 

and its subsequent decomposition has a significant effect on nitrogen and organic carbon 

dynamics (Chaves et al., 2021, Stella et al., 2019, Robertson et al., 2015, Iqbal et al., 2015, 

Coppens et al., 2007, Guérif et al., 2001).  

For these reasons, the development of models that estimate simultaneously the decomposition 

of surface crop residues and their consequent transformation into soil organic matter along with 

the water and crop dynamics is crucial for a proper assessment of matter and energy flows in 

agroecosystems (Moreno-Cornejo et al., 2014). Another reason to specifically simulate the 

surface residue degradation is the slower decomposition rate of this residue pool compared to 

the one incorporated into the soil (Douglas et al. 1980).  

To date, different cropping system models have been developed to simulate the decomposition 

of surface residues in response to pedoclimatic conditions and agronomic management. 

Besides the way they deal with the main environmental factors regulating the decomposition, 

each model differently focuses on specific biochemical or physical characteristics of the 

process. For example, the EPIC model considers the residue biochemical structure (through the 

lignin content), splitting the residues into metabolic and structural compartments (Izaurralde et 

al., 2006, Williams et al., 1984). The WEPP model carefully describes the effect of tillage 

operations on surface residues and considers standing and laying residues as two independent 

pools (Alberts et al., 1987). STICS is mainly based on nitrogen availability as regulating factor 

of residue decomposition rate (Justes et al., 2009, Brisson et al. 1998), while APSIM developed 

and improved different approaches to model the slower decomposition of the upper part of the 

surface residue layer (Holzworth et al., 2014, Thorburn et al. 2001). All the models mentioned 

above also simulate several other processes that directly involve surface residues or are affected 

by their presence (among which the most relevant are residues’ water retention and 

evaporation, C and N fluxes deriving from residue decomposition and soil covering effect).  



 

On the other hand, a more detailed simulation of residue decomposition is carried out by many 

C-oriented models (Dietrich et al., 2017, Nendel et al., 2011, Bruun et al., 2006). Even though 

they can simulate the decomposition process in detail, the fact that they usually do not simulate 

crop growth, as well as the effect of management operations on soil physico-chemical 

properties, makes them less suitable for assessing the contribution of residues to agroecosystem 

functioning.  

To date, despite the richness of processes and the diversity of algorithms employed by both 

cropping system and C-oriented models, a comprehensive approach for the simulation of 

surface residue decomposition is still missing. A more exhaustive simulation of decomposition 

can improve the outputs of cropping system models and allows to better evaluate how the 

simulation of this process impacts on the whole agroecosystem. Thus, following a 

comprehensive approach, we developed a new simulation module that explicitly simulates the 

decomposition of surface residues by including all variables and processes that are relevant for 

agroecosystems simulation and that can be resumed as: (i) main crop residues decomposition 

after harvest, (ii) cover crop residues decomposition after mechanical termination, (iii) 

senescent leaves accumulation/decomposition during crop growth. This last process is essential 

since senescent leaves represent a possible source of soil C (Rumpel, 2011) and N that persists 

on the soil for a significant time. This module has been integrated and tested within the 

ARMOSA cropping system model (Valkama et al. 2020, Perego et al., 2013).  

An assessment of models based on sensitivity analysis (SA) is needed to quantify the 

contribution of each parameter to the simulated outputs (Richter et al., 2010); for this reason, 

SA is an essential step before model calibration. Furthermore, SA is helpful to understand the 

behavior of the models itself (Confalonieri et al., 2012) by identifying where (i.e., for which 

parameters) a reduction of uncertainty leads to the biggest reduction of the respective output 

uncertainty (Diel and Franko, 2020). This indicates where further efforts for data quality shall 

be put to best use (Saltelli et al., 2007). In addition, to our knowledge, there is a lack of 

comparison studies among cropping system models that use different approaches to simulate 

surface residue decomposition. Comparing the results of SA of different models is a common 

way to highlight models’ agreements and dissimilarities for a deeper analysis of the process 

under evaluation. 

Therefore, the objectives of this work were: (i) to develop an integrated new module and assess 

it within the ARMOSA model to simulate surface residue decomposition and the processes 



 

influenced by the residue presence; (ii) to assess the new module by analyzing its sensitivity to 

key parameters, in a case study with different crop residues and seasons; iii) to compare the 

sensitivity analysis of the new module with that of the APSIM model, based on the same case 

study.



 

3.2 Materials and Methods 
 

3.2.1 The APSIM approach 
 

APSIM is a comprehensive model developed to simulate biophysical processes in agricultural 

systems (Holzworth et al., 2014). Decomposition of surface residues in APSIM is implemented 

through the so-called SurfaceOM module. It models the kinetics of decomposition of organic 

materials left on soil surface until they are incorporated with tillage. The module simulates the 

flow of C to soil pools following the decomposition of dead aboveground biomass (Meier and 

Thorburn, 2016, Thorburn et al. 2001) using a first-order kinetics. The actual decomposition 

rate of the flat mass per unit area is obtained by the potential decomposition rate (unique for 

the whole mass) and the factors (0-1) accounting for the limitations imposed by residue 

moisture, temperature, C:N ratio and residue-soil contact. The moisture factor is estimated from 

the potential soil evaporation cumulated along the decomposition period. The effect of 

temperature on residue decomposition is described based on the average air temperature, while 

the CN limit factor is calculated for individual residue types. Lastly, the residue-soil contact 

factor operated where large amounts of surface residues are present, reducing the overall rates 

of decomposition. 

 

3.2.2 The new surface residue decomposition module 

The new surface residue decomposition module implemented in ARMOSA represents the most 

important processes regarding the dynamics of surface residue decomposition (biomass 

partitioning between standing and laying residues, decomposition rate and residue soil 

covering), and their influence on surface water balance (residue water retention and residue 

influence on soil evaporation) and soil properties (e.g., carbon and nitrogen balance). All the 

equations of the module are reported in Appendix A. After crop harvest or cover crop 

termination, the module simulates the actual decomposition rate of standing and flat residues 

separately. The decomposition process is based on different potential decomposition rates 

(PDRs for standing residue biomass, PDRf for flat residue biomass and PDRf(leaves) 

specifically for leaves belonging to the flat biomass) and is affected by environmental and 

management conditions.  

We adopted some key processes from the WEPP model for the simulation of: 1) the partitioning 

of crop residues at harvest in standing and flat components, based on crop and cutting height; 

2) the decomposition of the standing biomass (as a function of rain and temperature) and its 



 

conversion to the flat biomass (due to the action of wind and snow); 3) the soil covering level 

provided by standing and flat residues, possibly affected by soil tillage operations.  

The decomposition of the flat component of surface biomass follows the APSIM approach, in 

that the potential decomposition rate of surface residues is limited by temperature, C:N ratio of 

the residues, soil-residues contact degree, and soil moisture. These regulating factors act 

separately on the actual decomposition rate of the three (stand, flat and leaves) pools. Unlike 

APSIM, however, the new module discriminates between leaf and stem biomass to account for 

their different susceptibility to decomposition. The effect of soil moisture was modelled based 

on the ARMOSA soil moisture simulation to be consistent with the algorithm already 

implemented for the residues incorporated into the soil. Carbon and nitrogen fluxes from 

surface residues decomposition are allocated into stable soil carbon and mineral soil nitrogen. 

Lastly, the STICS approach was adopted for estimating residue water retention (limited by 

incident rainfall and influenced by residue wettability), assessing residue evaporation demand 

(based on the flat residue soil cover) and subsequently adjusting soil evaporation to fulfil the 

unsatisfied evaporation request. 

 

3.2.3 Case study for sensitivity analysis 

The scenario used for sensitivity analysis spans between 2013 and 2017 and is based on a long-

term field experiment (started in 2011) at the CERZOO research station, in Piacenza 

(45°00’18.0’’ N, 9°42’12.7’’ E; 68m above sea level), Po Valley, Northern Italy. The soil at 

the field site is a fine, mixed, mesic Udertic Haplustalfs (Soil Survey Staff, 2014). Main soil 

(0-30 cm) properties before the beginning of the experiment were: organic matter content 21 g 

kg-1; pH (H2O) 6.8; bulk density 1.36 g cm-3; sand 122 g kg-1; silt 462 g kg-1; clay 416 g kg-1; 

soil total N 1.2 g kg-1; available P (Olsen) 32 mg kg-1; exchangeable K (NH4
+ Ac) 294 mg kg-1, 

and cation exchange capacity 30 cmol+ kg-1. The climate is temperate (Cfa Köppen 

classification), with an average annual temperature of 14.2 °C and annual rainfall of 778 mm 

(last 20-years average). Daily weather inputs required by the models were obtained by the 

Agri4Cast Resources Portal (Biavetti et al., 2014).  

Briefly, the crop sequence was a three-year crop rotation: maize (Zea mays L.), soybean 

(Glycine max (L.) Merr.) and winter wheat (Triticum aestivum subsp. aestivum L.). Rye (Secale 

cereale L.) was utilized as a cover crop after maize and winter wheat, in a no-tillage regime. 

The experimental design was a randomized block with 4 replicates. Approximately two weeks 

before sowing the cash crop, cover crops was terminated by spraying Glyphosate [N-



 

(phosphonomethyl) glycine] at the rate of 3 L ha-1. Cash crop and cover crop residues, after 

harvesting and termination respectively, where left onto the soil surface without chopping. 

In this experiment, a residue biomass decomposition assessment was conducted on surface 

residue biomass of the cash crop and on the whole surface cover crop biomass. The different 

residues biomasses were used to initialize the models under the present study. Thus, the residue 

biomass from the harvest of the cash crop and from the termination of the cover crop represent 

the dependent variable on which the present study is based. We will use the term "surface 

residue biomass" for the biomass laying on the soil surface regardless of its source (i.e., harvest 

or termination). Once the following crop was harvested or terminated, the previous residues (if 

still present on the surface) were removed from the soil, and the new residues were put on the 

soil surface. More details about the whole experiment are available in Boselli et al. (2020). 

 

3.2.4 Sensitivity analysis 

Sensitivity analysis (SA) was carried out on the amount of decomposed residue biomass, which 

is the dependent variable that is affected by all processes included in the new module. 

Therefore, all the parameters involved in biomass decomposition were considered in the 

sensitivity analysis. A complete parameter's list is reported in Table 1. 

To better assess the role of the parameters on the decomposition dynamics under different 

pedo-climatic conditions, several SAs were conducted on residues of all crops in the rotation, 

in the periods of the year when they are on the soil surface. In addition, for each tested crop, 

two timespans of decomposition, hereafter reported as "simulation periods", were considered: 

(1) the "Long Simulation Period" (LSP), from crop harvest/termination to the following crop 

harvest/termination, and (2) the "Short Simulation Period" (SSP), that is half of the long 

simulation period and starts from the same crop harvest/termination date. The introduction of 

the LSP and SSP periods allowed us to detect possible patterns of parameter sensitivity in 

different stages of residue decomposition. In fact, the analysis of SSP and LSP can distinguish 

the parameters that are important only at the beginning of the decomposition process (when the 

environmental conditions might be different compared to the end of LSP), from the parameters 

that maintain their importance along the whole decomposition period.  

For both the new module and APSIM, the total number of SAs (10) was equal to the 

combination of the number of crops in the rotation (i.e., maize, rye, soybean, wheat, and rye) 

multiplied by the number of simulation periods (LSP and SSP). For each SA, Table 2 shows 

the specific crop residues under decomposition and the period of the year involved. Table 2 



 

also shows the initial residue biomass at the beginning of each SA, that was derived from 

Boselli et al. (2020).



 

Table 1. Crop parameters selected for the sensitivity analysis. Equations related to the new module implementation are reported in appendix A. 

Model Name Unit 
Mean (SD) 

Definition Source 
Maize Wheat Rye Soybean 

New module  

implemented 

in ARMOSA 

PDRf kg m-2 d-1 
0.0065 

(0.00195) 

0.0085 

(0.00255) 

0.0085 

(0.00255) 
0.0038 (0.0039) Decomposition rate of the flat residue biomass 

Calibrated starting from  

Stott et al., 1990 and Probert 

et al., 1998 

PDRf (leaves) kg m-2 d-1 0.015 (0.0045) 0.015 (0.0045) 0.015 (0.0045) 0.013 (0.0045) Decomposition rate of the flat residue biomass (leaves) 
Calibrated starting from Stott 

et al., 1990 

CNopt - 25 (7.5) 25 (7.5) 25 (7.5) 25 (7.5) Optimum C/N ratio of flat biomass for decomposition Thorburn et al., 2001 

CNslope - 0.277 (0.0831) 0.277 (0.0831) 0.277 (0.0831) 0.277 (0.0831) Slope of C/N ratio function curve Thorburn et al., 2001 

Topt °C 20 (6) 20 (6) 20 (6) 20 (6) Optimum temperature for decomposition APSIM default values 

Cfrt m2 kg-1 2.1 (0.63) 6.4 (1.92) 6.4 (1.92) 5.2 (1.56) Area to mass ratio of residue biomass Stott et al, 1990 

Bf_crit kg m-2 0.2 (0.06) 0.2 (0.06) 0.2 (0.06) 0.2 (0.06) Critical flat residue biomass above which the decomposition is slower APSIM default values 

Wettmulch mm Mg-1 ha 2.6 (0.78) 2.6 (0.78) 2.6 (0.78) 2.6 (0.78) Residue biomass water retention Scopel et al., 1998 

SWCmin - 0.2 (0.06) 0.2 (0.06) 0.2 (0.06) 0.2 (0.06) Minimum residue water content for decomposition Calibrated 

SWCoptmin - 0.6 (0.18) 0.6 (0.18) 0.6 (0.18) 0.6 (0.18) 
Minimum optimum residue water content for decomposition, expressed as 

a proportion of field capacity 
Calibrated 

SWCoptmax - 1.1 (0.33) 1.1 (0.33) 1.1 (0.33) 1.1 (0.33) 
Maximum optimum residue water content for decomposition expressed as 

a proportion of field capacity 
Calibrated 

MAoptb - 1.5 (0.45) 1.5 (0.45) 1.5 (0.45) 1.5 (0.45) First slope of the water limitation function Calibrated 

MAopta - 1 (0.3) 1 (0.3) 1 (0.3) 1 (0.3) Second slope of the water limitation function Calibrated 

Convfct - 0.99 (0.297) 0.99 (0.297) 0.99 (0.297) 0.99 (0.297) 
Adjustment factor to account for the effect of wind and snow on the 

standing residue biomass 
Stott et al., 1990 

APSIM 

Bf_degr kg m-2 d-1 0.1 (0.03) Potential decomposition rate (for all biomass) APSIM default values 

CNopt - 25 (7.5) Optimum C/N ratio of residue biomass for decomposition APSIM default values 

CNslope - 0.277 (0.0831) Slope of C/N ratio function curve APSIM default values 

Topt °C 20 (6) Optimum temperature for decomposition APSIM default values 

Cfrt ha kg-1 0.0005 (0.00015) Area to mass ratio of residue biomass APSIM default values 

Bf_crit kg ha-1 2000 (600) Critical mass of residue biomass above which the decomposition is slower APSIM default values 

cum_eos_ma

x 
mm 20 (6) 

Cumulative potential soil evaporation at which decomposition rate 

becomes zero 
APSIM default values 



 

Table 2. Simulation starting and ending dates for each crop residue in the rotation. The ending dates are divided between 

short (SSP) and long (LSP) simulation period. For each crop the initial total residues biomass is reported. 

Crop residues 
Simulation starting date  

(harvest or termination date) 

Simulation ending date Initial residue  

biomass (kg DM ha-1) SSP LSP 

Maize 17/09/2014 07/01/2015 28/04/2015 11707 

Rye (1) 21/04/2015 25/06/2015 28/08/2015 2850 

Soybean 01/10/2015 29/01/2016 28/05/2016 3280 

Wheat 08/07/2016 16/11/2016 27/03/2017 7577 

Rye (2) 07/04/2017 13/06/2017 19/08/2017 2230 

 

In addition, a comparison among crop residues decomposing in a similar period of the year was 

done to better evaluate the role of environmental conditions on decomposition: we have 

distinguished crop residues that decompose during the colder season (winter or fall) and 

residues that decompose during the warm season (spring or summer). Figure 1 shows for each 

crop in the rotation the season of decomposition, split by SSP and LSP, allowing an easier 

comparison among crops. 

 

 

 

Sensitivity analysis requires setting the average and standard deviation of the parameters. 

Parameters values were derived from the literature (Table 1). When no data were available, 

default or calibrated values were adopted. Standard deviation was set to 30% of the average for 

all parameters to prevent unrealistic values. All parameter distributions were assumed to be 

normal (Confalonieri et al., 2006).  

Random variates of the same parameters were generated using the sampling technique for 

sensitivity analysis known as the Morris method (Morris, 1991) and further improved by 

Figure 6. Seasons of the year during which the crops residue decomposition occurred. The total green area is the length of 
the season when the residues were on the soil surface. "Start" indicates the harvest or termination date from which the 
decomposition process started. SSP, short simulation period; LSP, long simulation period. The LSP has to be graphically 
considered as the sum of the SSP and LSP (for more details see Table 2). 



 

Campolongo et al. (2004). This technique deals efficiently with models containing a large 

number of input parameters without relying upon strict assumptions about the model such as 

additivity or monotonicity of the input-output relationship (Confalonieri, 2006). The study of 

Paleari et al. (2021) highlighted that the Morris method is a suitable alternative to more 

demanding SA methods (e.g., Sobol method) when ranking parameters or discriminating 

between influential and non-influential parameters. 

The Morris method is based on a systematic sampling of the multidimensional space defined 

by the possible values of the parameters to generate a random set of OAT (i.e., once at time) 

experiments (Pianosi et al., 2016) and identifying the few crucial parameters based on the 

distribution (Fi) of the elementary effect associated with the ith input factor. To estimate these 

quantities, Morris suggests sampling r elementary effects from each Fi via an efficient design 

that constructs r trajectories of (k + 1) points in the input space, each providing k elementary 

effects, one per input factor.  

For each model input (X), the elementary effect is defined as: 

 

                                            𝑑3(𝑋) = z[(/$,…,/$)',/$6∆,/$*',…,/+);[(/)
∆

{                               [1] 

 

where (i) X = (x1,..., xk ) as the k-dimensional vector of model studied parameters xi; (ii) all 

variables are rescaled in the 0–1 range; (iii) xi can take only P (the number of levels, using the 

Morris terminology) discrete values in the set {0, 1/(P - 1), 1/(P - 2),. . ..,1} and (iv) ∆ is a 

multiple of 1/(P - 1). 

The total cost of the experiment is thus r(k + 1) (Campolongo et al 2007). The Morris method 

requires the choice of the number of trajectories (sequences of points starting from a random 

base vector in which two consecutive elements differ only for one component) and levels. For 

both models, the sensitivity analysis was run using 10 trajectories and 4 levels. 

The method samples values of X from the hyperspace W (identified by an k-dimensional P-

level grid) and finally calculates the mean (𝜇, strength) assessing the overall influence of the 

parameter on y(X) and its standard deviation (𝜎, spread) estimating the totality of the higher 

order effects (Richter et al., 2010). In this work, 𝜇 is considered as absolute value (𝜇∗) as 

proposed by Campolongo et al. (2004). The 𝜇∗ value is successful in ranking parameters in 

order of importance and performs well when the goal is identifying non-influential parameters 

(Confalonieri et al., 2006). The second measure (𝜎) is useful to detect parameters involved in 

interaction with other parameters, or whose effect is non-linear (Saltelli et al., 2004). With this 



 

convention the more “dangerous” (i.e., sensitive) parameters are in the top right quadrant of 

the 𝜎 versus 𝜇∗ plot (“danger zone”), where both sensitivity and strength are high (Confalonieri 

et al., 2006).  

For the new module, the SA was conducted using the ARMOSA integrated feature that allows 

the model to easily interact with the Salib external library (Herman and Usher, 2017). This 

library implements many sensitivity analysis methods, including Morris. In the case of APSIM, 

the "sensitivity" package (Iooss et al., 2021) was used to setting the grid for the SA (i.e., a data 

frame with the combinations of parameters to be evaluated). To use this package the 

complementary "apsimx" package (Miguez, 2022) interface was utilized to set and run the SA. 

The functions belonging to the "apsimx" package also allow the user to open, inspect, read and 

edit the simulation file (".apsim"). In addition, this package allows editing the configuration 

files (".xml"), where the default setting of the parameters is stored. The code used to set the SA 

is available as supplemental material (Supplemental material 1). 

 

3.2.5 Statistical analysis  

To evaluate the agreement between the different sensitivity rankings within each model, the 

top-down concordance coefficient was applied, which allows to emphasize the agreement 

among rankings assigned to important parameters through the transformation of original data 

into Savage-scores (Savage, 1954). Savage-scores are calculated as follows: 

 

                                                                𝑆3 = ∑ 	4
h

$
h?4    [2] 

 

where i is the rank assigned to the rank ith order statistic in a sample of size n. The ith rank has 

been assigned to the different 𝜇∗ for each parameter in a single SA. 

After the conversion into Savage-scores, the Kendall's coefficient of concordance was applied. 

This coefficient of concordance can be used to measure the agreement among b sets of rankings 

when b > 2 (Iman and Conover, 1987). It is also known as the top-down correlation coefficient 

because of its sensitivity to agreement among the top ranks. It can be computed as: 

 

                                                       𝐶i =
4
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where 𝑆3 is the sum of the Savage-scores assigned to the ith object taken over all b sets of 

rankings. The coefficient of concordance is associated with a p-value under the Kendall null 



 

hypothesis that the p judges or raters (i.e., set of SAs) produce independent rankings of the 

objects or subjects (i.e., parameters). To preserve the correct Type I error, Siegel and Castellan 

(1988) recommended the use of a permutation-based table of critical values for 𝐶i only when 

the number of parameters is ≤ 7. When the number of parameters exceeds seven, they 

recommended using the c2 distribution approximation. Thus, according to the parameters 

number, the p-value of each coefficient of concordance was obtained with the c2 distribution 

for the new module (14 parameters evaluated) and with the permutation-based method for 

APSIM (7 parameters evaluated) (Legendre et al., 2005). Both the 𝐶i and the p-values 

coefficients were automatically retrieved from all sets of ranks using the R package 

"synchrony" (Tarik, 2019) using the ranking ties correction when necessary.  

 

3.3 Results 
 

3.3.1 Models’ parameters: similarities and differences between the new module and APSIM 

The two modelling approaches (i.e., the new module and APSIM) utilized different parameters 

to simulate surface residue biomass decomposition (Table 1; Appendix A). Only five of them, 

CNopt and CNslope (accounting for the CN ratio of the residue biomass), Topt (accounting for the 

optimal temperature for decomposition), Cfrt (accounting for the area to mass ratio of residue 

biomass) and Bf_crit (accounting for the critical flat residue biomass above which the 

decomposition is slower) are in common since they have the same biological meaning and role 

within the simulated process.  

Other parameters reflect the different approaches adopted. Starting from the potential 

decomposition rates, the new module uses two different parameters, one for leaves (PDRf 

(leaves)) and one for the rest of flat biomass (PDRf). These potential decomposition rates are 

further defined specifically for each crop. The third potential decomposition rate (PDRs) was 

not used in this study because of the lack of standing residue. APSIM instead uses a single 

potential decomposition rate (Bf_degr) regardless the residue biomass component. The limitation 

of biomass decomposition due to soil water is represented by four parameters in the new 

module (SWCmin, SWCoptmin, SWCoptmax, MAoptb and MAopta, Eq. 10, Appendix A, Table 1), 

whereas only by one parameter (cum_eos_max) in APSIM. Furthermore, the new module uses 

the Wettmulch and the Convfct parameters to define the residue biomass water retention and to 

account for the effect of wind and snow on the standing residue biomass, respectively.  



 

Other model parameters belonging to ARMOSA are not included in this analysis because they 

are not directly related to decomposition and were left at their default value. 

 

3.3.2 Sensitivity analysis 

Sensitivity analysis results are described separately for the new module and for APSIM. Within 

each of these approaches, SA results are presented for each crop in the rotation (Table 2). 

 

3.3.2.1 New decomposition module implemented in ARMOSA  

The results differed based on the crop and the period of the year in which residues decompose. 

In the case of maize, Topt, Bf_crit and SWCmin had the highest effect on decomposition, with no 

differences between SSP and LSP (top right quadrant in Figure 2A/2B). Another important 

parameter involved in the process was CNopt, while all the other parameters had 𝜇∗ equal or 

close to zero (Fig. 2A/2B). 

For rye, a clear pattern was visible only in 2017 ("Rye (2)", Fig. 2I/2L) when the SWCmin (i.e., 

minimum residue water content for decomposition process expressed as a proportion of field 

water capacity) showed constantly a more relevant effect than all the other parameters. In 2015 

(i.e., "Rye (1)"), the same pattern appeared only in LSP (Fig. 2D). In SSP (Fig. 2C) instead, 

Bf_crit and Topt appeared in the top right quadrant together with SWCmin. The impact of these 

three parameters could be discriminated by ranking on the basis of 𝜎: Topt maintained an 

essential role but its interactions with other parameters were low.  

In the case of soybean, Topt still had the same importance as found in maize. No other 

parameters had a significant influence on model outputs as indicated by low 𝜇∗	(Fig. 2E/2F). 

For wheat, SA showed a clear pattern in SSP, with SWCmin covering the largest 𝜇∗ percentage 

compared to all the other parameters (Fig. 2G). Values of 𝜇∗ decreased smoothly in LSP from 

right to left but with discontinuities, allowing to distinguish the most influential parameters. 

SWCmin ranked first, followed by Bf_crit, Topt, SWCoptmin and PDRf (Fig. 2H). 

A valuable indication of the SA results can be retrieved by averaging the Savage-scores (Paleari 

et al., 2021) of the sensitivity metrics estimated for the different crops and simulation periods 

(data not shown). The average final ranking allowed us to identify the top parameters associated 

with surface residue decomposition, regardless of the crop and of the period of decomposition. 

Starting from the most relevant, the top five parameters were Topt, SWCmin, Bf_crit, PDRf and 

PDRf (leaves). 



 

Kendall's coefficient of concordance, computed on the whole set of ten SAs, showed a high 

concordance value (𝐶i = 0.86, p-value < 0.001) meaning that the ten different rankings 

significantly agreed in the definition of the most important parameters. Table 3 shows the 

coefficient of concordance and the associated p-value among all the SAs. On average, the 

concordance values within each crop between the short and long period were always high (𝐶i 

= 98-99, Table 3) and significant (p-value < 0.05). These values reflected the high concordance 

of the top ranks within every single crop, as shown in Figure 2, even though some differences 

were found for parameters with lower importance (i.e., lower values of 𝜇∗).



 

 

Figure 2. The mean (𝜇∗) and the standard deviation (𝜎) effects for the new module implemented into the ARMOSA model, 
calculated for the sensitivity analysis with the Morris method. The decomposed biomass was used as a dependent variable. 
Each graph label indicates the crop residue involved, the starting and ending dates of each SA for the short (SSP) and long 
(LSP) period respectively. Parameters shared between the two model approaches (CNopt, CNslope, Topt, Cfrt, Bf_crit) have the same 
symbol as in figure 3. More information on the parameters is given in Table 1. 



 

Table 3. Matrix summarizing ten sensitivity analyses (five crops and two simulation periods, the short simulation period, SSP, 
and the long simulation period, LSP) conducted with the new module implemented into ARMOSA. The top right quadrant 
reports the coefficients of concordance (Eq. 3, with 10 ‘raters’ and 14 subjects), while the bottom left quadrant reports the 
associated p-values. 

 

Coefficient of concordance (CT) 

Maize 

(SSP) 

Maize 

(LSP) 

Rye (1) 

(SSP) 

Rye (1) 

(LSP) 

Soybean 

(SSP) 

Soybean 

(LSP) 

Wheat 

(SSP) 

Wheat 

(LSP) 

Rye (2) 

(SSP) 

Rye (2) 

(LSP) 

p-
va

lu
e 

Maize (SSP)  0.99 0.95 0.90 0.96 0.98 0.94 0.93 0.86 0.82 

Maize (LSP) 0.019  0.95 0.92 0.96 0.97 0.96 0.96 0.89 0.85 

Rye (1) (SSP) 0.026 0.025  0.98 0.91 0.94 0.98 0.98 0.93 0.9 

Rye (1) (LSP) 0.037 0.031 0.021  0.86 0.89 0.98 0.99 0.92 0.92 

Soybean (SSP) 0.023 0.024 0.034 0.049  0.99 0.88 0.9 0.8 0.77 

Soybean (LSP) 0.019 0.021 0.027 0.04 0.019  0.91 0.92 0.85 0.82 

Wheat (SSP) 0.027 0.024 0.02 0.02 0.042 0.034  0.98 0.92 0.89 

Wheat (LSP) 0.029 0.023 0.019 0.019 0.038 0.031 0.019  0.95 0.93 

Rye (2) (SSP) 0.049 0.041 0.029 0.031 0.076 0.054 0.032 0.026  0.98 

Rye (2) (LSP) 0.068 0.055 0.036 0.033 0.094 0.069 0.041 0.029 0.019  

 

Based on the season during which the crop residue decomposition occurs (Fig. 1), different 

crop residues can be compared. Maize residues mostly degraded in the same season as soybean: 

indeed, the two SA conducted in the two SSP had high concordance (𝐶i = 0.96, p-value = 

0.023, Table 3), confirming the significant effect of Topt and Bf_crit. If we consider the LSP of 

the same crops, the coefficient of concordance is still significantly high (𝐶i = 0.97, p-value = 

0.024, Table 3), emphasizing, again, the importance of the temperature and the critical residue 

biomass amount (i.e., Bf_crit, the critical level of flat residue biomass above which the 

decomposition is slower) for the surface decomposition process. In this specific crop rotation, 

the wheat residues had the longest time of decomposition (262 days overall) covering the soil, 

differently from the other crop residues, from late autumn to early summer seasons. For this 

reason, it seemed not reasonable to compare it with the other crops. The two rye cover crops 

instead, were terminated almost in the same period, and their residues remained on the soil 

surface until the end of August. Thus, the coefficients of concordance confirmed the relevance 

of the soil water content (with SWCmin being the most critical parameter) on the surface 

decomposition process, even if 𝐶i was lower compared to those above (for the short simulation 

periods 𝐶i = 0.93, p-value = 0.029, while for the long simulation period 𝐶i = 0.92, p-value = 

0.033). This is mainly due to the second and third positions (alternately belonging to Topt, Bf_crit 

or PDRf) in the parameter rankings of the two cover crops belonging to different parameters. 



 

3.3.2.2 The APSIM model 

Compared to ARMOSA, the APSIM model has a lower number of parameters, which cause a 

lower parameter overlapping in the diagnostic diagrams (Fig. 3).  

As for maize SA outputs varied between the SSP and LSP. The Topt parameter clearly had an 

important role in the surface decomposition process in both simulation periods, but the effect 

was variable for the other parameters (Fig. 3A/3B). In fact, Bf_crit played a key role in the SSP, 

while the potential decomposition rate (Bf_degr) assumed a crucial weight for the LSP. All the 

other parameters (i.e., CNopt, CNslope, Cfrt and cum_eos_max), even with lower values of 𝜎, also 

reported lower values of 𝜇∗. Thus, they were far away from the top-right quadrant. 

For the rye cover crop, the results showed a similar parameters response between SSP and LSP 

within a single year, but differences emerged when comparing 2015 (i.e., "Rye (1)") to 2017 

(i.e., "Rye (2)"). In 2015, the most critical parameter was the cum_eos_max, which scored the 

highest value in both SSP and LSP (Fig. 3C/3D). In the second and third positions of the 

ranking, we found the Bf_degr and Cfrt, varying between LSP and SSP. All the other parameters 

have 𝜇∗ values close to zero, not affecting the SA output. In 2017, the most sensitive parameters 

remained the same as in 2015, but their ranks became considerably different. The temperature 

had a significant effect on the decomposition process, increasing the weight of the Topt 

parameter in the SA analysis (Fig. 3I/3L). The potential decomposition rate (Bf_degr) is in the 

middle of the diagram for both SSP and LSP, always followed by cum_eos_max. Similar 

results have been observed also in soybean, when Topt had the most significant impact against 

all the other parameters (Fig. 3E/3F) in both simulation periods. Focusing on SSP, the SA 

evidenced Bf_crit and Bf_degr as essential parameters affecting the decomposition process, since 

they are located in the top-right quadrant. In the long period, the weight of Bf_crit and Bf_degr is 

less evident and it is comparable with the weight of CNopt. In LSP, the clusters of these three 

last parameters can be easily distinguished for all the other parameters, even though their 

impact is negligible. Wheat is the only crop heavily influenced by the Bf_degr parameter, which 

is constantly at the top right angle of the diagram (Fig. 3G/3H). Nevertheless, the situation 

becomes different when comparing the SSP with LSP. Bf_crit had a higher 𝜇∗ value in LSP, with 

a high 𝜎 value too. In SSP Bf_crit maintained high 𝜇∗ value but decreased the interaction with 

other parameters (lower 𝜎 value). In the bottom-left quadrant, the other parameters are less 

sensitive. Bf_crit and Topt had predominant roles in the LSP diagram compared to CNopt, CNslope, 

Cfrt and cum_eos_max parameters. 



 

Averaging the Savage-scores of the sensitivity metrics, estimated for the different crops and 

periods, led to an averaged ranking (data not shown). The optimum temperature for 

decomposition (Topt) led the rank, followed by the potential decomposition rate (Bf_degr), the 

critical residue mass (Bf_crit) and the cumulative potential soil evaporation (cum_eos_max). 

Kendall's coefficient of concordance computed on the whole set of ten SA was relatively low 

(𝐶i = 0.43). The ten different rankings do not greatly agree with each other in defining the 

most critical parameters involved in the residue decomposition process, even with a 

significative test (p-value < 0.001). 

Table 4 shows the coefficient of concordance and the associated p-value between all the 

combinations of SA. In APSIM, within each crop, the concordance values between SSP and 

LSP were significant (P < 0.05) except for maize, and with values almost stable around 90% 

(Table 4).



 

 

Figure 3. The mean (𝜇∗) and the standard deviation (𝜎) effects for the APSIM model, calculated for the sensitivity analysis 
with the Morris method. The decomposed biomass was used as dependent variable. Each label indicates the crop residue 
involved, the starting and ending dates of each SA for the short (SSP) and long (LSP) period respectively. Parameters shared 
between the two models (CNopt, CNslope, Topt, Cfrt, Bf_crit) have the same symbol as in figure 2. More information on the 
parameters is given in Table 1. 



 

Table 4. Matrix summarizing ten sensitivity analyses (five crops and two simulation periods, the short simulation period, SSP, 
and the long simulation period, LSP) conducted with the APSIM model. The top right quadrant reports the coefficients of 
concordance (eq. 3, with 10 raters and 7 subjects) while the bottom left quadrant reports the associate p-values. 

 

Coefficient of concordance (CT) 

Maize 

(SSP) 

Maize 

(LSP) 

Rye (1) 

(SSP) 

Rye (1) 

(LSP) 

Soybean 

(SSP) 

Soybean 

(LSP) 

Wheat 

(SSP) 

Wheat 

(LSP) 

Rye (2) 

(SSP) 

Rye (2) 

(LSP) 

p-
va

lu
e  

Maize (SSP)  0.79 0.2 0.14 0.95 0.91 0.61 0.79 0.67 0.67 

Maize (LSP) 0.1  0.54 0.45 0.79 0.82 0.64 0.77 0.79 0.79 

Rye (1) (SSP) 0.935 0.456  0.95 0.29 0.34 0.73 0.61 0.73 0.73 

Rye (1) (LSP) 0.969 0.615 0.007  0.25 0.34 0.68 0.54 0.64 0.64 

Soybean (SSP) 0.006 0.092 0.846 0.878  0.98 0.59 0.77 0.75 0.75 

Soybean (LSP) 0.017 0.069 0.773 0.771 0.002  0.61 0.79 0.79 0.79 

Wheat (SSP) 0.332 0.272 0.151 0.22 0.35 0.33  0.93 0.79 0.79 

Wheat (LSP) 0.1 0.117 0.331 0.455 0.116 0.101 0.012  0.9 0.9 

Rye (2) (SSP) 0.234 0.09 0.144 0.264 0.118 0.087 0.085 0.021  0.98 

Rye (2) (LSP) 0.226 0.09 0.144 0.268 0.118 0.088 0.085 0.019 0.001  

 

These values reflected the high concordance of the top ranks within every single crop. Based 

on the season under which the crop residue decomposition occurs (Fig. 1), as already shown 

with the new module implemented in ARMOSA, different crop residues can be compared to 

each other. Previously, maize was compared with soybean since the decomposition season of 

residue was almost the same. Also, in the case of APSIM, the two crop residues led to similar 

SA outputs. Both the comparisons between SA conducted on the short period (i.e., "Maize (S)" 

and "Soybean (S)") and long period (i.e., "Maize (L)" and "Soybean (L)") have high 

coefficients of concordance (𝐶i = 0.95 and 𝐶i = 0.82, respectively), even if only the first was 

significant at the 5% threshold. These coefficients revealed that Topt, Bf_crit and Bf_degr are the 

most influent parameters involved in the decomposition process of these crop residue. It is also 

worth comparing the two cover crops (i.e., "Rye (1)" and "Rye (2)") since their residues 

decompose in the same season and belong to the same crop species. Nevertheless, for APSIM 

the concordance coefficients were around 70% but not significant for the short and long period 

of decomposition (p-value > 0.10).



 

3.4 Discussion 

Performing a set of ten different analyses, based on different crop residues, simulation periods 

(Table 2) and different seasons during the year (Fig. 1), allowed us to detect the sensitivity of 

the two models to the main parameters involved in surface residue decomposition. Moreover, 

since the SA results change according to the duration of the simulation (i.e., according to the 

value of the dependent variable at the last time step), the definition of different simulation 

periods (SSP and LSP) for each crop was useful to better define the parameters’ role on residue 

decomposition kinetics. In fact, considering a single crop at the time and going thought SSP to 

LSP (i.e., increasing the simulation period), allowed us to detect if some parameters maintained 

their sensitivity regardless the different conditions. 

The variation of parameter sensitivity between the two simulation periods within a single crop 

was usually lower in the new module (higher coefficients of concordance) than in APSIM, 

except for the “Rye (1)” crop. In this case, the impact of Topt and Bf_crit was higher in SSP than 

in LSP (Fig. 2C). Probably, before the summer period (July and August 2015), when SWCmin 

was by far the most relevant parameter, the lower temperature and the initial amount of residues 

(2.85 Mg ha-1) have contributed to slow the decomposition in the early stages, thus impacting 

the SA output. The parameters sensitivity under “Rye (2)” was more homogeneous comparing 

SSP and LSP. In fact, the temperature during April and May was on average slightly greater 

compared to 2015 (i.e., not strongly limiting the decomposition) and especially the initial 

amount of residues (2.23 Mg ha-1) was closer to the Bf_crit threshold (2.00 Mg ha-1). 

Comparing crop residues that decomposed in the same season, the sensitivity analysis of the 

new module almost ended with the same parameter ranking (as in the case of maize vs soybean 

or rye (1) vs rye (2)). This is related to the high dependency of surface decomposition on the 

environmental factors rather than on biomass-specific characteristics (Iqbal et al., 2015, Lee et 

al., 2014, Marinari et al., 2014, Sanaullah et al., 2012). Even if these specific patterns were 

found when comparing crop residues having the same season of decomposition, the highly 

significant coefficients of concordance, for the whole set of ten SAs, highlighted the 

importance of the top-ranking parameters. Specifically, all the SAs conducted with the new 

module indicated that Topt and SWCmin are the most influential parameters, as confirmed by the 

average ranking. The Topt parameter, based on soil temperature (that is retrieved in ARMOSA 

from the simulated temperature of the 5 cm topsoil layer), reflects the optimum temperature 

for the activity of the microbial community that is primarily involved in residue decomposition 



 

(Findeling et al., 2007), whose importance is well recognized (Findeling et al., 2007, Nicolardot 

et al., 2001) and gives the temperature a crucial role in the simulations. 

When the temperature is not the limiting factor, the SWCmin became the most influential 

parameter, confirming that moisture limitation is also essential in this process (Coppens et al., 

2007), especially if the residues are left on the soil surface (Lee et al., 2014). SWCmin is related 

to soil water retention; it defines the minimum residue water content for decomposition, 

expressed as a proportion of field water capacity. As expected, this parameter limited the 

decomposition mainly for crop residues laying on the soil surface during the dry period, such 

as in spring (in rye) or, even partially, in summer (in wheat). During the autumn/winter period, 

when soil water content is not limiting anymore, the importance of this parameter became lower 

(in maize) or even roughly negligible (in soybean). In the new module approach, SWCmin is 

used in the moisture factor equation (Eq. 10, Appendix A), representing the influence of soil 

water content on flat residue wetness and, consequently, on their decomposition rate. In 

ARMOSA, this parameter is based on the soil water content, while other modelling approaches 

are based on the biomass water content (Findeling et al., 2007). Even if the biomass water 

content rather than the soil water content is in principle more adequate, the soil water content 

of the top layer appears to be a good “proxy” of surface residue water content. In fact, the mass 

adjacent to the soil tends to adsorb water and to be rewetted by the underneath soil layer (Iqbal 

et al., 2015) in a phenomenon defined "sponge effect" (Kravchenko et al., 2017).  

The role of the Bf_crit parameter (i.e., the critical flat residue biomass above which the 

decomposition is slower) in the new module is worth mentioning: for the new module, eight 

out of ten SAs included it in the list of the first three most influencing parameters. Even though 

Bf_crit is not explicitly related to the crop biomass properties, it is linked to the specific crop 

management. For example, in the cases of maize and wheat, the high amount of surface residues 

found after the harvest is a direct consequence of a farmer management choice. This parameter 

indirectly reflects the thickness of surface residue biomass, suggesting that the more residue 

biomass, the slower the decomposition process. Its importance was already reported by 

Thorburn et al. (2001) who stated that the "upper" mulch layer (i.e., the layer that is not in 

contact with the soil) has a negligible decomposition rate. The response of the model to this 

situation (i.e., when crop residue biomass is greater than 2 Mg ha-1, Table 1, Bf_crit) is essential 

to avoid early overestimation of the carbon and nitrogen accumulation in soil due to the whole 

residue decomposition after a harvest/termination event (Fang et al., 2019). Further model 

improvements may consider recent findings that demonstrated that the upper mulch layer 



 

slowly decomposes and that there is a gradient of moisture and decomposition rate (Dietrich et 

al., 2019).  

We concluded that for the new module implementation into ARMOSA an accurate estimation 

of Topt, SWCmin and Bf_crit is needed to properly simulate the residue decomposition. 

On the other hand, it seems also reasonable to include the two potential decomposition rates 

(PDRf and PDRf (leaves)) within the set of most influential parameters. Nevertheless, even if  

𝜇∗ for these parameters was always not null, they never appeared in the most critical top-right 

quadrant (Fig. 2). For the new module, this is probably due to the large impact of the 

environmental factors on decomposition, as indicated by Topt and SWCmin. In addition, the fact 

that different PDRf and PDRf (leaves) values were assigned to each crop (Table 1) did not 

overestimate or underestimate the maximum rate of residue decomposition (i.e., making the 

parameters impacting more on the SA), leaving the other parameters to drive this process. 

In APSIM, the SA concordance between short and long simulation periods within each crop 

was lower than in the new module. In other words, the APSIM parameter reacted more to the 

simulation period increment regardless the crop residues considered. This is evident by 

observing the SA results of maize (𝐶i = 0.79, p-value = 0.1, Table 4) and wheat (𝐶i = 0.93, p-

value = 0.012, Table 4) showed in figure 3. In the case of maize, the initial amount of residues 

(11.7 Mg ha-1) probably had a more considerable impact on the SSP SA output compared to 

the analysis "spreaded" between 17/09/2014 and 28/04/2015 (LSP). This is confirmed by the 

mathematical implementation shared with ARMOSA and reported in Eq. 13 (Appendix A): 

when Bf > Bf_crit, then the decomposition is reduced exponentially. Moving away from the 

harvest date (i.e., increasing the duration of the decomposition), the Bf_crit lost its importance 

(as already noted with rye (1) with the new module), favoring the temperature (through Topt) 

and the potential decomposition rate (Bf_degr) limitations (Fig. 3B). In the case of wheat instead 

(Fig. 3G/3H), the role of Bf_crit, together with Topt, became higher in the long compared to the 

short period. This is probably due to the inclusion of the winter season in the long period, that 

decreased the Bf_degr impact compared to the other parameters. In other words, when 

temperature does not limit decomposition (as it frequently happens during the short period for 

wheat), the potential decomposition rate (Bf_degr) is the parameter that limit the process the most. 

Conversely, in the long period most of the decomposition occurs during the coldest months of 

the year, therefore the temperature interacts more with other parameters (higher value of 𝜎, 

Fig. 3H), as showed in this case with Bf_crit. 



 

Looking at the general trends found in APSIM, the impact of the different parameters partially 

reflected what was found in the new module implemented in ARMOSA. We found Topt and 

Bf_degr in the first two ranking positions in almost all APSIM's SAs. Most of the SAs confirmed 

the high weight of these parameters except for the rye cover crop in 2015 ("Rye (1)", Fig. 

3C/3D). This behavior in 2015 probably reflects the low water availability during summer (180 

mm of rainfall between 21/04/2015 and 28/08/2015) limiting surface decomposition (through 

the cum_eos_max parameter) more than other factors. Thus, except for this specific situation, 

the only parameter related to water availability (cum_eos_max) did not influence the output as 

SWCmin did with the new module. The APSIM moisture factor considers the water availability 

using the cumulative potential soil evaporation (and thus the critical cumulative evaporation, 

cum_eos_max) to depict the effect that dry residues decompose more slowly than wet residues 

(Dietrich et al., 2019). Therefore, in this case, a soil property has been used as a proxy for 

surface residue moisture. 

Contrary to the new module, the APSIM potential decomposition rate (Bf_degr) significantly 

impacted the SA output compared to the other parameters involved. The assumption of a unique 

default value for the decomposition rate (Bf_degr = 0.1 kg m-2 day-1) in the APSIM model 

undoubtedly impacted the SA results more than the crop-specific rates employed in the new 

ARMOSA module. Specific calibration of this parameter is necessary to properly calibrate the 

model.  

Another similarity in the behavior of the two approaches concerns the importance of Bf_crit. This 

parameter is taken from the APSIM equation that limits the decomposition based on the residue 

amount on the soil surface. Sharing the same equation, the two models gave comparable weight 

to the limitation of the decomposition rate above a 2 Mg ha-1 residue biomass threshold, 

confirming that the models responded in the same way to the amount of crop residue.  

As a general trend, the two approaches gave comparable results for crop residue that share the 

same season of decomposition, highlighting the impact of environmental conditions. This 

agrees with Francos et al. (2003) and Richter et al. (2010), who stated that sensitivity analysis 

refers to specific conditions and it is not a general property of a model. At least for the new 

module, the high value of the concordance coefficient, computed on the whole set of SAs, 

highlighted that some parameters are the most important regardless the specific conditions of 

the crop biomass.  

To better understand the model’s behavior, the plasticity index ("L") has been computed on the 

whole set of SAs according to Confalonieri et al. (2012). This index (that ranges between 0 and 

1, with the highest plasticity at 0) defines the tendency of the model to change its behavior 



 

under different conditions. This index has to be intended only to compare models since specific 

minimum or maximum optimal plasticity values have not been defined. The low value obtained 

for APSIM (L = 0.14) describes a model with higher plasticity compared to the new module 

(L = 0.27). In other words, APSIM has more capability to react to an environmental change by 

altering the importance of its parameters (confirming the lower value of concordance 

coefficients). In the discussion above we highlighted that, in the new module, the Topt and 

SWCmin had always a great impact on the SAs, probably leading to a lower plasticity compared 

to APSIM. Nevertheless, situations like rye (1) or wheat (comparing SSP and LSP in Fig. 2) 

still defined a module capable to change its parameters sensitivity to the environmental 

changes.



 

3.5 Conclusions 

With this work a new module has been developed to explicitly include surface residue pools in 

many relevant modelling processes. In fact, the implementation of this new module into 

ARMOSA allowed to simulate many processes in which crop residues, laying on the soil 

surface, play a crucial role in water and nutrient cycling dynamics. Despite previous 

implementation of the surface residue decomposition, we developed a new module that 

simulates this process including all the important factors that give a complete representation of 

residue decomposition. 

The APSIM model was used as a benchmark. This model was selected for its algorithm affinity 

to ARMOSA and for being a cropping system model widely cited in the literature. 

A sensitivity analysis was conducted for each crop residue under analysis (i.e., maize, rye, 

soybean and wheat). In the present SA we distinguished between long and short simulation 

periods with the advantage of recognizing if some parameters, within single crop, impacted on 

the decomposition process regardless the different environmental conditions. 

The most important parameters in the new module reflected the importance of the soil 

temperature (Topt), the soil water content (SWCmin), and the residue biomass (Bf_crit) on the 

decomposition process. The two decomposition rates (PDRf and PDRf (leaves)) had minor 

importance, highlighting that, when setting crop specific values, other environment-related 

parameters are more relevant for the actual decomposition rate. The APSIM model, showed a 

lower concordance of SA results passing from a crop residue to another and even when 

comparing short and long simulation periods within the same crop. For maize and wheat, the 

SA output showed how the duration of the decomposition along different seasons could heavily 

influence the parameters impact. As a general trend, we always found Topt and Bf_degr parameters 

in the first two rank positions. In addition, having assumed a unique default value for the 

decomposition rate, Bf_degr could have impacted the surface residue destiny more than the new 

module decomposition rates. 

The outcome of this work allowed us to identify the most relevant parameters for a future work 

of the model calibration and to evaluate its behavior under variable conditions of the residue 

surface decomposition process. 
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Appendix A 

The module divides surface residues in a standing (Bs, kg DM m-2) and a flat (Bf, kg DM m-2) 

component. The flat component is further divided in two pools (stem and leaves) to better 

represent the specific characteristics of the plant fractions (in terms of C:N ratio and potential 

decomposition rate). Numerical integration is performed to calculate the values of Bs and Bf at 

each time step (Eq. 1 and 2). 

𝐵Z(&) = 𝐵Z(&;4) − 𝑑𝐵Z_,-./ + 𝑑𝐵Z_01/2 − 𝑑𝐵Z_34%5 − 𝑑𝐵Z_&3((      [1] 

𝐵=(&) = 𝐵=(&;4) − 𝑑𝐵=_,-./ + 𝑑𝐵=_01/2 + 𝑑𝐵Z_34%5 − 𝑑𝐵=_2$66                                       [2] 

The processes represented by the module rates are the following: residue decomposition 

(dBs_degr and dBf_degr, kg DM m-2 d-1), residue partitioning at harvest (dBs_part and dBf_degr, kg DM 

m-2 d-1), standing residue conversion into flat residue (dBs_conv, kg DM m-2 d-1) and residue 

incorporation into soil through tillage operation (dBs_till and dBf_till, kg DM m-2 d-1). 

Partitioning of the surface residue (Btot, kg DM m-2) in Bs and Bf is simulated using WEPP 

approach. The partitioning is estimated at harvest, before any other management operation, 

using the ratio between the cutting height (Hcut, m) and the crop height (Hcm, m) to determine 

the portion (Fpc, unitless, Eq. 3) of initial residue that becomes standing residue (Eq. 4). The 

portion of flat residue (Eq. 5) is determined as a complement (1-Fpc). 

𝐹l% =
m789
m7:

           [3] 

𝑑𝐵Z_lY'& = 𝐵&X&𝐹l%          [4] 

𝑑𝐵=_lY'& = 𝐵&X&(1 − 𝐹l%)         [5] 

The decomposition of the standing residue (dBs_degr, kg DM m-2 d-1, Eq. 6) is also simulated 

adopting WEPP approach (Eq. 6).  

𝑑𝐵Z_<\n' = 𝐵Z(&;4)𝑒;oSp;9<=>="?21%,!3a\$q\'&$       [6] 

The amount of remaining standing residue biomass at the end of the simulated time step 

depends on three limiting factors (fDstand, Sizei and Ferti) that affect the optimal decomposition 

rate (PDRstand, kg m-2 d-1) of a specific residue type. fDstand, Sizei and Ferti consider respectively 

the limitations due to environment conditions, soil fertility and residue size.  

The limiting factor that represents the environmental limitations that condition standing residue 

decomposition in field (fDstand, unitless) considers the residue water content and the air 

temperature as independent limiting factors. The water limiting factor (fWstand, unitless, Eq. 7) 

is obtained as the ratio between the rainfall of the considered time step (Rain, m) and a 

parameter representing the amount of rain that saturates the standing residue (Rainsat, m) whose 



 

default value is 0.004. The limiting factor ranges between 0 and 1 depending on the standing 

residue water content and on daily average temperature (Tavg, °C).  

𝑓𝑊Z&Y$< = �

CY3$
pJc,;<9

				𝑖𝑓	𝑃𝑅𝐶𝑃 ≤ RainGJW
1										𝑖𝑓	𝑃𝑅𝐶𝑃 > RainGJW
0																					𝑖𝑓	𝑇Yrn < 0

        [7] 

The temperature limiting factor (fTstand, unitless, Eq. 8) ranges between 0 and 1, and it is 

calculated as a function of daily average temperature (Tavg, °C) designed for temperate regions 

and defined by two parameters: the maximum (Tmax, °C) and the minimum (Tmin, °C) 

temperature for microbial decomposition of residues. This function is limited also by the 

temperature above which the microbial activity stops (Tlim, °C).  

𝑓𝑇Z&Y$< = �
8(i15.6s:@=)#(s:<A6s:@=)#;(i15.6s:@=)B

(s:<A6s:@=)B
						

0		𝑖𝑓	𝑇Yrn < Ttc,	𝑜𝑟	𝑇Yrn > T+ct
      [8] 

The decomposition of flat residue biomass (dBf_degr, kg DM m-2 d-1) is simulated adopting 

APSIM approach that estimates the fraction of decayed biomass for each time step (Eq. 9). 

This approach is similar to the one adopted for the standing residue (WEPP model) but employs 

additional limiting factors. The decomposition rate is described as a function of: an optimal 

decomposition rate (PDRflat, kg m-2 d-1), environmental limiting factor such as a temperature 

(fTflat, unitless) and a soil moisture (fWflat, unitless) factor, and residue dependent limiting 

factors such as the C:N ratio (fCNflat, unitless) and soil-residue contact degree (fContactflat, 

unitless) factor. 

𝑑𝐵=_<\n' = 𝐵=(&;4)𝑒;oSpCD<9=iE612=@E612=)uE612=)X$&Y%&E612      [9] 

All the limiting factors included are unitless and range between 0 and 1.  

The moisture factor (Eq. 10) represents surface layer soil water content (SWC, m3 m-3) influence 

on flat residue wetness and therefore on their decomposition rate. The moisture factor included 

in the integrated mulch model of ARMOSA differs from the one employed in APSIM.  

The modification was performed to use the moisture limiting factor equation both for flat 

surface and buried residue decomposition.  
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The temperature factor (Eq. 11) is obtained as a function or daily average air temperature (Tavg, 

°C) and is defined by a optimum decomposition temperature parameter (Topt, °C).  

𝑓𝑇=(Y& = �
(i15.
sFG9

)8						

0		𝑖𝑓	𝑇Yrn < 0
                   [11] 

The carbon to nitrogen ratio factor (Eq. 12) of a specific flat residue type is calculated as a 

function of the C:N ratio of the residue (CN, unitless) that is defined by three parameters: the 

optimum C:N ratio for decomposition (CNopt, unitless), the function slope coefficient (CNslope, 

unitless) and the C:N ratio value above which the decomposition stops (CNmax, unitless).  
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                 [12] 

The contact factor (Eq. 13) describes the effect of the flat residue biomass amount on the soil-

residue contact degree and therefore on residue decomposition rate: it’s based on the fact that 

lower amount of residue biomass decomposes faster due to their higher contact degree with 

soil. This limiting factor is estimated as a function of flat residue biomass (Bf, kg DM m-2) 

defined by a critical residue biomass parameter (Bf_crit, kg DM m-2) The critical residue biomass 

is the value above which the decomposition is slowed down by the “haystack effect” described 

by Thorburn et al. (2001), which does not consider standing residue contribute.   

𝑓𝐶𝑜𝑛𝑡𝑎𝑐𝑡=(Y& = �
1																										𝑖𝑓	𝐵= < B}_^McW
RC_7M@9
~E

																		𝑖𝑓	𝐵= > B}_^McW
                           [13] 

The conversion of standing residue to flat residue caused by weather events such as wind and 

snow respectively decreases standing residue (Eq. 14) and increases flat residue amounts. It is 

simulated by means of WEPP approach.  that employs an adjustment factor (Convfct, unitless) 

representing the fraction of standing residue not converted to flat residue from wind and snow 

for the considered site.  

𝑑𝐵Z_%X$r = 1 − 𝐶𝑜𝑛𝑣=%&𝐵Z(&;4)                  [14] 

Surface flat residue water dynamics are simulated adopting STICS approach, which estimates 

the amount of water both intercepted and directly evaporated by the mulch layer. The amount 

of water which is intercepted by the mulch layer (WCmulch, Eq. 15) is the incident effective 

rainfall reaching the mulch layer (consisting in rainwater minus the amount intercepted by 

canopy of the crop). The intercepted water is simulated as a function of surface residue biomass 

(Bf, kg DM m-2) defined by one parameter representing the residue wettability (WETTmulch, mm 

Mg ha-1). According to Scopel et al. (1998), the residue wettability depends on residue size 



 

resulting from different management operations and ranges between 0.22 and 0.38 mm Mg ha-

1. 

𝑊𝐶��(%�(&) = WETTtH+^`	𝐵=(&)	                  [15] 

The mulch evaporation demand (Eq. 16) is estimated based on STICS approach multiplying 

the evaporation demand (EVAPd, mm) by the actual soil fraction covered by flat residue 

(Ctotal_actual, unitless). 

𝐸��(%� = 𝐸𝑉𝐴𝑃< 	𝐶&X&Y(_Y%&�Y(                  [16] 

The soil evaporation is adjusted subsequently to fulfil the unsatisfied evaporation request. 

The soil cover due to surface residue presence is simulated through WEPP approach, that 

estimates the total soil cover due to residue presence (Ctotal, Eq. 17) as the sum of two 

components: flat residue (Cflat, Eq. 18) and standing residue (Cstand, Eq. 19) soil cover. The soil 

covering effect is expressed as the fraction of surface covered by the residues and ranges from 

0 to 1. 

𝐶&X&Y((&) =	𝐶=(Y&(&) +	𝐶Z&Y$<(&)                  [17] 

Soil cover due to flat residue is simulated as a function of its biomass using a crop specific 

parameter (rtCflat, m2 kg-1) representing the surface covered by a fixed amount of the specific 

crop residue.  

𝐶=(Y&(&) = 1 −	𝑒;'&)E612	~E(2) 	                   [18] 

Soil cover due to standing residue is estimated as a function of the ratio between the standing 

residue biomass at the considered time step and the standing residue at harvest (Bs(0), kg DM 

m-2). This function involves a crop specific parameter (Abm, unitless) describing the surface 

occupied by stem basal area at maturity per square metre of soil.  

𝐶Z&Y$<(&) =	
~?(2)
~?(P)

	𝐴j�                    [19] 

Tillage operations have two main effects on the mulch biomass, both depending on the tillage 

type and intensity. The first one is to transfer a fraction of the standing residue to the flat 

residue. The second effect is the incorporation of a fraction of the flat residue into the soil; this 

process creates pools of organic matter that will evolve independently during the simulation. 

The albedo of soil as influenced by both standing and flat surface residue presence is simulated 

adopting an approach derived from STICS. Soil albedo (ALBs, unitless, Eq. [20]) is simulated 

as a function of the soil cover due to surface residue presence (Ctotal, unitless). The parameter 

involved in the function are the ones describing dry soil albedo (ALBbare, unitless), mulch 

albedo (ALBmulch, unitless).  

𝐴𝐿𝐵Z(&) =	𝐴𝐿𝐵jY'\ × v1 − 𝐶&X&Y((&)w +	𝐴𝐿𝐵��(%� × 𝐶&X&Y((&)		             [20]



 

 

 

 

 

 

 

 

 

 



 

Chapter 4. Simulation of the new SOM fractions 

4.1 Introduction 

The implementation of the surface crop residue simulation into the ARMOSA model enabled 

a deep analysis of the link between the surface residue decomposition and SOM accumulation 

and decomposition in the bulk soil (i.e., belowground soil). As expressed in the previous 

chapter, the surface residue accumulation and the subsequent decomposition are extremely 

important to understand the SOM dynamic into the soil. Therefore, the effort to simulate "the 

surface decomposition" has to be coupled with a belowground SOM representation that can 

benefit from this improvement.  

So far, the ARMOSA model represented the bulk soil organic matter with three different pools: 

stable, litter and manure. We refer hereafter to this classic ARMOSA version as ARMOSA 1.0. 

In ARMOSA 1.0, the litter pool describes "the fresh" SOM, that is the easiest degradable pool 

in the bulk soil; crop residues which are incorporated into soil become litter pools that will 

decompose in time according to specific rates. The stable pool represents the most durable 

SOM pool, so its rate of mineralization is slower. The manure pool is used to simulate all the 

different types of organic fertilizers or amendments that farmers add to the soil and usually 

have a rapid turnover. This representation allows the partition of the SOM into discrete pools 

based on turnover times, but it does not reflect the real composition of the organic matter. 

However, this concept has been widely adopted (SALUS, Basso and Ritchie, 2015, APSIM, 

Holzworth et al., 2014, EPIC, Izaurralde et al., 2006, RothC, Coleman and Jenkinson, 1996, 

Century, Parton et al., 1988) because of its simplicity to represent the different composition of 

the organic matter and to simulate its different decomposition rates (i.e., different 

mineralization rates). This modeling approach falls into the traditional pseudo first-order decay 

approaches with a range of SOM pools described based on their turnover times and 

decomposition pathways. These models have recently been shown to have very large parameter 

equifinality (i.e. different input parameters produce the same effect), which has been 

hypothesized to be the result of an incomplete representation of the processes (Smith et al., 

2018, Luo et al., 2015). More recently, a new SOM modeling conceptualization has been 

adopted based on explicit microbial biomass, representations of mineral – surface interactions, 

vertical transport, nutrient controls and plant interactions (Smith et al., 2018).  

This next generation of soil organic matter models is based on the very last scientific 

achievements about SOM that led to new ways to sample and describe the SOM composition. 



 

In many different recent works (Lavallee et al., 2020, Haddix et al., 2020, Bongiorno et al., 

2019, Cotrufo et al., 2019,  Mitchell et al., 2018) the SOM composition is divided into 

dissolved (DOM), particulate (POM) and mineral-associated (MAOM) organic matter forms, 

three SOM components that are fundamentally different in terms of their formation, 

persistence, and functioning. The definition of these pools is based on their particle size and 

density as shown in Table 1. 

 

 Table 1. Soil organic matter subdivision based on particle size and density of the single pool. Data retrieve from Lavallee et 

al. (2020). 

Pool Description Particle size Density 

DOM Small particle water-extractable < 45 µm > 1.61-1.85 g/cm3 

POM 
Lightweight fragments that are  

relatively undecomposed 
> 50-63 µm < 1.61-1.85 g/cm3 

MAOM 

Formed by structure encapsulated by 

minerals, organo-mineral clusters, and 

primary organo-mineral complexes 

< 20-63 µm < 1.61-1.85 g/cm3 

 

In these studies, the authors provided evidence of the highly contrasting physical and chemical 

properties of the pools, mean residence times in soil, and responses to land use changes. Thus, 

these new DOM, POM and MAOM pools are easy to conceptualize and understand, relatively 

quick and inexpensive to separate, and are already incorporated into newer generation SOM 

models (Zhang et al., 2021, Woolf and Lehmann, 2019, Dwivedi et al., 2017, Campbell et al., 

2016). In addition, large scale samplings campaigns (Orgiazzi et al., 2018) have been 

conducted by public scientific institutions and used to identify these new fractions (Lugato et 

al., 2021), which demonstrate the real interest about these new SOM frontiers. 

Even though ARMOSA 1.0 is the result of continuous improving, thanks to the application and 

calibration of the model in over 50 locations, it does not represent the last scientific 

achievements presented above. Thus, ARMOSA 1.0: 

1. it contains different organic matter pools that are not measurable since they do not 

represent the real SOM fractions that can be sampled in a soil; 

2. as most of the full cropping system models it does not represent the last scientific 

achievements in the study of SOM; 

3. it will be hardly comparable with the new generation models that account for the new 

organic matter pools. 



 

Accordingly, I integrated the new knowledge into ARMOSA so that it can become a suitable 

cropping system model accounting for new generation SOM fractionation. In the next 

paragraph it will be explained how the new ARMOSA release, called ARMOSA 2.0, has been 

updated to account for these new pools. 

 

4.2 New model release: conceptualization and main pools 

This new model release has been developed to replace specifically the current ARMOSA 1.0 

simulation of the soil organic matter dynamics. 

 

The new ARMOSA 2.0 simulates the bulk soil SOM dynamics through several processes that 

are illustrated in figure 1. This new way to interpret the SOM dynamic can be divided in two 

main parts (excluding the mulch layer that has been treated in the chapter 3). The first one 

describes the fate of the buried crop biomass through three pools called hydrolyzable, 

unhydrolyzable and soluble pools. The second part describes the dynamics of the organic 

matter already present in the bulk soil through the DOM, POM and MAOM pools belonging 

Figure 1. Schematic representation of the new SOM conceptualization integrated into the ARMOSA 2.0 release. 



 

to the new "organic matter approach” explained in the previous paragraph. The development 

of algorithms that specifically describe the buried biomass is due to the fact that it cannot be 

directly incorporated into the SOM pools because of its different decomposition process and 

turnover time. Nevertheless, as soon as this organic material decomposes, the carbon and 

nitrogen output go into the new SOM pools. 

In addition to all these pools, ARMOSA 2.0 introduces the explicit representation of the 

microbiota growth and functions. As in the older ARMOSA version, the mineral nitrogen pool 

(which includes NO3 and NH4) is still present as state variable and it is split into NH4 and NO3 

pools. 

 

4.3 Main processes 

All the main processes are represented in figure 1, where the square boxes represent the pools 

while the black lines are the carbon and nitrogen mass movements from one pool to another. 

As shown in figure 1, every single pool also presents a nitrogen component that reflects the 

specific pool C/N ratio. Likewise, all the biomass movements from a pool to another account 

also for a nitrogen movement that is computed based on the specific pool C/N ratio. 

All the bulk soil processes are computed for each layer defined for a specific simulation. In 

addition, all the outputs (i.e., organic carbon and mineral nitrogen) from the mulch layer go to 

the first layer, and then can be potentially moved from a layer to another by the tillage events. 

On the contrary, once a tillage event moves the crop residue biomass from the soil surface 

(mulch) to a specific depth, the model creates the hydrolyzable, unhydrolyzable and soluble 

pools in the interested soil layers and split the biomass in these pools. 

In the following sub-paragraphs, all the processes involved in the bulk soil will be described 

separately based in the main sections of this new model conceptualization.  

 

4.3.1 The role of microbial biomass 

With this new ARMOSA version, microbial biomass has a crucial role. The main difference 

between the previous ARMOSA approach and the new one is that a specific pool now 

represents the microbial biomass. 

The scientific literature has debated for a long time about the possibility of accounting for 

microbial biomass or not. In particular, the scientific debate has been focused on whether or 

not the microbial biomass itself should work as a first limitation of the SOM decomposition. 

In other words, the microbial biomass can appear or not in the algorithms that simulate the 



 

decomposition process making the process slightly different from one to another. Luo et al. 

(2016) stated that – although that models that explicitly consider the microbial biomass in the 

decomposition process might better explain priming effects, microbial acclimation, and pulse 

responses to some environmental changes – they tend to produce unrealistic oscillatory 

responses to perturbations, and their simulated C storage is not sensitive to C input. Conversely, 

Zhang et al. (2021) even with an explicitly microbial biomass simulation, did not limit the 

decomposition process using the microbial biomass itself. Nevertheless, their results captured 

the temporal dynamics of decomposition of the different pools. Wutzler and Reichstein (2008) 

reviewed different representations the SOM decomposition process, comparing non-explicit 

(i.e., the microbial biomass does not appear in the decomposition equations) with explicit (i.e., 

the microbial biomass appears in the decomposition equations) decomposition approaches and 

further divide them between linear or nonlinear equations. They argued that the formulations 

of SOM decomposition where the active decomposers are represented in a nonlinear manner 

are most suitable to describe long-term SOM dynamics. At the same time, Zhang et al. (2021) 

in their recent work stated that the "simplification" of the algorithm structure leads to a wider 

applicability of the models, suggesting that the non-explicit first order kinetic approach is the 

most suitable. Besides that, the first order kinetics remains the most widely applied formulation 

of substrate decomposition (Wutzler and Reichstein, 2008) where a linear decomposition 𝑑! 

scales with available substrate S.  

  

𝑑! 	= 	𝑘𝑆                                                                [1] 

 

This formulation assumes that substrate of each quality has it’s own decomposer community 

associated with, and that this decomposer community is in equilibrium with the available 

substrate most of the time and therefore the decomposition is only limited by substrate (McGill 

and Myers, 2015). In this way, we assume that a minimum amount a microbial biomass always 

exists in the soil, allowing the decomposition process to start as soon as the organic carbon is 

available from the pools. The new ARMOSA release uses this last approach where the 

decomposition process is represented using the following equation: 

 

𝑑! 	= 	𝐶lXX((3) ∗ 𝐾lXX((3) ∗ 𝑇\== ∗ 𝑊\== ∗ 𝐶𝑈𝐸�3%'Xj\                            [2] 

 



 

where 𝐶lXX( is the carbon mass belonging to the pool considered, 𝐾lXX( is the maximum decay 

rate of the i-th pool considered at optimal temperature and moisture, while 𝑇\== and 𝑊\== 

represent the effect of temperature and moisture respectively. The 𝐶𝑈𝐸�3%'Xj\ coefficient is 

the decomposition efficiency based on the C/N ratio of the microbes and it will be explained 

in the 4.3.2 paragraph. This equation calculates the amount of carbon being decomposed but it 

does not represent the actual carbon assimilated by microbes. To obtain the real carbon mass 

assimilated by microbes to maintain their growth, the 𝐶𝑈𝐸lXX((3) has to be applied. This value 

represents the decomposition efficiency due to the C/N ratio of the specific pool decomposed 

by microbes, and it defines the percentage of carbon assimilated versus respired (i.e., respired 

as CO2). A deeper explanation of this efficiency can be found in the 4.3.2 paragraph. Thus, 

based on equation [2] the final equation representing the carbon assimilated is: 

 

𝑀𝑖𝑐𝑟𝑜𝑏𝑖𝑎𝑙_𝐶YZZ3�3(Y&3X$ 	= 	𝐶lXX((3) ∗ 𝐾lXX((3) ∗ 𝑇\== ∗ 𝑊\== ∗ 𝐶𝑈𝐸�3%'Xj\ ∗ 𝐶𝑈𝐸lXX((3)   [3] 

 

Microbe assimilate carbon only from the DOM and MAOM pool, because the POM pool 

requires a further step of "depolymerization" to be assimilated (see paragraph 4.3.5). While 

microbes assimilate carbon, their biomass decreases due to its turnover, and the released carbon 

mass gets split between all the different pools (POM, DOM and MAOM). The module daily 

computes the death of microbes as: 

 

𝑀𝑖𝑐𝑟𝑜𝑏𝑒_𝐶<\Y&� =	𝐶�3%'Xj\ ∗ 𝐾<\Y&�                                   [4] 

 

where 𝐶�3%'Xj\ is the carbon mass belonging to the microbe pool and 𝐾<\Y&� is microbial death 

rate. After the 𝑀𝑖𝑐𝑟𝑜𝑏𝑒_𝐶<\Y&� computation, different coefficients are used to split the death 

carbon biomass between all the bulk soil pools. 

All the coefficient value are listed in table 3. 

 

4.3.2 Decomposition moderators 

The decomposition dependency from the substrate is not the only key aspect because other 

factors, such as nutrient limitation and environmental condition, are involved to limit carbon 

sequestration (Wutzler and Reichstein, 2008). Usually, they are known as moderators of 

decomposition rates, and they include temperature, moisture, nitrogen availability and 

microbial C/N ratio controls.  



 

The temperature moderator (𝑇\==) is obtained by a generalized Poisson function, which is the 

temperature response function of the CENTURY model (Burke et al., 2004).  
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where T is the soil temperature (°C), 𝑓&= 4.99, 𝑇�Yb= 45°C and 𝑇Xl&= 35°C. 

The equation of the soil moisture moderator (𝑊\==) is taken from the ARMOSA model. It 

relies on a function that modifies the activity of the microbes based on the soil water content. 
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in which SWC is the soil water content, 𝑇ℎ𝑒𝑡𝑎!*i is the soil water content at saturation, 𝑀!*i 

is the is the microbial activity at saturation while Min, 𝑂𝑃𝑇�3$, 𝑂𝑃𝑇�Yb, 𝑀𝑊𝐶4	𝑎𝑛𝑑	𝑀𝑊𝐶8 

are different coefficients to set the curve (see Table 3).  

Lastly, two different efficiencies limiting the decomposition have been introduced to consider 

the C/N ratio of the microbes and the DOM and MAOM pools (i.e., the pools to be assimilated), 

respectively. In the last decade an intense debate has been done on the microbial decomposition 

efficiency CUE (Carbon Use Efficiency). Regarding the sensitivity of CUE to environmental 

conditions several scenarios and strategies have been proposed (Allison et al., 2010, Manzoni 

et al., 2012) but the uncertainty is still high (Wieder et al., 2013). 

For example, Campbell et al. (2016) suggested that microbial CUE is often variable during litter 

decomposition, depending on the decomposition environment, chemical characteristics of 

substrates being decomposed, and the physiological characteristics of microbes and microbial 

communities. Litter decomposition models that include variable microbial CUE more 

accurately represent partitioning of decomposed litter C to CO2 versus microbial materials. 

These studies suggest that a dynamic CUE value would be the most reasonable way to represent 

the microbial activity fluctuation in response to different conditions. In the scientific literature 

the CUE ranges from low values (0.03-0.3, Soares and Rousk, 2019 or 0.26-0.3 or Woolf and 

Lehmann, 2019) to higher values (0.3-0.55, Sinsabaugh et al., 2016 and Soares and Rousk, 2019 

or 0.25-0.75, Kyker-Snowman et al., 2020), making difficult to intend it as a unique immutable 



 

value. The uncertainty of these values is another reason to define a dynamic CUE value rather 

than a unique one. 

To represent this phenomenon two different CUE have been used. The first one represents the 

microbial response to the different pool composition (Zhang et al., 2021). 
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where 𝐶𝑁�3%'Xj\_E*/ is the maximum C/N allowed for the microbial biomass, 𝐶𝑁lXX( is the 

C/N of the pool considered, 𝐶𝑁)UD is a correction factor and 𝐶𝑈𝐸E*/ is the maximum CUE 

value allowed for microbes (see Table 3). This efficiency is maximum at low C/N values and 

decreases after the pool C/N reach the value of 20. This specific efficiency is a key point for 

the model since it defines the amount of carbon that cannot be assimilated by microbe and goes 

in the atmosphere as CO2 emission (i.e., CO2 respired). 

The second CUE (𝐶𝑈𝐸�3%'Xj\) has been introduced to account for the C/N of the microbial 

biomass itself, so it works as a second limitation beside the "classic" 𝐶𝑈𝐸lXX(. Contrary to the 

𝐶𝑈𝐸lXX( this specific efficiency does not influence the amount of carbon respired and released 

as a CO2 in the atmosphere. Many studies report that the optimal C/N ratio for microbe ranges 

between 8 and 11  (Kästner et al., 2021, Kyker-Snowman et al., 2020). We assume that the 

decomposition is greater around C/N=9.5 (i.e., the middle point of the range), decreasing 

towards the edge of the range and being zero out of the range. The equation that represents the 

decomposition moderator 𝐶𝑈𝐸�3%'Xj\ is the following: 
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where 𝐶𝑁�3%'Xj\ is the microbes C/N and 𝐶𝑁�3%'Xj\_E�u, 𝐶𝑁�3%'Xj\_��i�3$, 

𝐶𝑁�3%'Xj\_��i�Yb, 𝐶𝑁�3%'Xj\_E*/ are four parameters used to set the curve (see Table 3). The 

microbial biomass dynamically changes its C/N in response to the carbon and nitrogen input 

received from all the different pools and thus the 𝐶𝑈𝐸�3%'Xj\ is recomputed every day 

accordingly to C/N changes. The model capability to represent the microbial biomass leads to 

the possibility that the microbial C/N could go out of range. For this reason, a specific 



 

mechanism has been developed to deal with this possibility, keeping the microbial C/N in its 

biological range. The next paragraph illustrates how this mechanism works. 

 

4.3.3 Microbial C/N control  

The microbial C/N control mechanism (MCNC from hereon) has been developed to maintain 

the real biological C/N of the microbe in its specific range dealing with the microbial nitrogen 

incomes and outcomes. Even though this control mechanism has been specifically developed 

for the new ARMOSA model release, other models have a similar microbial C/N ratio control. 

For example, authors like Kaiser and Kalbitz (2012) or Zhang et al. (2021) developed 

algorithms that force microbes to spill the excess C or N to maintain their biomass 

stoichiometry through a carbon overflow respiration or a nitrogen excess mineralization.  

The set of algorithms of the MCNC provide to the module two main features: (1) keeping the 

microbial C/N in the biological range, they provide a control on the microbe mass balance (i.e., 

the C and N composition) and, consequently, on the microbial CUE; (2) having the control on 

the microbial mass balance, they control the microbial C/N handling the possible N 

mineralization or immobilization. Here how this mechanism works: 

1. since the MCNC needs to control the daily final microbial mass balance, all the different 

mass transfers to and from the microbial pool have to be done first; 

2. at this point the MCNC computes the microbial C/N; 

3. the MCNC is nitrogen based. This means that if the microbial C/N is lower than the 

𝐶𝑁�3%'Xj\_E�u the MCNC will produce a nitrogen "spilling" that moves nitrogen from 

the microbes to the N mineral pool (i.e., N mineralization). If the microbial C/N is 

higher than the 𝐶𝑁�3%'Xj\_E*/ the MCNC will produce a nitrogen "fishing" that 

captures nitrogen from the N mineral pool (i.e., N immobilization); 

4. the precise amount of nitrogen mineralized or immobilized will be computed to restore 

an optimal C/N within the range (specifically to the 𝐶𝑁�3%'Xj\_��i value). 

The MCNC equations are: 

 

C
𝑖𝑓	𝐶𝑁0*6789" < 𝐶𝑁0*6789"_)<:	 𝑁>?@*@@*+A = (𝑁0*6789" +𝑁1>> −𝑁B"154) − :

'!"+,-./C'(77('8/(9:
':!"+,-./_45'

;

𝑖𝑓	𝐶𝑁0*6789" > 𝐶𝑁0*6789"_)3=	 𝑁#*>4*+A = :'!"+,-./C'(77('8/(9:
':!"+,-./_45'

; − (𝑁0*6789" +𝑁1>> −𝑁B"154)
               [9] 

 

where 𝐶𝑁�3%'Xj\ is the microbes C/N, 𝑁�3%'Xj\ and 𝐶�3%'Xj\ are the N and C content of the 

microbes pool, 𝑁YZZ and 𝐶YZZ are the N and C assimilated from the microbes pool, 𝑁<\Y&� and 



 

𝐶<\Y&� are the N and C lost from the microbes pool as death biomass, while 𝐶𝑁�3%'Xj\_E�u, 

𝐶𝑁�3%'Xj\_��i and 𝐶𝑁�3%'Xj\_E*/ are the four parameters used to set the curve (see Table 3). 

It has to be highlighted that after the daily carbon and nitrogen transfers from a pool to another, 

the MCNC works only if the microbial C/N ends up out of the fixed range.  

 

4.3.4 Hydrolyzable, unhydrolyzable and soluble pools 

Crop residues that are buried into the soil (i.e., due to a tillage event), are modeled using the 

"Soluble"", "Hydrolysable" and "Unhydrolyzable" biomass pools based on crop specific 

parameters. These parameters have been retrieved from the literature and are reported in Table 

2. They reflect the different biomass components as a mass percentage. The "Soluble" pool is 

made of water-soluble components, while the other two pools represent the biomass structural 

component: the "Hydrolysable" pool represents polymers, such as proteins and cellulose and 

the "Unhydrolyzable" pool includes lignin, suberin, cutin, and microbial polysaccharide lignin 

complexes (Zhang et al., 2021). These litter fractions are commonly measured in decomposing 

litter or forage analyses (Van Soest et al., 1991).  

 

Table 2. Parameters used to define the "Soluble", "Hydrolyzable" and "Unhydrolyzable" pools. All the parameters are 
expressed as a percentage of the biomass mass. 

Crop Soluble  Hydrolyzable Unhydrolyzable   Source 

GENERIC 10   Ahrens et al., 2020 

GENERIC 59   Woolf and Lehmann et al., 2019 

Grassland 35 50 15 Robertson et al., 2019 

Alfalfa 70 22 8 Calpbell et al., 2016 

Alfalfa (fresh) diff 14.2 4.66 Soong et al., 2015 

Alfalfa (hay)   25.3 Van Soest and Wine (1968) 

Sugarcane 43.5   Bahadori et al., 2021 

Grassland 55.6   Bahadori et al., 2021 

Barley straw 58.4 32.5 9.1 Rowland and Roberts 1994 

Barley straw 22 61.7 16.3 Vargas et al., 2012 

Wheat straw   16.7 Van Soest and Wine (1986) 

Wheat straw 12 70.3 17.7 Vargas et al., 2012 

Maize straw 7.1 74.7 18.2 Vargas et al., 2012 

Oat straw 7.8 75.6 16.6 Vargas et al., 2012 

Rapeseed straw 9.3 73.5 17.2 Vargas et al., 2012 

 



 

Once the model creates the hydrolyzable and unhydrolyzable pools, the decay process starts 

reducing the complex molecules into less complex water-soluble components. This process 

moves biomass from these two pools to the soluble one, and for the unhydrolyzable pool it is 

controlled by this equation: 

 

𝑈𝑛ℎ𝑦𝑑𝑟𝑜)<\%Y[ 	= 	𝐶�$�[<'X ∗ 𝐾�$�[<'X ∗ 𝑇\== ∗ 𝑊\== ∗ 𝐶𝑈𝐸�3%'Xj\         [10] 

 

where 𝐶�$�[<'X is the carbon belongs to the unhydrolyzable pool, 𝐾�$�[<'X is the maximum 

decay rate at optimal temperature and moisture. 𝑇\==, 𝑊\== and 𝐶𝑈𝐸�3%'Xj\ are the 

temperature, moisture microbial C/N effect as describe in the equations [5], [6] and [8], 

respectively. In the same way the hydrolyzable decay is controlled by the following equation: 

 

𝐻𝑦𝑑𝑟𝑜_𝐶<\%Y[ 	= 	𝐶�[<'X ∗ 𝐾�[<'X ∗ 𝑇\== ∗ 𝑊\== ∗ 𝐶𝑈𝐸�3%'Xj\ ∗ 𝐿𝐶𝐼\==          [11] 

 

where 𝐶�[<'X is the carbon of the hydrolyzable pool, 𝐾�[<'X is the maximum decay rate at 

optimal temperature and moisture, while all the other efficiencies are the same presented for 

the 𝑈𝑛ℎ𝑦𝑑𝑟𝑜_𝐶<\%Y[. In addition, the hydrolyzable pool decay is controlled by the 𝐿𝐶𝐼\==. 

This coefficient is dynamically computed on the base of the hydrolyzable and unhydrolyzable 

biomass ratio and it is a proxy of the lignocellulose index, the ratio between acid-insoluble an 

acid-soluble + acid-insoluble as described by (Soong et al., 2015).  

The unhydrolyzable and hydrolyzable pools are involved also in a process called 

"fragmentation" that represents the starting point of the buried biomass degradation. Through 

this process these pools lose mass which get incorporated into the POM pool, and from there 

it will follow the process related to this specific pool. Both the fragmentation processes for 

unhydrolyzable and hydrolyzable pools work in the same way following the equations: 

 

𝑈𝑛ℎ𝑦𝑑𝑟𝑜_𝐶='Yn 	= 	𝐶�$�[<'X ∗ 𝐾='Yn_�$�[<'X ∗ 𝑇\== ∗ 𝑊\==                  [12] 

𝐻𝑦𝑑𝑟𝑜_𝐶='Yn 	= 	𝐶�[<'X ∗ 𝐾='Yn\],/4 ∗ 𝑇\== ∗ 𝑊\==                          [13] 

 

where 𝐶�$�[<'X and 𝐶�[<'X represent the carbon in the unhydrolyzable and hydrolyzable pools 

respectively, 𝐾='Yn_�$�[<'X and 𝐾='Yn_�[<'X represent the maximum fragmentation rates (see 



 

Table 3) to produce POM while 𝑇\== and 𝑊\== are the effect of temperature and moisture as 

described in equations [5] and [6], respectively. 

The last process related to the buried biomass is related to the soluble pool. This pool, that 

account for the low mass and water-soluble molecule, decays with a rate defined by the 

following equation: 

	
𝑆𝑜𝑙𝑢𝑏𝑙𝑒_𝐶<\%Y[ 	= 	𝐶ZX(�j(\ ∗ 𝐾ZX(�j(\ ∗ 𝑇\== ∗ 𝐿𝐶𝐼\==																									[14]	

 

where 𝐶ZX(�j(\ represents the carbon in the soluble pool, 𝐾ZX(�j(\ represents the maximum 

decay, while 𝑇\== and 𝑊\== are the effect of temperature and moisture as described in equations 

[5] and [6], respectively. The 𝐿𝐶𝐼\== coefficient is the lignocellulose index as computed by 

equation [11]. The amount of carbon computed with equation [14] goes into the DOM pool 

and it will be available for the microbial assimilation. 

4.3.5 POM 

The particulate organic matter pool follows a depolymerization pathway that is needed before 

this pool can get assimilated by microbes. This pool is made of large, insoluble molecules with 

high activation energies (Williams et al., 2018). The process that transforms the POM mass 

into a lighter and more accessible SOC component is called "depolymerization". This process 

is led by microbes and move SOM mass from the POM to the DOM pool. Here the equation: 

 

𝑃𝑂𝑀_𝐶<\lX([�\'3a\< 	= 	𝐶��E ∗ 𝐾��E ∗ 𝑇\== ∗ 𝑊\== ∗ 𝐶𝑈𝐸�3%'Xj\               [15] 

 

where 𝐶��E is the carbon of the POM pool, 𝐾��E is the maximum decay rate at optimal 

temperature and moisture. 𝑇\==, 𝑊\== and 𝐶𝑈𝐸�3%'Xj\ are the temperature, moisture and 

microbial C/N effect as described in the equations [5], [6] and [8], respectively. 

 

4.3.6 DOM 

This labile pool is involved in two processes that link it to the microbe biomass and to the 

MAOM pool. The first process is the microbial assimilation: due to its high accessibility this 

pool is primarily assimilated by microbes. The first process is based on the DOM carbon mass 

availability and the microbe efficiency. The equation reflects the eq. [3] structure: 

 

𝐷𝑂𝑀_𝐶YZZ3�3(Y&\< 	= 	𝐶"�E ∗ 𝐾"�E ∗ 𝑇\== ∗ 𝑊\== ∗ 𝐶𝑈𝐸�3%'Xj\ ∗ 	𝐶𝑈𝐸"�E        [16] 



 

 

where 𝐶"�E is the carbon of the DOM pool, 𝐾"�E is the maximum decay rate at optimal 

temperature and moisture. 𝑇\==, 𝑊\==, 𝐶𝑈𝐸�3%'Xj\ and 𝐶𝑈𝐸"�E are the temperature, moisture, 

DOM C/N ratio and microbial C/N ratio effects as described in the equations [5], [6], [7] and 

[8], respectively. The amount of carbon that cannot be assimilated by microbes goes in the 

atmosphere as CO2 emission. This amount corresponds to: 

 

𝐶𝑂8E/4Q^_X =	𝐶"�E ∗ 𝐾"�E ∗ 𝑇\== ∗ 𝑊\== ∗ 𝐶𝑈𝐸�3%'Xj\ ∗ 	(1 − 𝐶𝑈𝐸"�E)       [17] 

 

At the same time the DOM molecules get adsorbed to the mineral structure becoming formally 

part of the MAOM pool. This pathway is called "adsorption" and consists of DOM molecules 

being adsorbed by the MAOM mineral structure. The amount of carbon adsorbed and 

incorporated in the MAOM pool is defined as: 

 

𝐷𝑂𝑀)Y<ZX'j\< =	𝐶"�E ∗ 𝐾Y<ZX'j ∗ 𝑊𝐹𝑃𝑆
8                           [18] 

 

where 𝐶"�E is the carbon of the DOM pool, 𝐾Y<ZX'j is the maximum sorption rate of DOM to 

become MAOM at optimal temperature and moisture (see Table 3), while WFPS is the water 

filled pore space. The amount of carbon that can be adsorbed on the mineral surface is limited 

by the amount of clay present in the soil. Once the soil saturation threshold is reached the 

carbon adsorption process stops. 

4.3.7 MAOM 

The MAOM pool, formed by carbon particles encapsulated by minerals, get assimilated from 

microbes and exchange carbon with the DOM pool. The carbon assimilation by the microbe 

pool is modelled like the equation [3]. The maximum decay rate is lower than the DOM rate 

(see Table 3) and the 𝐶𝑈𝐸E*�E represents the specific carbon use efficiency based on the 

MAOM C/N ratio: 

 

𝑀𝐴𝑂𝑀)YZZ3�3(Y&\< 	= 	𝐶E*�E ∗ 𝐾E*�E ∗ 𝑇\== ∗ 𝑊\== ∗ 𝐶𝑈𝐸�3%'Xj\ ∗ 	𝐶𝑈𝐸E*�E    [19] 

 

where 𝐶E*�E is the carbon of the MAOM pool while 𝑇\==, 𝑊\==, 𝐶𝑈𝐸�3%'Xj\ and 𝐶𝑈𝐸E*�E    

are the temperature, moisture, microbial and pool C/N effects as described in the equations [5], 

[6], [8] and [7], respectively. As the carbon molecules get adsorbed to the minerals, they also 



 

get desorpted in a process called "desorption". In this way these molecules go back being part 

of the DOM pool following this equation: 

 

𝑀𝐴𝑂𝑀_𝐶<\ZX'j\< =	𝐶E*�E ∗ 𝐾<\ZX'l ∗ 𝑊𝐹𝑃𝑆8                          [20] 

 

where 𝐶E*�E is the carbon of the MAOM pool, 𝐾<\ZX'l is the maximum desorption rate of 

MAOM to become DOM at optimal temperature and moisture (see Table 3), while WFPS is 

the water filled pore space. 

 

4.3.8 The role of nitrogen 

Nitrogen plays an important role in controlling the organic matter dynamic into the bulk soil. 

The nitrogen movements across all the pools follow the same pathways described in the 

previous paragraphs. In fact, according to their C/N ratio all the different pools have a specific 

nitrogen percentage that allow to figure out the correct amount of nitrogen moving from a pool 

to another. The amount of nitrogen of the different organic pools can change during time due 

to the varying composition of the organic material coming from the top of the soil (i.e., crop 

residues) or to the different physical condition that led to an increase/decrease of the microbial 

assimilation. Other than that, the ammonium and nitrate pools (Fig. 1), which form the mineral 

nitrogen in the bulk soil, also interact with microbes.  

Microbes daily request an amount of nitrogen based on the carbon assimilation. After the 

carbon mass to be assimilated by microbes has been defined, the module calculates the amount 

of nitrogen coming from the specific pool. Every single pool can deliver a different amount of 

nitrogen to the microbe pool based on its C/N ratio. Then, this amount is reduced by the 

nitrogen use efficiency (NUE). The remaining nitrogen part (i.e., the amount that is not directly 

assimilated by microbes) goes into the mineral ammonium pool. The equation that controls the 

amount of nitrogen assimilated by microbes from DOM and MAOM pools is: 

 

𝑀𝑖𝑐𝑟𝑜𝑏𝑖𝑎𝑙_𝑁YZZ3�3(Y&3X$ =
)0446($)∗�0446($)∗i-EE∗@-EE∗)UDQ$3/4W-

)0446($)/u0446($)
∗ (𝑁𝑈𝐸)         [21] 

 

where 𝐶lXX((3) and 𝐶lXX((3) are the carbon mass of the pool considered, 𝐾lXX((3) is the maximum 

decay rate of the i-th pool considered at optimal temperature and moisture, while 𝑇\== and 

𝑊\== are the effect of temperature and moisture. The 𝐶𝑈𝐸�3%'Xj\ is computed by the equation 



 

[8]. In this implementation the NUE value is equal to the efficiency applied to compute the 

assimilated carbon amount, so it varies with the C/N ratio of the pool considered. As described 

above, the amount of nitrogen that goes to the mineral pool is computed as: 

 

𝑀𝑖𝑛𝑒𝑟𝑎𝑙_𝑁='X�_�3%'Xj\Z =
)0446($)∗�0446($)∗i-EE∗@-EE∗)UDQ$3/4W-

)0446($)/u0446($)
∗ (1 − 𝑁𝑈𝐸)       [22] 

 

The bulk soil mineral pool can increase due to the 𝑀𝑖𝑛𝑒𝑟𝑎𝑙_𝑁='X�_�3%'Xj\Z coming from the 

microbial activity, but it can also be modified by the MCNC mechanism described in the 

"microbial C/N control" paragraph. The net mineral nitrogen release from microbes, namely 

the net mineralization, is then computed as: 

 

𝑁𝑒𝑡_𝑚𝑖𝑛𝑒𝑟𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 = 	𝑀𝑖𝑛𝑒𝑟𝑎𝑙_𝑁='X�_�3%'Xj\Z 	+ 	𝑁Zl(3((3$n − 𝑁=3Z�3$n        [23] 

 

where the three addends come from equation [22] and [9], respectively. 



 

Table 3. Parameter names, definitions, unit and optimal range values belonging to the ARMOSA 2.0 release. The list of acronyms is CUE (carbon use efficiency), DOM (dissolved organic matter), 
POM (particulate organic matter) and MAOM (mineral-associated organic matter). Calibrated parameters are highlight in bold. 

Parameter Definition Unit 
Optimal  

value or range 
Reference 

𝑲𝒅𝒆𝒂𝒕𝒉 Microbial death rate d-1 0.1-0.8 Zhang et al., 2021 

Min 
Microbial activity at minimum saturation value  

(percentage of the saturation value) 
- 0 

ARMOSA 

𝑂𝑃𝑇@AB 
Coefficient used to set the optimal minimum value of the moisture effect on 

decomposition activity (percentage of the saturation value) 
- 0.9 

𝑂𝑃𝑇@CD 
Coefficient used to set the optimal maximum value of the moisture effect on 

decomposition activity (percentage of the saturation value) 
- 1.1 

𝑀𝑊𝐶E Coefficient used to set the curve of the moisture effect on decomposition activity - 1.5 

𝑀𝑊𝐶F Coefficient used to set the curve of the moisture effect on decomposition activity - 1 

𝑀GHI Microbial activity at saturation - 0 

𝐶𝑁@AJKLMN_OHP Maximum C/N of microbial biomass g C g-1 N 11.4 

Zhang et al., 2021 𝑪𝑼𝑬𝑴𝑨𝑿 Maximum CUE of microbes g C g-1 N 0.46-0.8 

𝐶𝑁TUV Coefficient used to calculate CUE as a function of substrate C/N g C g-1 N 5-15 

𝐶𝑁@AJKLMN_OWX Minimum C/N of microbial biomass g C g-1 N 6.6 
Zhang et al., 2021, Kästner et al., 2021,  

Kyker-Snowman et al., 2020 

𝐶𝑁@AJKLMN_YZI@AB Minimum optimal C/N of microbial biomass g C g-1 N 8.5 
ARMOSA 

𝐶𝑁@AJKLMN_YZI@CD Maximum optimal C/N of microbial biomass g C g-1 N 9.9 

𝐶𝑁YZI Microbial optimal C/N g C g-1 N 9 Zhang et al., 2021 

𝐾[KC\_]B^_`KL	 Maximum decay of the unhydrolyzable pool at optimal temperature and moisture d-1 0.001-0.02 

Zhang et al., 2021 

𝐾[KC\_^_`KL	 Maximum decay of the hydrolyzable pool at optimal temperature and moisture d-1 0.01-0.05 

𝐾aLb]MbN Maximum decay of the soluble pool at optimal temperature and moisture d-1 0.01-0.05 

𝐾ZYO Maximum depolymerization of the POM pool at optimal temperature and moisture d-1 0.001-0.01 

𝑲𝑫𝑶𝑴 Maximum decay of the DOM pool at optimal temperature and moisture d-1 0.1-1 

𝐾OHYO Maximum decay of the MAOM pool at optimal temperature and moisture d-1 0.1-1 

𝐾C`aLKM	 Maximum sorption rate of DOM too MAOM at optimal temperature and moisture d-1 0.01-0.5 

𝐾`NaLKe Maximum desorption rate of DOM too MAOM at optimal temperature and moisture d-1 0.025-0.125 



 

4.4 Numerical integration and model initialization 

 

The numerical integration is performed to calculate the values of all the different bulk soil 

pools at daily time step. Here how the general integration of each pool looks like: 

 

𝑃𝑜𝑜𝑙)(3)(&) = 𝑃𝑜𝑜𝑙_𝐶(3)(&;4) + 𝑃𝑜𝑜𝑙_𝐶3$l�& − 𝑃𝑜𝑜𝑙_𝐶X�&l�&                  [24] 

 

where 𝑃𝑜𝑜𝑙)(3)(&;4) is the carbon content of the i-th pool at the previous time step, 𝑃𝑜𝑜𝑙_𝐶3$l�& 

represents all the carbon inputs that a specific pool receive while 𝑃𝑜𝑜𝑙_𝐶X�&l�& represents all 

the carbon outputs removed from the pool. 

The numerical integration for the mineral nitrogen pool works as follow: 

 

𝑀𝑖𝑛𝑒𝑟𝑎𝑙_𝑁(&) = 𝑀𝑖𝑛𝑒𝑟𝑎𝑙_𝑁(&;4) + 𝑁𝑒𝑡_𝑚𝑖𝑛𝑒𝑟𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 − 𝑁=3Z�3$n +	𝑁Zl(3((3$n   [25] 

 

where 𝑀𝑖𝑛𝑒𝑟𝑎𝑙_𝑁(&;4) is the nitrogen content at the previous time step, 𝑁𝑒𝑡_𝑚𝑖𝑛𝑒𝑟𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 

represents the net nitrogen input as in equation [23] while 𝑁=3Z�3$n and 𝑁Zl(3((3$n represent the 

nitrogen immobilized or mineralized from microbes as expressed in equation [9]. 

The model initialization is necessary for the model to get the initial value of each pool both for 

the carbon and nitrogen amount. To set all the initial pool masses, the model needs the carbon 

content (%), the C/N ratio and the bulk density for each layer considered in the simulation. 

Then, based on the percentage in table 4, the masses values can be computed. The model 

calculates the initialization for each pool until 40 cm; below this layer, all the initial carbon 

stock gets stored in the MAOM pool.



 

Table 4. Carbon content and C/N value at the beginning of each simulation for each bulk soil pools. The initial carbon 
content is expressed as a percentage (%) of the total SOM mass. The initial C/N is the ratio between the carbon and the 
nitrogen masses at the beginning of the simulation. 

 
Pool Initial C content Initial C/N Reference 

Microbe 2 9.5 Kyker-Snowman et al., 2020 

DOM 2 10 Lavallee et al., 2020 

POM 20 25 Internal dataset 

MAOM 76 12 Internal dataset 

Soluble 0  - 

Hydro 0  - 

Not-Hydro 0  - 

 
 
4.5 Model performance: calibration and comparison of models 

The final release of the model has been testing several times to understand the behaviors of the 

different pools and to detect the pool's behavior. The pools evolution (Fig.2) is different mainly 

because of the different process the different pools deal with and their different turnover times. 

For instance, the DOM pool never exceeds the 2 t ha-1 due to its high decay rate (see Table 3), 

while both POM and MAOM tent to slightly increase due to the annual crop biomass inputs 

into the soil, or because of the slow turnover, respectively. On the other hand, the microbial 

Figure 2. Evolution of the DOM, POM and MAOM pools in 20 years of minimum tillage management. The data shown in 
the graph refers to the top 30 cm layer. 



 

evolution in time is highly variable due to the high turnover rate of the microbial biomass. In 

fact, microbes tend to increase in response to a DOM or MAOM increase (i.e., the assimilation 

rate is proportional to the pool mass, as in equation [3]) but at the same time tent to reduce their 

biomass due to the high death rate when the assimilation is low (usually during the cold season). 

This initial test phase was conducted with default parameters, without a model calibration. To 

test the real model performance a set of four different carbon long-term experiment (LTE) 

datasets have been collected around Europe to increase the pedo-climatic variability to be 

represented by the model. Table 5 report the main characteristics of these four different 

locations. 

Table 5. General information about the four locations considered to test the new ARMOSA release. Acronymous stand for 
CT, conventional till, MT, minimum till and NT, no till. 

Location Country Management Texture C (%) 
Köppen 

Climate 

LTE duration 

(year) 

Canaleja Spain CT, MM, NT loam 0.6 BSk 13 

Changins (CA) Switzerland CT, MM clay 2.9 Cfb 36 

Changins (CL) Switzerland CT, MM loam 1.1 Cfb 36 

Foggia Italy MM, NT clay 1 Csa 20 

These locations were collected because (1) of the presence of different comparisons between 

soil managements and (2) a long-term SOC data collection. 

To increase the model test quality we applied a multi-model comparison. This kind of model 

analysis belongs to a recent innovation in the use of crop models and it is based on a multi-

models comparison on the same simulations (Ewert et al., 2015; Rosenzweig et al., 2013). In 

fact, these studies found that there is large variability in predictions between models, implying 

large uncertainty in predictions when a single model is used (Asseng et al., 2013; Bassu et al., 

2014; Hasegawa et al., 2017; Rötter, Carter, Olesen, & Porter, 2011). The initial objective of 

these studies was to evaluate the uncertainty in the crop models predictions. Recently, it has 

been shown that the median of the models outputs was a good indicator of the central tendency 

of the models (Ehrhardt et al., 2018) and a better way to simulate a specific scenario instead of 

the single model utilization. In addition, the comparison of multiple models’ output allows a 

greater comprehension of a single model behavior, because great differences between one 

model to another can be useful to detect any wrong model tendency. 

Therefore, under the ARMOSA 2.0 testing process, the performance of this new release has 

been tested in comparison with the classical ARMOSA release (ARMOSA 1.0) and the SALUS 



 

model. As described in the introduction, the ARMOSA 1.0 release shares with ARMOSA 2.0 

all the algorithms except for those used for the new SOM dynamic simulation. This kind of 

comparison can be useful to understand if the new release is able to improve the actual SOM 

dynamic simulation, so the new algorithms have a real positive impact on the simulation. On 

the other hand, the SALUS (Systems Approach to Land-Use Sustainability) model is a 

cropping systems simulation platform that contains processed-based models derived from the 

well-validated CERES model, providing simulation of crop growth and development, and 

carbon, water, nitrogen (N), and phosphorus cycling dynamics on a daily time step (Martinez 

Feria and Basso, 2020). As ARMOSA, SALUS uses daily input values of incoming solar 

radiation (MJ/m2), maximum and minimum air temperature (°C), and rainfall (mm), as well as 

information on soil characteristics and management. SALUS has been tested extensively for 

simulating soil carbon dynamics (Basso et al., 2018, Senthilkumar et al., 2009) and for this 

reason has been selected as a benchmark to test the new ARMOSA 2.0 release performance. 

Before the model comparison, all the three models have been calibrated with the trial-and-error 

procedure. This methodology is one of the most used one especially when few parameters are 

involved (Wallach et al., 2018). For each model no more than 4 parameters have been calibrated 

and their selection have been done based on previous modeling research paper. For the 

ARMOSA 2.0 model the calibrated parameters are shown in the table 3. As a first attempt, the 

use of physically defined, measurable pools allow for an easier model parameterization: the 

possibility to compare the same parameters with other models that already represents those 

SOM dynamics (i.e., DOM, POM and MAOM) allowed us to rank their importance on the 

SOC dependent variable. 

The results of the model’s simulations of the four different locations are represented in figure 

3. All three models have generally followed SOC dynamics with a minimum calibration 

process. ARMOSA 2.0 had good performance having RMSE values almost equal to or better 

than other models (see Table 6). Analyzing one location at a time, we can denote that Spain 

has the lowest amount of carbon in the soil compared to the other sites. The SOC evolution 

over time (first 30 cm layer) is stable in conventional and minimum tillage. Probably, the 

climatic component (the site belongs to an arid area with low productivity) does not allow for 

an increase in the soil organic matter. Only the no-till management seems to have a higher SOC 

data variability. If in the first two cases, all the models reflected the linear SOC evolution, in 

the no-till management, none of the models succeeded in the SOC oscillations representation. 



 

We had a different situation for the two locations in Switzerland, where the organic matter is 

much higher. Usually, this soil condition leads to a slow OM perturbation over time. This is 

true in the CL site, where the SOC stock did not vary in more than 30 years. The CA site seems 

slightly different, probably because of the high clay content that can support a possible SOC 

increase. In all these cases, ARMOSA 2.0 got good results regarding the capacity to represent 

the long-term SOC dynamic. The last site in Foggia (Italy) was the most controversial one. The 

measured data represented a high variability in a few years, a hard situation to be represented 

by any model and probably due to different sampling timing along the year or different 

sampling/analysis methodology. Besides, all the models were initialized more than ten years 

before the first measured point (because of a previous measurement taken years before). They 

could still simulate the positive trend due to the SOC delta between the measurements. 

Table 6. RMSE values of the three models for each combination of location and management. 

Location Management 
RMSE 

ARMOSA 1.0 ARMOSA 2.0 SALUS 

Canaleja (Spain) Conventional till 8.7 6.3 2.2 

Canaleja (Spain) Minimum till 2.7 3.7 2.4 

Canaleja (Spain) No till 8.5 12.2 4.9 

Changins (CA) (Switzerland) Conventional till 4.4 5.4 5.5 

Changins (CA) (Switzerland) Minimum till 3.1 2.6 3.6 

Changins (CL) (Switzerland) Conventional till 2.7 2.4 2.8 

Changins (CL) (Switzerland) Minimum till 4.9 2.8 6.0 

Foggia (Italy) Minimum till 8.4 8.8 3.5 

Foggia (Italy) No till 4.4 3.7 7.6 

These general positive results are not exhaustive because of the previous calibration. 

Nevertheless, with few parameters calibrated, the model produced realistic outputs and got 

comparable results compared to the previous ARMOSA release and the SALUS model. The 

good results provided by ARMOSA 2.0 reflected the new pool's capability to represent the 

SOM dynamic. The inclusion of locations under conservation agriculture management (with 

minimum or no-till management) allowed us to focus our attention on how minimum soil 

disturbance or residue left on the surface can affect the SOC dynamics. In these locations, the 

topsoil directly receives aboveground residues, primary inputs to POM. In contrast, the deeper 

layers receive less residue biomass (because of null or superficial tillage events), more DOM 



 

(from roots decomposition) and microbially derived compounds, which are primary inputs to 

MAOM. In addition, the SOC evaluation over long-term periods can depend on the MAOM 

saturation limit. ARMOSA 2.0 based this threshold on the soil texture (especially the clay 

content), so the capability to store highly persistent, stable, mineral associate carbon depends 

on the soil texture. This aspect can improve the final output in specific situation where the clay 

content plays a big role.  

All these mechanisms captured the SOC evolution over time with a good accuracy and they 

will be the basis for future research or more detailed study on this topic. 

 

 

 



 

 
Figure 3. Temporal course of simulated (colored lines) and observed (black dots) SOC data in four locations (Canalaja, Spain, Changins CA, Switzerland, 
Changins CL, Switzerland and Foggia, Italy) and three different managements (conventional, minimum and no till). The three calibrated models are represented 
in green (ARMOSA 1.0), orange (ARMOSA 2.0) and blue (SALUS). 
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Chapter 5. General discussion 

 

5.1 Introductory remarks  

This thesis reports on the outcome of a research entitled "carbon sequestration under 

conservation agriculture: study and modelling of carbon dynamic". This PhD work aims to 

improve the existing modelling tools that allow quantifying and evaluating the conservation 

agriculture (CA) impact on SOC sequestration with a specific link to the ARMOSA cropping 

system model (Valkama et al., 2020, Perego et al., 2013). The specific objectives were: 

1. provide an overview of the conservation agriculture impact on soil organic carbon; 

2. provide a numerical tool that help SOC data collection through an automatic SOC stock 

and its SD computation; 

3. develop a new module to be integrated into the ARMOSA model that explicitly include 

surface residue degradation; 

4. develop and test a new ARMOSA release accounting for a new bulk soil SOM 

conceptualization based on measurable and physical defined pools. 

The PhD intends to improve the ARMOSA capability to reproduce the effect of different soil 

management on soil organic carbon sequestration with particular attention to the CA practices. 

This chapter attempts to provide an overall synthesis of the work done, and to give an indication 

of how the research findings have contributed to a better understanding of the problems, to 

solving these problems, and to progressing science. 

 

5.2 Discussion 

5.2.1 Conservation agriculture as a beneficial practice for SOC sequestration 

To define which conservation agriculture practices, impact the most on SOC sequestration and 

to quantify their single impact I reviewed the previous scientific research published between 

1998 and 2020 with a meta-analytical approach. The research focus was related to the 

Mediterranean and humid sub-tropical areas. These areas would benefit the most from an 

organic matter increase because of the low soil fertility and dry climate. The results of this first 

analysis described that the conservation agriculture performance dramatically depends on 

multiple factors. In fact, based on a different initial SOC stock amount, the effect of CA on 

SOC accumulation can be much more correlated to crop residue retention (up to 20% more 

carbon stock under CA management), clay content (up to 12% more carbon stock with a 60% 



 

of clay in the soil under CA management) or duration of the management application (up to 

20% more carbon stock with a 10-year CA application). This first attempt to quantify the 

impact of CA on SOC sequestration based on previous works allowed me to focus my attention 

on those aspects that impact the most in the subsequent analysis and simulation models’ 

improvement. 

 

Figure 1. Remotely sensed image of a soybean field during harvest in Springport, MI (United States). The field has been 
farmed with conservation agriculture management. All the residues are left on the soil surface until the next sowing date. 
Photo credits: Richard Price, Bruno Basso lab (https://basso.ees.msu.edu/index.html). 

 
5.2.2 Are models an effective way to represent SOC dynamics? 

Given the importance of SOC to crop productivity (Jarecki et al., 2018) and the potential for 

climate change to affect SOC stocks (Minasny et al., 2017), it is important to have the most 

reliable representation of the SOC dynamics into the agricultural soil through a full cropping 

system model (Basso et al., 2018). These models represent the whole system (i.e., soil, crop, 

atmosphere), so they can account for all the interactions between its different components.  

The present work allowed us to define a new version of the ARMOSA full cropping system 

model that can represent different soil management scenarios across multiple pedo-climatic 



 

conditions with an advanced SOC modelling approach. Developing this new ARMOSA 

release, specific attention has been devoted to improving the model to simulate conservation 

agriculture management. The model can now simulate different crop rotations, minimum 

tillage operations and continuous soil covering through surface crop residues in this scenario.  

 

5.2.3 How can we improve the ARMOSA model SOC dynamic representation? 

Based on the previous results and on the need to get reliable model outputs in the SOC 

simulation, I defined which were the ARMOSA requirements that would improve the general 

model reliability. For this reason, I developed a specific module that accounts for the surface 

crop residue degradation that was not previously considered. This module defines a more 

accurate way for the ARMOSA model to simulate the carbon dynamics in agricultural soils. In 

fact, in the previous ARMOSA version, the non-inclusion of the superficial carbon and nitrogen 

inputs to the soil (i.e., from the surface residue degradation) would allow other processes to 

compensate for this lack, disconnecting the model from the real process occurring at the field 

level. Besides that, the surface residue decomposition resulted highly dependent on the soil 

temperature and water content variation. Therefore, the model's capability to react to a variation 

of these conditions is a key improvement due to the rising temperatures and lack of water that 

will affect agriculture under the future climate change scenario (Basso et al., 2018). In addition, 

the new frontier of precision agriculture research is moving toward quantifying surface residue 

through the combination of productivity yield maps and satellite images. In the near future, 

models able to represent the surface residue evolution will be part of this quantification process. 

On the other hand, besides the carbon input from the surface, the core of the SOC dynamic 

representation occurs at the bulk soil level, where the atmospheric CO2 concentrations can be 

stored, increasing the carbon stock (Griscom et al., 2017). Again, even though many carbon-

oriented models represent in detail the bulk soil carbon dynamic, only the full cropping system 

model has the reliability to be identified as a decision support tool. This is due to their accuracy 

in predicting the C dynamics and to the ability to response to environmental and management 

drivers using the current scientific understanding (Cotrufo et al., 2015, Sokol et al., 2019). In 

addition, the very last scientific modelling guides suggested that these models should ideally 

be verifiable using physically defined and measurable pools (namely DOM, dissolved organic 

matter, POM, particulate organic matter and MAOM, mineral associated organic matter) rather 

than only with conceptual pools as for most historical ecosystem models (Zhang et al., 2021). 

For this reason, I developed a new ARMOSA 2.0 release that gathers the robustness of the 



 

classical ARMOSA version, with a new SOM dynamic conceptualization accounting for these 

last scientific achievements. This new release has yielded promising results regarding the 

different pool representations and the evolution of the pools reflected in the data collected from 

the literature. In this last release, the central role of the microbe is worth mentioning as a 

“microbially explicit” approach has been integrated into th ARMOSA 2.0 version. Thus, 

microbial biomass now directly leads the decomposition process of the SOM pools. This 

improvement places ARMOSA 2.0 as a potential model candidate for several international 

projects where the capability of reproducing microbial activity is currently an essential 

requirement. 

5.2.4 How does the new ARMOSA 2.0 release perform in comparison with other models? 

As the last step of my Ph.D. activities, I tested the ARMOSA 2.0 release compared to the 

previous ARMOSA 1.0 version and the SALUS model. This comparison was based on 

measured carbon data collected across different countries and allowed me to test the 

performance of the new release in the simulation of conventional, minimum and no-till 

management. It has to be highlighted that the calibration procedure has been conducted on the 

minimum possible number of parameters for all the models. This intentional choice comes from 

the necessity of a new generation model to use the most parsimonious method in data 

calibration (Zhang et al., 2021). The current and future necessity to run models across countries 

on a large scale points out the need for models that can be run without a considerable calibration 

effort and using few high-impact parameters. The RMSE coefficients (5.3 for ARMOSA 1.0, 

5.2 for ARMOSA 2.0 and 4.3 for SALUS, on average from all the simulations) retrieved from 

the three models are promising since ARMOSA 2.0 performed equal or, in specific cases, even 

better than the other two competitors. The specific behaviour of the different pools allowed to 

captured specific characteristic of the CA management. For instance, with a CA management 

the topsoil directly receives aboveground residues that are primary inputs to POM. In contrast, 

the deeper layers receive less residue biomass (because of null or superficial tillage events), 

more DOM (from roots decomposition) and microbially derived compounds, which are 

primary inputs to MAOM. In addition, in ARMOSA 2.0 the capability to store highly 

persistent, stable, mineral associate carbon (MAOM) depends on the soil texture. This aspect 

can improve the final output in specific situation highly contrasting soil type.  



 

5.3 Conclusions 

The capability of this new model release to capture the SOC pathways across different soil 

management practices will be extremely useful in predicting how conservation agriculture can 

impact SOC across different climates and locations. In the future, this improved understanding 

of the SOM dynamics will ultimately provide more reliable agronomic feedback for use in land 

management, global change mitigation, and food security. For this reason, it will be a priority 

for agronomists and policymakers across the globe. 

Based on the results of this work, ARMOSA 2.0 would possibly improve in different ways. 

The DOM pool, for example, is known to be able to move from one soil layer to another with 

water movements. At the same time, the POM pool is continuously degraded by the soil 

microbiota and then moved between different layers in a phenomenon called "bioturbation". 

These two processes, related to DOM and POM, can provide even more reliability in the SOC 

stock estimation at different soil depths. 

ARMOSA 2.0 was tested against carbon data expressed as total organic carbon in the model 

comparison work. The main reason was the difficulty of finding long-term datasets with SOM 

data measured by different pools (i.e., DOM, POM and MAOM). From a future perspective, it 

would be helpful to include datasets with pool measurements to get a clearer idea of each pool's 

behaviour. 

A more extensive model ensemble procedure can be added to the model evaluation, especially 

with the inclusion of new models that explicitly account for these new SOM dynamics. That 

would allow a broader vision of the model performance compared to a larger model 

community.
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