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Abstract

Mathematical modelling of 3D shapes is a requirement in a vast and increasing number of applications,

especially when it comes to the human shape. Despite being an active branch of research, with many

proposed solutions, some settings remain particularly challenging. An example of such an open problem

is the modelling or reconstruction of human ears from 3D point clouds, the motivation behind this thesis.

This specific problem proves to be a particularly challenging case due to the fine and non-linear details

to be modelled, together with the extensive presence of missing data and outliers, originated from the

data retrieval procedure.

Gaussian Processes were recently proposed as a suitable framework for the formulation of shape

modelling problems and have mostly been applied to the human face. We show that this is indeed the

most promising setting for our particular kind of data, but it can not be trivially applied from existing

solutions. Therefore, we propose a fully unsupervised pipeline from raw 3D scans to a complete ear

model, able to cope with the specific challenges encountered.

Nonetheless, the main bottleneck of the pipeline is found on the shape registration part, that hinders

the quality of the final results. We address this problem by incorporating the registration task entirely

within the Gaussian Processes framework, unlike previous approaches and we provide a method for

parameter estimation based on Variational Bayesian Inference. Not only do we achieve better registration

results in the presence of large regions of missing data, but we provide a more unified way to deal with

shape modelling. This is a step towards a more coherent approach and away from complex pipelines,

merging different and often contradictory assumptions.

Keywords: Shape modelling, Registration, Gaussian Processes, Bayesian Inference
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Chapter 1

Introduction

Shape modelling is becoming ever more relevant and complex, as new applications and access to data

keep increasing. The particular case of the 3D setting brings with it enormous potential, but not without

an equal amount of challenges. The literature on the topic is both large and diverse, connecting different

areas of expertise, and has seen considerable developments in recent years. From face recognition [1, 2]

to medical applications [3, 4], the relevance of accurate and detailed models has been attested in the past

and will very likely continue for the foreseeable future.

The full process of generating a complete and informative 3D model from raw data generally calls

for different techniques and is often presented as a pipeline [5–7], composed of sequential separated steps

with some level of specificity for the shape and application under study. This by itself is an immediate

drawback, since application to new settings requires inevitable tuning and data pre-processing, among

other things. Furthermore, some types of data have additional challenges that pre-existing methods may

not have taken into account.

We shall broadly formulate the shape modelling problem, resorting to the simple house example in

Figure 1.1. As depicted, a shape is represented as a set of N points in dimension D; in this case, D = 2,

although we will focus on the more challenging 3D case throughout the thesis. A common assumption

is that shapes representing the same object can be obtained by transforming a representative example of

that class, denoted as template. Ideally, the template is as similar as possible to all the shapes in the same

class and can be thought of as being a mean shape of the object at hand (the exact definition of mean

shape will be clarified later on). In other words, the template should be chosen such that other samples

may be obtained by employing as few transformations as possible. Furthermore, a template should be a

complete example, i.e., no regions of the shape should be missing; in the same way, there should be no

occurrence of points not pertaining to the shape. In Figure 1.1, the template is represented on the left,

as the average shape of a house.

Under these assumptions, the task of shape modelling consists in describing the transformations

applied to the template leading up to the remaining shapes in the class. This description is denoted

as model and should fulfil three main goals: requiring a reduced number of parameters to describe the

transformation (compactness), preventing transformations that lead to unreasonable shapes (specificity)
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and including enough freedom as to represent all possible samples of the class (generalization). For

instance, a model for the house could include just one parameter for variation of the height, keeping the

overall shape unaltered. This would be a compact and specific model, but with reduced generalization

capabilities, since most houses could not be represented under this description.

A closely related task is model fitting. Given an available shape model and an unobserved new shape

of the same class, denoted as target, the goal is to find the parameters that lead to the best approximation

of the unseen shape under the considered model. In other words, this corresponds to the task of deforming

the template in order to obtain the target, when restricted by a pre-existing model. Shape modelling and

fitting are closely related since the usefulness of one highly depends on the other.

The two tasks face several challenges in common, one of them being the kind of transformations

involved. For the moment, we consider rigid and non-rigid types. Rigid transformations are those that do

not alter the relative position of points within the shape, including both translation and rotation. While

this setting already poses considerable challenges, the addition of non-rigid transformations certainly

increases the difficulty of the problem. However, this proves necessary for many applications, where rigid

deformations are not enough to represent the possible class shapes.

An additional obstacle is the problem of registration or correspondence. Since shapes are retrieved as

unorganized point clouds, there is no established connection between points in different samples. This

affects both modelling (as deformations must be learnt from corresponding points) and fitting (where

the template must be in correspondence with the target). The registration problem entails two different

questions: how to define correspondence between points and how to retrieve it from unorganized point

sets. Correspondence can be defined under different criteria, but in general, conveys the idea that

corresponding points refer to the same feature. For instance, the top of the roof in the template and

target of Figure 1.1 should be taken as matching points. Correspondence retrieval is often achieved by

deforming the template, under generic transformation restrictions, and taking the closest point in the

target. Naturally, this implies the existence of a model to use in template deformation, hinting at a

so-called chicken-and-egg problem faced in shape modelling. That is, the registration task calls for a

previous model, while modelling requires registered shapes.

Finally, as depicted in Figure 1.1, the point sets of each sample have different sizes when compared to

the template and even amongst themselves. Consequently, there are points in the template without cor-

respondence with the target and vice-versa. These are denoted missing points and outliers, respectively.

The absence of a one-to-one correspondence must be accounted for in both model learning and fitting,

adding additional challenges to both tasks.

Throughout this thesis, we focus on modelling a shape which is both rare across the literature [8, 9]

and offers considerable challenges — the human ear. The work was mainly motivated by the research

and technological interests of our industrial partner, the company µRoboptics, which is engaged in the

development of prostheses for detailed parts of the human face. The ear is a representative and prime

example of this goal. Due to its inherent anatomy and position, the retrieval of 3D data from this

region is not a simple task, leading to samples with vast occurrences of both missing data and outliers.

Additionally, it entails fine details and non-rigid deformations, thus calling for sufficiently expressive and
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T - template 

S - shape  

Figure 1.1: Schematic representation of the problem at hand. The template T is represented in blue
circles and a generic target shape S in black circles; the dashed lines connecting the circles are added for
better visualization of the shape, but they do not provide additional data to the problem. The arrows
connecting both shapes establish a semantic corresponding between the point clouds, i.e. two points are
connected by an arrow if they represent the same feature. Lastly, it is possible to observe that some points
are present in the target, but not in the template (outliers); while others are present in the template but
not in the target (missing points).

flexible models. Nonetheless, we strive for generic approaches and despite taking the ear as a case study

throughout the work, we do not restrict the application to this particular case.

Existing approaches to the registration and modelling task fail to handle the multiple challenges found

in the ear shape, calling for new techniques. The use of Gaussian Processes (GP) for shape modelling is

not new and has been around for some time [10, 11]. It is particularly remarkable for the freedom it offers

in expressing different prior knowledge with kernels and thus very appealing for challenging scenarios.

The particular formulation followed in this thesis [11] is, as the authors themselves point out, an ”Open

framework”. The generality and freedom it entails are both a blessing and a curse. The potential to find

solutions for the difficult obstacles encountered is large, but a straightforward and immediate application

of previous methods is not feasible. Therefore, we develop new solutions within the GP framework, aimed

at modelling detailed shapes, with a high prevalence of missing regions and outliers.

1.1 Outline and Contributions

A major point of focus of this work is a global and contextualized perspective on the topic, in the

search for an increasingly unified setting for shape modelling. Often, modelling and registration fields

have little concern for each other and do not take full advantage of existing knowledge on the other side.

We provide a considerable review of both the modelling and registration worlds and their evolution, taking

a high-level approach which allows us to bridge related, but otherwise separated, worlds (Chapter 2).

This provides a conceptual justification for our choice of framework and places our work in the literature.

This chapter also contains an introduction and description of the datasets used throughout the thesis.

Chapter 3 is devoted to Gaussian Processes (GP) and their use in shape modelling. It includes an

initial section on relevant background and previous use in modelling approaches. While the use of GPs for
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shape modelling is not a novelty, the focus in past work lies mostly in kernel design, with straightforward

techniques for correspondence retrieval and model fitting. Thus, expert knowledge is required to build

meaningful kernels, leading to tailored and non-generic methods. Besides, shapes more frequently studied

(e.g. human face) benefit from several pre-existing models, with new work built on top of already accurate

proposals. Since ears have been scarcely seen in related literature, the available prior knowledge is limited.

Therefore, the above-mentioned challenges must be dealt with in different ways.

Our approach is to explicitly formulate the GP shape modelling problem with missing data and

outliers, unlike previous work, where this is handled with pre or post-processing steps. The formulation

is used throughout the subsequent chapters and provides a more favourable setting for the ear shapes.

Thus, the main contribution of Chapter 3 is

• Formulation of the shape modelling problem in the GP framework with explicit separa-

tion of missing data and outliers. In previous approaches, it is assumed that there is a one-to-

one-correspondence between samples. By explicitly considering the existence of non-corresponding

points in the target and template, we achieve a more principled approach (Section 3.4), that im-

proves the results in further sections.

This is a minor contribution on its own, but it is the foundation of subsequent chapters. The formulation

allows us to efficiently deal with the high ratios of outliers and missing data observed in the ear scans.

The two subsequent chapters contain the extended content of two produced papers (one published and

one under submission). In particular, they have somewhat more background and mathematical details,

as well as additional results, which were kept out of the papers due to size restrictions. Furthermore,

they were reformulated to build a fully coherent and integrated text with consistent notation and where

the evolution and connections between different parts can be made more clear.

Chapter 4 provides a complete pipeline from the raw scans of human ears to a set of complete

shapes, which can be used to generate a shape model. Traditionally, models are retrieved by employing

a state-of-the-art registration method followed by a dimensionality reduction technique. However, this

approach fails for shapes with extreme ratios of missing data and outliers, such as the human ears. Both

of these factors lead to a reduced overlap between a template and possible targets, such that common

registration methods fail to retrieve an accurate correspondence and, consequently, lead to poor models.

The alternative could be to include manual pre-processing, but this is not desirable as it restricts the

amount of data used to build the model.

Therefore, we propose the replacement of the registration task with three different steps, aimed at

producing a training dataset with complete, but diverse shapes. Since the samples are highly incomplete,

we resort to shape completion with Gaussian Processes to fill the absent regions. However, this requires

the previous identification of non-missing points (and correspondence between them), motivating the two

initial steps. A trivial application of a non-rigid registration would lead to poor results, given the extensive

regions of outliers extracted alongside the ears. To overcome this, we propose an initial step for outlier

removal and rough alignment. This is achieved through a novel rigid registration method, RANSIP, with

a cost function adjusted to our setting, by taking into account point cloud normals. Further, the proposed
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algorithm employs a randomized approach that helps in overcoming local minima — a common obstacle

in rigid registration and amplified by the large outlier ratio.

However, real raw ear scans do not have established correspondence between them. Hence, it is

difficult to accurately evaluate the results of registration or modelling. We handle the absence of ground

truth by creating a simulated dataset with realistic features. Finally, given that each stage serves different

goals, we propose suitable metrics to evaluate each one. The final result is a full pipeline that can be

applied to raw shapes. Further, the reasoning for the selection of each step is carefully detailed, so that

a similar process could easily be extended to new types of data. Complete shapes obtained through the

pipeline are shown to produce a dataset of increased variability compared with existing ones.

The work related to Chapter 4 produced a paper [12] with title From Noisy Point Clouds to Complete

Ear Shapes: Unsupervised Pipeline published in the IEEE Access Journal (Q1). The main contributions

included in this chapter are summarized below.

• Suitable metrics and datasets for the evaluation of pipelines. While we apply the pipeline

to ear scans, the proposed metrics and use of simulated datasets may be used in similar scenarios

when facing the absence of ground truth, high prevalence of missing data and outliers (Section 4.2).

• Novel registration method, RANSIP. We propose a new method for rigid registration (Sec-

tion 4.4), suitable for a low overlap between targets and template. Compared with state-of-the-art

registration methods, RANSIP achieves better results in outlier removal (Section 4.5).

• Gaussian Process for shape completion of challenging shapes. We propose a novel pipeline

that facilitates the use of GP regression for shape completion, thus taking advantage of the large

potential of kernels in shape prediction (Section 4.6).

• 3D ear dataset with increased variability. As an output of the pipeline, we obtain a new

complete ear dataset, retrieved from full head scans, with higher variability than previous ones

(Section 4.7).

Chapter 5 develops a new probabilistic registration method, Shape Fitting Gaussian Process (SFGP),

fully formulated within the GP framework and especially suitable for shapes with extensive missing data.

This bridges the gap between the GP setting with increased flexibility on model design, but a hard

assignment on model fitting steps, and the probabilistic registration, with known advantages in dealing

with outliers and missing data, but often restricted in terms of underlying kernels. Unlike the pipeline in

Chapter 4, the registration is fully conducted within the GP setting, resulting in a more principled and

unified approach.

We first show how the problem of registration with soft assignment can be formulated within the GP

framework as a multi-annotator Gaussian Process Regression. Previous approaches to registration in this

framework were restricted to hard assignments, which are known to struggle in the presence of outliers

and missing data. The concept of multi-annotation has been widely used in traditional machine learning

for cases of uncertain labelling. We show how this idea can be applied to GP registration, to implement

the notion of soft assignment.
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An important parameter of the multi-annotator formulation is the level of confidence for each an-

notation, which in practice translates to a variance. In order to estimate this parameter, we formulate

the registration problem in the traditional probabilistic setting and solve it with Variational Bayesian

Inference. Comparing the update equations with those retrieved from the GP formulation, we are able

to obtain an estimate for the variance. Nonetheless, we show that the differences with respect to state-

of-the-art probabilistic methods are fundamental when dealing with missing data. The final algorithm

is applied to the ear setting (both simulated and real data) and shown to increase performance when

compared to benchmarks.

The work related to Chapter 5 has produced a paper [13] with title Probabilistic Registration for Gaus-

sian Process 3D Shape Modelling in the Presence of Extensive Missing Data, currently under submission.

The main contributions of this chapter are summarized below.

• Shape registration/model fitting as a multi-annotator GPR. We show how the problem of

registration with soft assignment can be understood within the GP framework as a multi-annotator

Gaussian Process Regression (Section 5.2).

• Parallel between probabilistic registration and our method, SFGP. We provide a parallel

between the traditional probabilistic registration setting and our algorithm, under a few assump-

tions, which allows us to estimate parameters for SFGP (Section 5.3). We further show how their

differences lead to a good performance in the presence of extensive missing data (Section 5.4).

• Application to a difficult registration problem – 3D ears registration. We show that our

method is suitable for the registration of 3D point clouds with highly non-rigid deformations, high

occurrence of missing data and outliers, by performing simulations with 3D point sets of human

ears. The results show improvement with respect to state-of-the-art proposals (Section 5.5).

We leave the last chapter for a summary of the main points and achievements, together with a

perspective on future advances and questions that remain open (Chapter 6).

The work contained in this thesis was developed in cooperation with our industrial partner, µRoboptics,

within the BIGMATH project. The BIGMATH project has received funding from the European Union’s

Horizon 2020 research and innovation programme under the Marie Sklodowska-Curie grant agreement

No 812912.
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Chapter 2

Shape analysis

Shape analysis has seen considerable developments since its initial contributions up to the recent

models of detailed 3D shapes with complex deformations. We will start by introducing basic concepts

and tools, that have allowed the subsequent development of our approaches (Section 2.1). Next, we will

focus on how to describe variations in shape through Statistical Shape Models, together with the main

tasks and challenges involved in this procedure (Section 2.2). We will then cover the evolution of the

several components, which will help us in positioning our work within the vast literature found for this

topic (Section 2.3). After this, we will see how the different segments are usually integrated in pipelines,

in order to produce a model from the original input data (Section 2.4). Finally, we will specifically focus

on the problem of ear modelling, looking at existing approaches and data. This will allow us to identify

the main challenges behind this problem and to confront them with the literature introduced in previous

sections. Therefore, at the end, we will have a more defined problem formulation and the motivation for

the chosen framework should become clear.

2.1 Background on shape analysis

2.1.1 Kendall shape space

Kendall set the foundation for statistical shape analysis [14], describing shape as the geometrical

information that remains after removing translation, rotation and scaling. In this framework, a shape is

represented by landmarks, points obtained from the object boundary, with the same semantic meaning

across shapes. For a dimension D and N landmarks, we can define
[
s1, . . . , sN

]
as the set of landmarks,

where sj ∈ RD. Landmarks can then be grouped to form a configuration matrix of size N ×D

S =


s11 . . . s1D

... . . .
...

sN1 . . . sND

 . (2.1)
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An example of a 2D vertebra with 60 landmarks is provided in Figure 2.1, where each point si is

appropriately labelled.

s0

s1

s2

s3

s4

s5

s6

s7

s8

s9
s10s11

s12

s13

s14

s15
s16

s17
s18

s19
s20s21s22s23s24s25s26s27s28

s29

s30
s31

s32
s33 s34 s35 s36 s37 s38 s39s40

s41

s42
s43

s44
s45

s46

s47

s48s49
s50

s51
s52

s53

s54

s55

s56

s57

s58

s59

Figure 2.1: Representation of shape landmarks from a dataset in [15]. In this case, there are 60 landmarks
in two dimensions, depicting a vertebra. The points in blue represent the landmark coordinates, labelled
with the corresponding index. The lines connecting pairs of points are added for visualization purposes
only.

The space generated by all landmark coordinates is called configuration space, generally considered as

RD×N (although some particular cases could be removed such as coincident points). By normalizing all

shapes with respect to translation and scaling, we obtain the pre-shape space, which is an hypersphere of

unit radius and has dimension (N − 1)D − 1. In order to remove scaling, it is necessary to choose a size

measure, which is often taken to be the centroid size [15], given as

g(S) =

√√√√ N∑
i=1

D∑
j=1

(sij − s̄j)2, (2.2)

where s̄j is the mean in j − th dimension. The centroid size can also be reformulated as g(S) = ∥CS∥

where C = IN − 1
N 1N 1T

N is the centering matrix and ∥X∥ =
√

tr(XT X). Translation can be removed

in different ways, but here we choose the centred landmark coordinates, SC = CS, as the respective plot

will provide the correct visualization of the original shape. Therefore, one can obtain a pre-shape with

ZC = CS/∥CS∥. (2.3)

In pre-shape space two out of the three initial transformations have been removed, namely translation
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and scaling. It is still necessary to remove rotation to achieve the shape space, of dimension ND −D −

1− D(D−1)
2 . A rotation matrix, Γ ∈ RD×D, is a special orthogonal matrix, i.e. an orthogonal matrix with

determinant +1 (see Appendix A.5). Rotation is less straightforward to remove and we shall see later

how this can be performed.

However, it is common to study not only the shape but also the size of given samples, in which case it

should not be removed. The resulting space, originated by removal of translation and rotation, is denoted

as size-and-shape.

Finally, we will define Euclidean similarity transformations of S as the set of shapes originated by a

translation p, scaling β and rotation Γ, i.e. {βSΓ + 1N pT : β ∈ R+, Γ ∈ SO(D), p ∈ RD}. In the same

way, we define rigid body transformations as the set of shapes originated only by translation and rotation.

2.1.2 Procrustes analysis

Given Kendall’s definition of shape, in order to compare the shape of two or more given objects it

is necessary to remove any similarity transformations between them. This leads to Procrustes Analysis,

which entails the minimization of the squared Euclidean distance between points in shapes. The for-

mulation for two shapes (Ordinary Procrustes Analysis) has a closed form solution for any dimension

D, while the generalization for a higher number of shapes (Generalized Procrustes Analysis) only has a

closed form up to 2 dimensions. We shall cover both of them in the following sections.

Ordinary Procrustes Analysis

Full Ordinary Procrustes Analysis (OPA) is the least squares matching of two shapes S1 and S2, with

respect to the similarity transformations β, Γ and p, given as the following optimization problem

minimize
β,Γ,p

∥S2 − βS1Γ− 1N pT ∥2. (2.4)

The solution to Problem (2.4), assuming that S1 and S2 have been centred, is given as

p̂ = 0, Γ̂ = UV T , β̂ = tr(ST
2 S1Γ̂)

tr(ST
1 S1)

,

where ST
2 S1 = ∥S1∥∥S2∥V ΛUT , with U, V ∈ SO(D) [15]. The full Procrustes fit of S1 onto S2 is

consequently given as

SP
1 = β̂S1Γ̂ + 1N p̂T .

Generalized Procrustes analysis

Generalized Procrustes Analysis (GPA) is a generalization of OPA for the case of more than 2 shapes,

i.e., when we have a dataset of M shapes S = {S1, . . . , SM}. In this case, the problem becomes

minimize
βm,Γm,pm

M∑
m=1
∥(βmSmΓm + 1N pT

m)−Υ∥2, (2.5)
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where Υ is the mean shape of the population. It is further necessary to impose a constraint on the size,

so that β̂ is prevented from going to 0. This can be taken, for instance, as

M∑
m=1

g2(βmSmΓm + 1N pT
m) =

M∑
m=1

g2(Sm),

where g(S) is a size function such as (2.2). The full Procrustes mean is then given as

S̄ = 1
M

M∑
m=1

SP
m,

where SP
m is the full Procrustes fit of the m-th shape given as SP

m = β̂mSmΓ̂m + 1N p̂T
m. Algorithms for

the solution of Problem (2.5) can be found in [15], providing the estimation of β̂m, Γ̂m, p̂m.

GPA can be seen not only as a method to align a dataset, but also as a way to fit empirical data to

Kendall’s shape space. Furthermore, both OPA and GPA can be formulated without minimization of

scaling if we intend to keep size differences.

2.1.3 Distances

A point of interest in shape analysis is to study dissimilarities between shapes and for this purpose it

is fundamental to define a distance function between two samples. At a first glance it could be tempting

to use the minimum of OPA in (2.4), usually denoted as ordinary (Procrustes) sum of squares (OSS), as a

distance measure. However, it should be noted that, in general, we have that OSS(S1, S2) ̸= OSS(S2, S1)

and so this can not be taken as a distance.

Instead, we can consider a particularization of the Procrustes problem, where both shapes have unit

size, i.e., they are already in the pre-shape space. The solution of this problem leads to the Procrustes

distance, either partial or full, depending on whether scaling is included or not. The partial Procrustes

distance is given as

dP (S1, S2) = inf
Γ∈SO(D)

∥Z2 − Z1Γ∥ =
√

2
(

1−
D∑

i=1
λi

)1/2
,

and the full Procrustes distance as

dF (S1, S2) = inf
Γ∈SO(D),β∈R+

∥Z2 − βZ1Γ∥ =

√√√√1−
( D∑

i=1
λi

)2
,

where Z1 and Z2 are the pre-shapes of S1 and S2, and λi are square roots of eigenvalues of ZT
1 Z2ZT

2 Z1,

with λ1 ≥ · · · ≥ λm−1 ≥ |λm|. The optimal rotation is given for both distances as

Γ̂ = UV T , (2.6)

where U and V are obtained from the singular value decomposition of ZT
2 Z1 = V ΛUT , with U, V ∈ SO(D)
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and the optimal scaling as

β̂ =
D∑

i=1
λi,

for dF (S1, S2).

Both of these distances are extrinsic, since they are computed in an embedding of the true space, but

an intrinsic distance can also be computed entirely on the pre-shape space: the Riemannian distance. It

corresponds to the great circle distance between Z1 and Z2 on the pre-shape sphere, given as

ρ(S1, S2) = arccos
( D∑

i=1
λi

)
,

where the eigenvalues remain the same as for the Procrustes distances. However, note that dF (S1, S2) =

sin ρ and dP (S1, S2) = 2 sin(ρ/2), which means that when considering shapes close in the pre-shape space,

these distances are very close to each other. For example, when comparing different instances of the same

object, one can expect to be in this scenario and so, very often, the choice of distance has little impact.

2.1.4 Tangent space

A good approximation to compute distances between shapes is to use the tangent space to the pre-

shape sphere, usually taking the mean shape as the pole. Given the pole Υ and a pre-shape Z, we find

the optimal rotation Γ̄ between them according to (2.6). The tangent coordinates of Z are then given as

ν = (I − vec(Υ) vec(Υ)T ) vec(ZΓ̄),

where vec(Υ) is the vectorized formulation of matrix Υ. We note that the Procrustes residuals given as

β̂mSmΓ̂m−Υ are approximate tangent coordinates (they are not orthogonal to the pole), but if the shape

is close to the pole they are good approximations [15]. The importance of the tangent space to the mean

shape of a given dataset will become clear throughout the next sections.

2.2 Statistical shape models

In the previous section we saw how to remove similarity transformations from a dataset, so that

differences between the resulting objects are due to shape. However, this does not provide the tools to

study or represent the observed differences, which requires a posterior analysis. In particular, we can

consider shape modelling as the task of describing the variability in shapes, usually for a given object

of interest. A typical way to achieve this is to build a Statistical Shape Model (SSM). Particularly for

the human shape and shapes of interest in biology, this is the main reference [16] and has been used in

countless applications. Statistical Shape models are composed of a shape space, together with a prior

defined on it. The former provides a limited space where we can find instances of the shape of interest

(and consequently excludes unreasonable shapes), while the latter provides information on how likely

a given instance is to be observed. Note that under this context the shape space is generally much
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smaller than the one defined by Kendall. Kendall’s definition includes all possible configurations of the

landmarks (except singularities) when disregarding Euclidean similarity transformations. For the SSM

we are typically interested in a particular class of shapes and so the shape space is ideally much more

restricted.

Using Kendall’s representation with landmarks, the standard SSMs are called Point Distribution

Models (PDM), first proposed in 1995 [17] and the basis for most models observed in state-of-the-art

approaches. Their core idea is to model shape variation by statistically analysing and representing the

variation of each landmark observed on a training dataset. Other shape representations are possible and

have been proposed, such as planar curves [18, 19] or surfaces [20]. Nonetheless, landmark based ones

remain the most popular [21].

2.2.1 Point distribution models

The assumptions behind a PDM are that we have a set of M different instances of our shape of

interest, constituting the training dataset. Furthermore, all shapes have the same number of points N

and the points in each shape are ordered in such a way that point i of any shape in the dataset has the

same semantic meaning, according to the assumptions on (2.1). Under these assumptions, GPA can be

applied as detailed in Section 2.1.2 to remove the effects of similarity transformations and we assume it

was already employed.

Remark on notation. From this point onwards we have the need to distinguish between indices

relative to a shape within a dataset and to a point within a shape. Therefore, we will use superscripts

to indicate different shapes of a dataset: Sm ∈ RN×D is shape m of the dataset Swith M shapes,

S = {S1, . . . , SM}. On the other hand, sm
j ∈ RD refers to point j of shape Sm. We further need to

represent the vectorized form of a shape, taken as sm = ((sm
1 )T , ..., (sm

N )T )T ∈ RND and, consequently,

sm is the vectorized representation of Sm.

The authors in [17] proposed to obtain a space shape and a prior through Principal Component

Analysis (PCA) [22]. The main idea behind PCA is to represent a given dataset in a space of lower

dimension than its original one, while keeping most of the observed variance, where each direction in the

new space is uncorrelated. Below we describe PCA under the shape modelling context.

PCA for shape modelling

Under the previous assumptions and considering the vectorized shape space RND, we obtain the mean

shape s̄ ∈ RDN as

s̄ = 1
M

M∑
m=1

sm

and the sample covariance matrix Σ ∈ RDN×DN as

Σ = 1
M − 1

M∑
m=1

(sm − s̄)(sm − s̄)T .

Given the spectral decomposition of the covariance matrix, Σ = UΛUT , where Λ is a diagonal matrix
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of eigenvalues of Σ {λ1, . . . , λDN} and U the orthonormal matrix with columns corresponding to the

eigenvectors {u1, . . . , uDN}, ordered by their eigenvalue size, the directions of maximum variance (and

minimum projection error) are given by the columns of U . Consequently, a shape s can be represented

in this model as

s(α) = Uα + s̄, (2.7)

where α are the coordinates of shape in the new space and can be obtained as αm = UT (sm − s̄) for

the m-th shape of the dataset. The former corresponds to a rotation of the data points, but PCA also

entails the projection to a lower dimensional space. Furthermore, we note that we lie in the case of high

dimensionality, where the dimensions of shapes are usually much higher than the number of samples we

have access to, DN ≫M . This means that at least DN −M + 1 eigenvalues will be zero. Therefore, we

keep only the eigenvectors of U corresponding to the P largest eigenvalues, so that we refine U ∈ RDN×P

and α ∈ RP .

While the eigenvectors define the shape space, in order to get a SSM we still need some way to

represent how likely a shape is to be observed. In [17] a Bayesian approach is taken by enforcing a prior

on the parameter α. The authors assume that the set of shapes follow a normal distribution N (s̄, Σ), in

which case the components will have a distribution N (0, Λ), such that

p(α) =
DN∏
i=1

1
(2πλi)2 exp

{
− α2

i

2λi

}
, (2.8)

thus defining a prior on the new shape space.

Figure 2.2 exemplifies a PDM model obtained from the vertebra dataset in [15]. In particular, it

depicts both the mean shape and the first two modes of variations, i.e. the shape alterations caused

by the first two principal components. The first component mostly controls the elongation of the left

portion of the vertebra and the prominence of the distinctive features on the right portion. The second

component appears to control the direction of the inclination on the left part.

2.2.2 3D setting

These models were originally applied for 2D data, but, as access to 3D data increased, the focus has

shifted to the three dimensional setting. This kind of data brought several new challenges by breaking

the assumptions previously considered. While the approach in [17] remained the basis for the majority of

subsequent models, extending it to this new setting and corresponding applications is not straightforward.

The most relevant difference is perhaps that the previous assumption on labelling is no longer applica-

ble. Data obtained through 3D scans or similar procedures typically consists of hundreds or thousands of

points presented in an unorganized manner, which largely contrasts with the small amount of organized

landmarks assumed in Kendall’s work and in [17]. While that setting allowed for manual labelling of each

sample, doing so for the 3 dimensional scenario, would be not only extremely costly and time-consuming,

but also severely prone to errors. However, the absence of correspondence between shapes prevents the

application of PCA as described before.
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Figure 2.2: First two modes of the PDM obtained from the vertebra dataset [15]. The mean shape is
represented in blue and the respective modes in red. They are obtained by taking the respective principal
component with a weight of −3

√
λi (on the left) and +3

√
λi (on the right).

This problem was tackled in the 3D Morphable Models (3DMM) [5], that can be considered as an

extension of [17] to the 3D universe. They propose an initial step for establishing correspondence between

all the shapes in the dataset and a shape of reference or template. This term refers to an arbitrary shape,

ideally as close as possible to all the remaining shapes, to which all the others can be matched. This

task, denoted as shape correspondence problem [23], is not exclusive of the shape modelling context

and, consequently, has its own branch of literature, independently of the application. At the time, the

correspondence methods were mostly focused on 2D data and so the authors in [5] first project the

3D coordinates to a 2D setting and then apply an existing gradient-based optical flow algorithm where

variations in shape and texture are matched. For regions with non distinctive features (e.g. forehead,

cheeks), where the algorithm falls short, the authors use smooth interpolation. After the correspondence is

achieved, the previous formulation of PCA is applicable and a shape model can be obtained. Nonetheless,

correspondence is a crucial step and limits the accuracy of any model [16]. In fact, there is a considerable

loss on information in performing this step in 2D.

A related problem is that the data can no longer be assumed to be noiseless and complete. Retrieval

of 3D data not only produces samples without correspondences, but also provides no assurance that it is

possible to find a one-to-one correspondence between them. We consider the template shape T with NT

points to be the complete shape. An arbitrary shape in the dataset Sm will in general have Nm
S ̸= NT
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points, such that some points in Sm have no correspondence in T — outliers — and some points in T

will have no correspondence in NS — missing data. Furthermore, the capturing devices will necessarily

impose some noise on the data.

2.2.3 Applications

The models previously described allow us to represent a given shape in a lower dimensional space,

with a prior on the components given by (2.8). While this could be the endpoint if the goal is to merely

study shape variability, the models usually have some other application in mind, which are in general

tasks where it is required to ensure that only likely shapes are considered. For instance, the Active Shape

Model in [17] was developed to locate shapes in images, while the 3DMM were originally proposed for

inferring a full 3D facial surface from a single image of a person.

Despite having been applied to different kinds of shapes, including objects [24] or animals [25], without

a doubt their major application, and in particular for the 3D case, has been found in modelling human

shapes. We do not necessarily restrict this overview to solutions under this setting, but it is an area

where a large portion of the literature lies, some of them being generic enough for an application to an

arbitrary shape [26], others including specific assumptions on the task at hand.

An important line of research is the modelling of the full body [26–29], where not only the shape

is of concern, but also variations in pose, which calls for an accurate model of articulated behaviour

[27, 28] or handling of extreme non-rigid deformations [26, 29]. This is then used in applications such

as prediction and tracking of human movement, or in the fashion industry. We note that the particular

study of articulated movement is not a point of study of this thesis, and we limit our study to static

shapes.

Consequently, we consider models of singular parts of the human body. In general, two main areas

of focus can be pointed out: portions of medical interest and the face/head [30]. Naturally, the former

may include the latter, but due to its complexity and potential of applications, there is a large segment

of literature specifically focused on modelling the human face. Under medical applications, we find

applications such as anomaly detection [3], development of prosthesis [4, 31], or segmentation1 [32–34].

Instead, models of the human face can be used for face recognition [1, 2, 35, 36], augmented reality and

gaming [37], face reconstruction [38, 39], facial motion sequence tracking [37] or expression recognition,

amongst others.

Other then their specific tasks, at some point of the pipeline most of the mentioned practical ap-

plications lead to a more abstract problem: model fitting. Usually, the difference across applications is

seen on the type of data to be fitted to the 3D model, but we can roughly express it as finding a shape

representation within the defined shape space (i.e. finding an appropriate vector α), taking into account

the prior. The original 3DMM was designed for the reconstruction of 3D faces from example images and

the fitting followed the Bayesian approach as described before, where the likelihood was given by the

similarity between the produced and observed image, with prior given by (2.8).

The increasing complexity of the applications and of the shapes to be represented also found limitations
1localizing a given shape in a 2D or 3D medical image
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on the initially proposed PCA-model. The latter is not able to represent shapes with fine details or with

a large difference with respect to the training set, thus calling for further solutions.

2.2.4 Challenges in statistical shape modelling

We are now in a position to identify the main challenges involved in 3D modelling as

• correspondence across a dataset of training shapes;

• modelling increasingly complex and detailed shapes, given a limited dataset;

• fitting an existing model to unseen instances of the shape;

• robustness to noise, missing data and outliers in all of the previous tasks.

2.3 Evolution of shape modelling

As an answer to the previous challenges, several improvements have been suggested since the proposal

of 3DMM in 2002, in the field of (3D) statistical shape learning, although they are considered the

foundation for most approaches. As we have seen, the process of going from raw input data to a full

and expressive model, generally includes a pipeline with sequential steps regarding correspondence,

modelling/training and fitting. We will first consider the main concepts and research directions

proposed for each of these components, as this will allow us to localize our problem in the context of

the literature (respectively Section 2.3.1, 2.3.2 and 2.3.4). Finally, we will address full pipelines and how

the previous steps are usually integrated. We also include an initial section on the types of data, which

deeply determine any method and has been overlooked in the review up to this point.

2.3.1 Data

Data used to train (and fit) the model may be obtained in different formats. The most common

representation for 3D shapes are triangle meshes, composed of a set of vertices and a set of triangles.

Vertices are sets of vectors in R3, where each vector component corresponds to a point coordinate in space;

triangles are a set of vectors in R3, where each component is a nonnegative integer which corresponds to

the index of a vertex — one triangle connects neighbour vertices. Although mesh information may be

used for any of the modelling steps, here the focus is on modelling with point clouds, i.e. exclusively the

vertices of the mesh, which correspond to an unorganized version of S as defined in (2.1). In general, the

triangulation is kept constant and can be used to represent in 3D a given point cloud for visualization

purposes.

Additionally, appearance information may also be provided (e.g. texture, albedo) and modelled. In

fact, the original 3DMM models both shape and appearance with separate PCA models and several

subsequent approaches also include this component [40]. This is of particular importance for applications

concerning images, such as image synthesis or its inverse, reconstruction of 3D shape from a 2D input.

In this thesis, image data is not used, and the focus lies specifically on modelling shape/geometry.
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Nonetheless, multiple approaches in literature involving an appearance component can be applicable to

the point cloud case, as the two kinds of information are dealt with separately; other, however, specifically

require appearance information. Despite disregarding non-geometry input, point cloud models are widely

used in non-image applications [41–44], since they have the advantage of being invariant to pose and

illumination.

Some methods also resort to training directly from 2D images when building a 3D model, either

exclusively [45] or as a mixture of 3D and 2D [46]. While training from 2D images is much more

accessible and one can get considerably larger datasets, it loses direct 3D information. We focus entirely

on building models from 3D point clouds.

2.3.2 Modelling

We saw that for a statistical model we wish to find both a shape space and prior on the model

parameters. The shape space must be restrictive enough not to allow for unreasonable shapes, but

also large enough to (ideally) represent any possible shape. PCA-based models as proposed in [5] have

strong assumptions behind. In particular, the assumption that any shape can be represented by a

linear combination of the learnt vectors, which may not be true, specially when considering non-rigid

deformations. Even if this is not the case, usually the training set size (in the order of tens or hundreds)

is much smaller than the dimension to learn (thousands of points in two or three dimensions) and so it is

likely that the space learnt from PCA is not representative enough to handle unseen shapes with larger

differences to the ones in the training set. This is particularly true when it comes to small shape details,

as the main directions which are kept express global variations and the local ones are usually lost.

Increasing training data

The last observation suggests one simple approach to improve the model quality: increase the number

of training samples and their diversity. This has been seen for the case of human faces with the recent

model [6] learnt from 10,000 examples, highly diverse in terms of age, gender and ethnicity. As expected,

this has a positive influence on the model performance. Nonetheless, acquiring 3D data (and correctly

processing it) is not a straightforward task and with the exception of [6], most models are obtained

from a few hundreds or tenths of samples [7, 9]. Given the existence of several small datasets, some

work has also been done in bringing them together to produce a single model [30], which is extremely

challenging as they usually present drastically different characteristics, such as pose or sampling, making

the correspondence task increasingly difficult.

Localized deformations

Another option, proposed even in the initial work of [5], is to split the shape into several regions and

retrieve a PCA-model separately for each of them. In this way, the size of training data becomes closer

to the dimension to be represented and local variations are better represented. The main obstacles are

the segmentation which needs to be done specifically for the shape at hand and how to smoothly merge

different parts in the end. Nonetheless, proposals in this direction [1, 47] have shown good results — for
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instance, particular advantage is seen on the mouth region in [47]. Automatic segmentation has also been

studied [41] to mitigate the drawbacks of this approach.

Following the idea of part-based models, a more general and formal solution is to use wavelet basis

functions [32–34, 48]. In this setting, each mesh is represented as a linear combination of different scaling

terms (corresponding to progressive subdivisions of the mesh) and wavelets at different positions. PCA

can then be performed on the new shape coordinates.

Another way to steer away for the global property of PCA, is to introduce sparsity terms in the

objective function, thus leading to more localized deformations [49]. This has been recently explored for

PCA in different spaces [50, 51].

Expressions

We note that, for the specific case of the human face, a considerable obstacle is found when dealing with

expressions. They can introduce considerably larger deformations with respect to a neutral face, than the

variations found between two different individuals with a neutral expression. Popular approaches include

decoupling identity and expression using multilinear models [35, 52], multilinear wavelet models [37] and

neural networks [53–55] or learning deformations with respect to a neutral face and transferring them

[2]. Although this specific topic does not pertain to our scope, it is still related, as facial expressions may

be considered large non-linear deformations of the face — this is particularly relevant when dealing with

the correspondence problem. I.e., similar obstacles are faced when retrieving correspondences between

shapes with generic non-linear deformations and faces with different expressions.

PCA on different spaces

While PCA-models assume that the manifold on which the data lie is an hyperplane, with axes

following directions of maximal variance, other manifolds where to perform PCA can be considered

[29, 44, 56–58]. More in line with Kendall’s original work, the authors in [44] propose to perform GPA

after correspondence was obtained, so that the shapes are within Kendall’s shape space. Afterwords,

they project them to the tangent space to the Procrustes mean and perform PCA in this space.

In [56] they use a medial representation for shapes, which focus on describing thickness, bending and

widening of the object. The authors then propose Principal Geodesic Analysis, a generalization of PCA

to describe the variability of data on a manifold. This has later been used in full body representations to

predict human movement [29]. An extension of PCA has also been proposed to the Shell space [57, 58],

where shapes are modelled by non-linear thin-shells subjected to tangential and bending distortions.

They observe improvements in modelling articulated body pose data and complex deformations arising

from expressions.

Neural networks

Given the current interest on neural networks and their great performance observed in image data, it

is only natural to propose their use for shape modelling, which indeed has been observed in recent years

[24, 30, 45, 53–55, 59, 60]. This can be seen as yet another way to introduce non-linearity in the models.
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Different architectures have been employed, including Convolutional Neural Networks (CNN) [39, 45, 60]

a popular approach for computer vision tasks, Generative Adversarial Networks (GAN) [53, 54, 59] due

to their proven ability in generating realistic visual data and their unsupervised nature, or Variational

Auto-Encoders (VAE) [26].

Given that most approaches were initially developed for image data, their application in 3D shape

modelling often involves some step of conversion of 3D meshes to 2D [53, 59, 60] or learning entirely from

2D images [39, 45]. However, some recent proposals have seen working directly on 3D data [26, 54, 55],

although the absence of Ground Truth (GT) and limited data for training remains a challenge. Neural

networks-based models have mostly been used for shape synthesis [54, 59], expression recognition [53]

and monocular reconstruction [30, 38, 60], but they still show considerable limitations in generalization

capabilities [61].

2.3.3 Correspondence

So far we have assumed that we had some way of establishing correspondence between all shapes in

a dataset, but this is not usually the fact and it is an extremely challenging point. It is known that,

regardless of the model being used, registration has a great impact on the final performance [16]. We note

that this is not only a problem for training where we generally need to have all shapes in correspondence

to build a model, but also for most approaches proposed in model fitting. Besides, if one has all shapes

registered it is also easy to remove Euclidean similarity transformations with GPA, but usually these two

processes are connected.

First, we note that the initial assumption on labelled shapes as we have seen for Kendall, can be

considered as sparse correspondence. A few distinctive points are marked on the boundary of the shape

based on their semantic meaning or geometric properties. Naturally, this can be extended to 3D as well

either manually or automatically [62]. The former has evident drawbacks concerning human error and

time consumption, but even the latter can be difficult. It is not clear what does it mean for two points

to be correspondent in different shapes. Even ignoring these challenges (and given that some methods

exist with good performance to detect landmarks in the human face, for instance), a model obtained from

such a limited shape information would not be able to produce realistic and detailed shapes for most

applications in the 3D setting.

Hence, most of the models we covered, as well as 3DMMS, use dense correspondence, where a much

larger number of points are put into correspondence. Although more challenging to compute, dense

correspondences are able to express more detailed structures. Nonetheless, the landmarks2 of sparse

correspondence are often used as an auxiliary tool for dense registration [6, 44, 63, 64], even if there is

an effort to stay away from this approach [42, 61, 65] given the limitations previously mentioned.

In general, one can think of the correspondence problem between two shapes S1 and S2 as finding the

reparametrization of a shape point set S1, such that it minimizes some function of dissimilarity between

the ordered shape and S2. The most common approach to put a full dataset in correspondence is to select

2Note that in this context the term landmark gains a slight different meaning, as they no longer fully describe the shape,
although they are coherent with the landmark definition of Kendall
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a reference shape or template, which is put into correspondence with all remaining shapes, so that the

shapes are also in correspondence between themselves [30, 66]. However, some methods avoid selecting

a template (as this may lead to different results depending on the chosen shape) and simultaneously

register all shapes to each other [67, 68].

As previously introduced, the initial approach for 3DMMs proposed to retrieved correspondences

within a 2D setting, which inevitably leads to a considerable loss of information when compared to a

fully 3D contained approach. Although the 2D setting has not been dropped during the years [63],

using the original 3D data is highly appealing and has been widely considered in the literature [42, 66].

Besides, when converting data between the two different dimensional embeddings, appearance information

is of fundamental importance to preserve shape characteristics. Given our restriction to point clouds,

remaining in the 3 dimensional setting becomes increasingly relevant. Therefore, the review is dedicated

to the subset of 3D point cloud registration.

Evidently, this would be straightforward if the two samples had the same shape, in which case we

would be in presence of two different permutations of the same shape, where an exact reordering of

points would be achievable. However, two different shapes will necessarily have transformations between

them and, since at this point there is no access to a shape model (or this can not be used since no

correspondence has been established), we have no prior information on the allowable deformations. A

way to circumvent this, is to use a similarity based method, where points are matched according to

selected features ([64] and [23] for a review). However, this has limitations, for example on regions of no

distinctive features, which occurs very often in dense correspondence of biological shapes; they can lead

to inconsistent correspondences on a global level; they struggle with only partial overlapping. Therefore,

most statistical shape analysis use registration methods. Although sometimes used in an interchangeable

way (specially in the modelling setting), registration is a type of correspondence where the template is

deformed to fit the target in order to minimize a distance function between them, with the deformations

restricted by a generic (non shape specific) model.

Even just considering similarity transformations, the solution is not easy, but extending it to non-

rigid (as it is often necessary for a good correspondence) increases the problem complexity. Thus it

makes sense that there is an entire branch of literature dedicated to this problem [69–71], where different

assumptions on transformations are taken. We will cover this in more detail in Chapter 4. For now,

we will just consider that there are several methods which can take two point clouds and put them into

correspondence with some assumptions on the allowed transformations.

Overall, shape modelling pipelines tend to follow one of these options: assume the training shapes

are already in correspondence, obtained by an unspecified registration method [37, 41]; chose a suitable

available registration method so that the pipeline starts from the raw scans [39, 55, 59]; suggest a new

and often specific registration method for the shape in question [42, 44, 66]. Note that statistical shape

models can also be used in registration [50] but in a first instance, one does not have access to them —

this is often called data-driven registration.
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2.3.4 Fitting

The model fitting problem can generally be translated as follows. Given an arbitrary model M(α)

and a new target shape S, what are the parameters α which minimize some distance function d(Ŝ, S)

between the model reconstructed shape Ŝ and true shape S. The translation to a less abstract problem

is highly dependent on the type of data and model chosen, and is connected to the application in view.

Nonetheless, the goal is usually to obtain a complete and clean 3 dimensional shape from an input, which

for some reason does not present these characteristics. This is also denoted as shape reconstruction.

As we have seen, shape reconstruction from one [38, 39, 60, 72, 73] or more images [48], is a common

application of 3D shape models. Therefore, several sources propose fitting of a 3D model to an image,

and while the general concept is similar, the approaches are usually not applicable. On the other hand,

methods depending on appearance information often include separate procedures for shape and appear-

ance, and the former can be considered independently, although it will in principle decrease the expected

performance. As stated before, we focus on fitting 3D point clouds.

The simplest version of the fitting problem is found under the assumption that the target to be fitted

S is in correspondence with the model M(α) and that rigid transformations have been removed. In this

case a maximum a posteriori (MAP) approach is usually employed [74]. Under a Gaussian assumption,

the likelihood is given as

P (S|Ŝ) =
N∏

j=1
P (sj |ŝj) =

N∏
j=1

C exp
{
− 1

2σ2
N

∥ŝj − sj∥
}

= CN exp
{
− 1

2σ2
N

∥ŝ− s∥
}

(2.9)

and in terms of model parameters

P (S|α) = CN exp
{

1
2σ2

N

∥Uα− s∥
}

,

where C is a normalization constant. With the prior as given by (2.8), we have the posterior

p(α|s) = C2 exp
{
− 1

2σ2
N

∥Uα− s∥
}

exp
{
− 1

2∥α∥
2
}

.

Maximizing the posterior is equivalent to minimizing

E = 1
σ2

N

∥Uα− s∥+ ∥α∥2.

Other priors for α have been proposed. For face modelling, authors in [44] have pointed out that the

length of α follows a chi-square distribution with P degrees of freedom, which has a mean P , contrasting

with the assumption that the expected length will be 0 in the former formulation. For this reason, they

include a constraint based on the Mahalanobis distance on the minimization problem, which in practice

means modelling the shape space as a manifold that is at a constant Mahalanobis distance from the mean.

Later, in the review paper [16], it is pointed out that this leads to highly unrealistic shapes along the

directions of principal components. To solve this, they propose to constrain the shapes to an hyper-box

proportional to the standard deviation of the data along each axis, translated to an equivalent prior to
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be introduced in the previous problem.

In applications such as face recognition, it is fundamental to handle different poses of the shape of

interest and this cannot be assumed previously done as in [16]. I.e., the removal of similarity transfor-

mations must be included in the fitting process, since faces are expected to appear in any position and

should be detected regardless of this factor. Therefore, authors in [44, 74] further apply similarity trans-

formations to ŝ, leading to additional parameters to be estimated. The resulting problem is challenging:

in [74] it is solved by using small angle approximations (valid for small variations in position), while in

[44] the non-linear problem is directly solved with Levenberg-Marquardt optimization.

Generally, for reconstruction from sparse points (as considered in [44, 74]) it is reasonable to assume

known correspondences, but fitting to a dense set of points obviously has advantages in introducing more

detail on the target shape. In this case the correspondence must be obtained in some way. Several

proposals assume that a registration method was previously employed, in the same way as explained for

training. Others, however, try to include correspondence in the fitting problem. An example is found

in [43] where they simultaneously estimate pose/scale, model parameters and correspondences, assuming

only rough alignment at the beginning. The closest point in the target is taken as correspondence and

then the fitting to the similarity transformations and model parameters is done, with a first order approx-

imation of the cost function. Since the template is being transformed to the target and correspondences

are being estimated during the process, this can be seen as non-rigid registration with a shape prior.

Other methods follow a similar approach [35, 47, 75]. Similarly to the registration, fitting methods can

also employ landmarks [2, 37] or not [43].

An additional consideration is the existence of missing regions on the target shapes. When these are

relatively small, most methods are able to overcome it naturally (if the sampling is dense enough) or the

meshes are previously pre-processed with hole filling methods. However, if large portions of the shape

are missing this is not enough, as the correct shape must be predicted. This problem is usually denoted

as shape completion. In general, this setting is not approached during modelling, as it is assumed that

the samples used in training are close to complete and therefore most methods assume that a previous

model already exists and can be used to predict the missing parts.

2.4 The pipelines

In the previous sections, we have looked at each step of the shape modelling task separately, but in

a real scenario they must be combined in order to go from raw 3D point clouds to a final model. Part

of the literature focuses on proposing full pipelines [5–7, 44]. Generally, they start with a registration

method, followed by PGA to remove similarity transformations. Then a model is obtained (PCA is used

in most of the full pipelines found) and a fitting method is proposed, given the application in mind.

It is also common to assume that one or more steps have been previously taken care of, starting the

pipeline from different points. A common assumption is that shapes are already in correspondence by a

previous method and only modelling and fitting are proposed [35, 37, 41, 50, 51, 57], since they tend to be

more dependent on each other. However, some focus specifically on modelling [33, 41], remaining generic

22



enough for any possible application, or on fitting [43, 76–78], assuming a model is already provided.

Either way, this segmented approach leads to sequential approaches to the same problem in different

formulations. From the previous section, we have seen that registration can be used with data priors

in which case they equate to a shape fitting problem, and in the same way, shape fitting may include

correspondence estimation, thus leading to a registration method. Evidently, they can be generalized by

the same problem, as we detail below.

2.4.1 General formulation

Under the assumption that all shapes are represented as 3D point clouds, we will formulate both

registration and model fitting. Given a model M with parameters α, a target shape S, a permutation

matrix P and similarity transformations given as a function, ρ(T ) = βΓT + p, of the template, T , we

formulate it as

minimize
α,P,(β,Γ,p)

d(Ŝ, S) = d
(

PR(M(α)), S
)

+ f(α) + gL, (2.10)

where f(α) represents a constraint on α and gL a constraint from landmarks. We saw that the main

difference between registration methods and model fitting methods is that the former take generic rules

for the constraint f(α), while the latter observe them from training data. On the model side, P is usually

assumed known [44, 74] and often R as well [16]. Even in this scenario, the choice of a constraint for α is

not trivial, as we saw. On the registration side, often only the transformations given by ρ are considered

(α is removed), denoted as rigid registration, which is already a challenging problem. The full problem,

non-rigid registration, requires a definition of the constraint on α, even more challenging in this case,

since the shape space is much larger.

It is then clear why the generic problem is often tackle in simplified reformulations — each of the

sub-problems contains enough complexity and challenges involved. However, a single approach would be

perhaps advantageous, since solving each partial problem provides additional information to the others,

and so looking at it as a whole can improve the final result. An initial step in this direction [5, 9],

and possibly the most commonly used across shape modelling pipelines, are boostrap based techniques

where several iterations of registration, training and model fitting are performed, so that the model is

progressively more accurate. Although this improves the final results, it still has some drawbacks, other

than not being a principled approach. A reduced performance on the initial step of registration may

not be recoverable further down in the pipeline and different optimality criteria are usually employed for

different segments [21].

This has motivated approaches in a more unified way, in different degrees. The first idea is to introduce

constraints on α both from the data and from generic knowledge on shape deformation [47, 79]. This

restricts the shape space when compared to registration methods (avoiding unreasonable shapes), but

provides more freedom when the model does not have enough variability. Although, it still assumes the

existence of a previous model, this can be a rough one. So we can understand this as a more principled

version of boostrap approaches. For instance, in [79], this is achieved by mixing a training covariance

with a smooth one and then perform fitting in the Bayesian setting. A more general formulation of this,
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is the Gaussian Process framework [11, 80] where the covariance can be expressed with more freedom.

The fact that the prior knowledge can be adjusted within the same formulation, means that potentially

the same cost function can be used for both the initial registration and shape fitting. Finally, some go

even further and propose simultaneous learning of the model and correspondence [30, 81], so that no

previous knowledge is required.

2.5 Ear modelling

The previous background was rather generic, but some considerations are due regarding the specific

shape under consideration — the human ear. First, we will cover existing models of this shape in the

literature and how they have been produced (Section 2.5.1). We will then introduce the datasets to be

used throughout this thesis (Section 2.5.2). This will allow us to finally define the specific goals and

challenges of our work (Section 2.5.3).

2.5.1 Literature

Given the increased interest in human face models and availability of 3D data, this area has seen

several developments in the recent years, leading to overall high quality full face and full head models

[6, 82]. However, it is known that such models present poor quality or variability in more detailed parts, in

particular the ears [83]. Reasons for such performance degradation are: the variability of the whole head

shape surpasses the one of these smaller parts and data occlusion in these regions, due the anatomical

characteristic of this region preventing a good performance on data retrieval. Therefore, the majority of

existing full head models are not enough for fine applications such as prosthesis design. In fact most face

models do not include the ears [30]. An exception is [83], in the Gaussian Processes framework, where

they focus on augmenting a head model with an ear one. However, this still requires the identification of

50 manual landmarks for registration.

Consequently, models focusing exclusively on the ear region have been proposed. To the extent of our

knowledge there are two existing 3DMM of the ear in [8] and [9]. However, only the latter final model,

that is the mean shape and principal components, is made publicly available.

The work in [8] makes use of the large deformation diffeomorphic metric mapping (LDDMM) frame-

work to produce the model. Under this setting, the authors model the deformation of one shape into

the other as a flow of diffeomorphisms. This model is then simplified with a kernel based PCA, thus

obtaining a morphable model. To build the model they use the SYMARE database [84], composed of 58

ears.

In [9], the authors start with a limited dataset of 20 samples from 10 subjects, building an initial model

with Coherent Point Drift [85], a non-rigid registration method, and PCA. However, given its reduced

variability, the authors propose to use the initial model along with an existing 2D ear database already

labelled with landmarks to produce a larger augmented dataset. First, they find the parameters of the

model leading to a shape that, when projected to 2D, is the most similar to the 2D image in the dataset.

Then, they deform the mean shape of the initial model to match each of the ears, with a variation of CPD.
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The final model is obtained from this dataset in a straightforward manner with Generalized Procrustes

Analysis and PCA. The model is incrementally improved by iterating over the data augmentation and

model production step.

2.5.2 Datasets

Ear dataset

Given that the dataset in [9] is the largest one available, we begin by looking into it. We shall denote it

as Ear Dataset from now on. The dataset is composed of 500 meshes of ears, similar to the one depicted

in Figure 2.3. Each sample is composed of 7111 3D points and correspondence has been previously

established. That is, the i-th point of each shape represents the same feature and there is a one-to-one

correspondence between all samples of the dataset. Under this setting it is possible to immediately apply

PGA and obtain the mean shape, depicted in Figure 2.4. In the same Figure, we see the most different

shape with respect to the mean, where the dissimilarity was computed as the average distance between

each correspondent point.

We also present other measures of variability of the dataset in Figure 2.5. For each shape we compute

the distance between each of its points and the corresponding one on the mean shape. The figures depict

both the mean and standard deviation for all points. From these two considerations, it is clear that the

dataset does not present very high variability, as it was indeed expected due to the augmentation process

used to create it.

(a) Front view (b) Back view (c) Triangulated view

Figure 2.3: Sample from the Ear Dataset, with different views.

Head dataset

However, for the protheses scenario we need to establish a relationship between the ear and the

remaining part of the head. This means that we should be able to obtain samples from full head scans.

We take the Headspace Dataset from [83], of which an example is provided in Figure 2.6. This contains

3D scans of 1519 individuals with different genders, age and ethnicity; although the distribution is

not balanced in the last two categories, with a predominance of white young adults. Each sample
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(a) Front view (b) Back view

Figure 2.4: Relevant samples from the Ear Dataset. Then mean shape is depicted in orange and most
different shape (according to the average Euclidean distance) in blue. Despite being slightly shorter and
presenting a moderately different curvature of top, the shape in blue is still similar to the mean shape.
This hints at the lack of variability existing in this dataset.

contains around 180,000 vertices, but correspondence is not provided, i.e., the scans do have the same

number of vertices and there is no information on the correspondence between points of different samples.

Additionally, mesh and texture data is included for each individual. We use the former exclusively for

visualization purposes and completely disregard the latter. Thus, for each scan we exclusively extract

the vertex and triangle information.

Furthermore, each sample contains a set of 35 landmarks over the face region, that allow for the use

of GPA to roughly remove large components of translation and rotation. Upon this pre-processing step,

it is possible to extract a region around the ear location in order to obtain a dataset of ears from the

original dataset (Figure 2.6). We denote this new dataset as Head Dataset which, despite the name,

refers only to the ear portion of the scans.

However, to ensure that the full ear is completely captured for any head, it is necessary to define

a rather large section, leading to extensive regions of outliers for most cases. The alternative approach

would be to register the full heads and retrieve the corresponding points, but we have seen that most

methods will fail on this region. Looking at the retrieved point cloud, we also note that a large portion

of the shape is missing. This is a challenge both for the registration and training.

2.5.3 Challenges

The goal of this project is to build a model for the ears retrieved from the Head dataset. A standard

approach with a registration method followed by PCA is not applicable, due to the extensive presence

of outliers and missing data. Not only do they hinder the results of generic registration methods, but

they mean that a large percentage of points will not find correspondence. This prevents the application

of PCA as we are not able to retrieve deformations for all points of the template. In fact, most of the
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(c) Standard deviation— front view
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(d) Standard deviation — back view

Figure 2.5: Variability of the Ear dataset. The top figures represent the average distance error for each
point on the template over the entire dataset. The bottom figures represent the standard deviation under
the same setting. Both values are expressed as a color map.

proposed approaches for modelling assume that it is possible to get a one-to-one correspondence between

a template and the samples.

Given the existence of the Ear Dataset, one could think of fitting the available model to each sample,

in a data driven registration manner. However, the limited variability observed in the data would likely

not be able to adequately capture the diversity of the Head Dataset. This points to the use of unified

approaches, for a balanced prior of data learnt deformations and generalization. The Gaussian Processes

are a principled and promising framework where to develop this and they will be introduced in the next

chapter.
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(a) Full head (b) Ear portion

Figure 2.6: Example of a sample from the original Headspace Dataset [83] and the correspondent ear
region in the Head Dataset, as obtained from the full head. The extensive occurrence of missing data and
outliers for this region is easily noticeable and it is mostly caused by ear shape, preventing an adequate
capture during the scanning process.
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Chapter 3

Gaussian Processes for shape

modelling

In this chapter we cover the background on Gaussian Processes (GP), necessary to understand the

subsequent chapters. We will mainly focus on Gaussian Process Regression (GPR), introduced in Sec-

tion 3.2, as it is an important tool in shape modelling. In a GP framework the model is defined by the

kernel of a GP, so we will devote Section 3.3 to this topic. The former introduction is completely generic

and can be applied to a variety of problems. In Section 3.4, we formulate the shape modelling under this

setting and set the notation for the following chapters.

3.1 Introduction

Definition 3.1 (Gaussian Process). A Gaussian Process (GP) is an infinite collection of random vari-

ables, any finite number of which have a joint Gaussian distribution. [86]

Therefore, a GP can be seen as an infinite-dimensional generalization of the multivariate Gaussian

distribution or, in other words, a probability distribution over functions. It is a non-parametric modelling

approach and consequentially powerful for scenarios which are difficult to model explicitly.

GPs have been widely applied in supervised learning for regression [87–89] and classification problems

[90, 91]. In this context, we are fundamentally interested in the former, i.e. the prediction of continuous

output variables given a certain input observed data, which in this case is denoted as Gaussian Process

Regression (GPR). GPs are appealing in the regression setting as they provide a structured and unified

way to model with covariance kernels, which can easily encode a wide variety of prior information, and

they naturally lead to a measure of uncertainty on the predictions.

We can at this point have a hint of why GPR may be of interest in shape modelling. On one hand,

the possibility of modelling with covariance functions is appealing as it allows to express a multitude

of shape characteristics, without restriction to a linear model for example. On the other hand, in the

presence of extensive missing data, the possibility to predict any unseen value given some observed ones

is of utmost importance. Therefore, throughout this chapter we will focus only on the regression task.
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Up to the last section, we will use the notation commonly found in machine learning settings. Later,

we will explain how to relate each concept to our shape modelling problem. So, we consider a dataset

D = {(xi, yi) |i = 1 . . . N} of noisy observations yi ∈ R1 for points xi ∈ RD. In a matrix notation,

we write D = {X, y}, where matrix X = [x1, . . . , xN ] and vector y = [y1, . . . , yN ]T . In the regression

problem, yi can take any real value (differently from classification) and we aim at predicting the output

for unobserved values X∗ = [x∗
1, . . . , x∗

P ].

3.2 Gaussian Process Regression

The two main views over GPR are the weight-space and function-space — these are two possible

interpretations of the GPR model that are equivalent. They put emphasis on different features of the GPs

and are both relevant, not only to understand the future formulation, but also to establish a relationship

to other existing approaches. Therefore, we provide an overview of both points of view.

3.2.1 Weight-space view

In this setting, GPs are understood as an extension of the Bayesian formulation of linear regression

[92] to a higher dimensional feature space. We start by briefly introducing Bayesian linear regression and

then present the extension leading to GPs.

Bayesian linear regression model

The model assumes that the output f(x) is a linear combination of the input x, with given weights w,

so that f(x) = xT w. Besides, the observations are taken as the true function values with additive noise

yi = f(xi) + ϵi, where ϵi is assumed to follow a Gaussian distribution with zero mean and variance σ2
N .

Under these assumptions, we have that the likelihood of the observations, given the weights, and

assuming that the training samples are i.i.d., is

p(y|X, w) =
N∏

i=1
p(yi|xi, w) = N (XT w, σ2

N I).

Then, a prior is defined over the weights w, i.e. our belief of what w should look like, before considering

any observations. We assume this prior also follows a normal distribution with zero mean and covariance

given by Σ, so w ∼ N (0, Σ). By Bayes rule, we obtain the posterior as

p(w|y, X) = p(y|X, w)p(w)
p(y|X) ,

where the denominator is a normalization constant, denoted as marginal likelihood, that evaluates

p(y|X, w) over all possible values of w, and is therefore independent of the weights. More precisely,

it is given as

p(y|X) =
∫

p(y|X, w)p(w)dw.
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Theorem 3.1. Given the regression problem yi = xT
i + ϵi i = 1, . . . , N with xi, w ∈ RD, ϵi ∼ N (0, σ2

N ),

if we assume that w has a prior distribution N (0, Σ), where Σ is a positive definite covariance matrix,

then the posterior also follows a Gaussian distribution and can be written as

p(w|y, X) ∼ N
(

1
σ2

N

A−1Xy, A−1
)

,

where A = σ−2
N XXT + Σ−1.

For the proof see [86].

Finally, the predictive distribution is found by averaging all of the possible models weighted by the

posterior p(w|y, X). Consequently, we have

p(f∗|x∗, y, X) =
∫

p(f∗|x∗, w)p(w|y, X)dw = N
(

1
σ2

N

xT
∗ A−1Xy, xT

∗ A−1x∗

)
.

Gaussian Processes

Given the limitations of having a linear model, one may extend this by projecting the inputs onto

higher dimensional space, through a given set of basis functions and then consider the linear combination

on that space. For this, we take the function ϕ(x), mapping the input in D dimensions to an M

dimensional one, with M > D. The difference to the linear model is simply that the weight vector w is

now M dimensional as well, and instead of the input x or X, we shall have the transformed one, ϕ(x) or

Φ(X), where X is the data matrix, and Φ(X) is the matrix of the transformed data.

Replacing x by ϕ(x) in all the above equations, the predictive equation becomes

p(f∗|x∗, y, X) = N
(

1
σ2

N

ϕ(x∗)T A−1Φ(X)y, ϕ(x∗)T A−1ϕ(x∗)
)

,

where A = σ−2
N Φ(X)Φ(X)T + Σ−1 Note that the dimension M of the new feature space is expected to

be considerably large and the previous equation entails the inversion of matrix of size M ×M . The way

to overcome this limitation is the known kernel trick. First, we observe that the previous equation can

be written as

p(f∗|x∗, y, X) = N
(

ϕT
∗ ΣΦ(ΦT ΣΦ + σ2

N I)−1y,

ϕT
∗ Σϕ∗ − ϕ∗ΣΦ(ΦT ΣΦ + σ2

N I)−1ΦT Σϕ∗

)
,

(3.1)

where the dependence on x as been omitted, so that Φ = Φ(X) and ϕ∗ = ϕ(x∗). Note that the feature

space always appears in terms of the structure ϕT Σϕ, with different inputs on ϕ. We then define

k(x, x′) = ϕ(x)T Σϕ(x′), (3.2)

denoted as covariance function or kernel, and see that ϕT Σϕ is an inner product with respect to Σ. Every

occurrence of ϕT Σϕ can be replaced by k(x, x′), to avoid computing the feature space. The formulation
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can therefore be done entirely within a function space, without resorting to a parametrization with

weights, as evidenced in the next section.

3.2.2 Function-view

The function space view is generally the one used when applying GPs in practice. Here, we interpret

the GP as a distribution over functions, where realizations of random variables in the definition of a GP

correspond to the values of a function f(x). In this context, we can reformulate the definition of a GP

as follows:

Definition 3.2. A Gaussian Process is a probability distribution over functions y(x) such that the set of

values of y(x) evaluated at an arbitrary set of points x1, . . . , xN jointly have a Gaussian distribution.[92]

A GP f(x) is fully specified by its mean µ(x) and covariance function k(x, x′) defined as

µ(x) = E[f(x)]

k(x, x′) = E[(f(x)− µ(x))(f(x′)− µ(x′))]

and usually written as

f(x) ∼ GP(µ(x), k(x, x′)).

We will consider µ(x) = 0 as it is commonly done, although this can easily be generalized for any µ(x).

Nonetheless, a simple pre-processing of the data allows the assumption of zero mean.

An important aspect of GP is the marginalization property (also known as consistency), ensuring that

when the GP specifies (X1, X2) ∼ N (µ, Σ), it must also specify X1 ∼ (µ1, Σ1), with Σ1 the respective

submatrix of Σ. This property makes it possible to handle GPs despite their infinite characteristic, by

marginalizing over the infinitely many variables outside of the scope of interest.

Once again, we assume the additive noise model, yi = f(xi) + ϵ, where ϵ ∼ N (0, σ2
N ). Since by

definition any finite number of points follows a multivariate Gaussian distribution, the joint distribution

of the training and test points is given as y

f∗

 ∼ N(0,

KXX + σ2
N IN KXX∗

KX∗X KX∗X∗

)

where KXX = [k(xi, xi)]Ni=1 ∈ RN×N is the kernel matrix of the observed points, KX∗X∗ = [k(x∗
i , x∗

i )]Pi=1 ∈

RP ×P is the kernel matrix of the predicted points, KX∗X = [k(x∗
j , xi)]P,N

j,i=1 ∈ RP ×N is the kernel matrix

of the predicted and observed points, KXX∗ = KT
X∗X its transpose and IN is the identity matrix of size

N .

Given the joint distribution, we obtain the predictive equations by taking the conditional distribution

f∗|x∗, y, X, using (A.4). This leads to another Gaussian distribution given as

f∗|X, y, X∗ ∼ N (f̄∗, cov(f∗)), (3.3)
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where

f̄∗ = KX∗X

[
KXX + σ2

nIN

]−1
y

cov(f∗) = KX∗X∗ −KX∗X

[
KXX + σ2

nIN

]−1
KXX∗ .

(3.4)

These equations were obtained under the assumption of Gaussian likelihood which allows for the closed

form solution presented above. We note that for non-Gaussian likelihoods this is no longer possible and

it is necessary to resort to approximations.

Finally, we present a visual representation of GPR under the function-space view in Figure 3.1, where

we show the prior defined by the GP and the posterior after observing some training points. In this setting

we can interpret the prior as a set of permissible functions and the posterior as a further restriction on

these functions, as they should pass close to the training data points. The notion of ”how close” is

expressed through the observation noise σ2
N , whose effect on the posterior is demonstrated in Figure 3.2.

It is easy to see that by replacing the kernel in (3.1) as (3.2) we obtain the same distribution as in

(3.4), thus showing that the two formulations are equivalent. While in the weight-space we formulate the

prior on some parameters w, here we place it directly on the function without parameters. For instance

under this view the prior for Bayesian regression would be GP ∼ (0, ϕ(x)T Σϕ(x)′).
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Figure 3.1: Visual representation of GPR. On the left we see the prior, i.e the admissible functions
according to our model, represented with light blue dashed lines. We notice that the GP has a zero
mean, indicated by a black line. The shaded area represents the 95% confidence interval. On the right,
we see the training points depicted with red stars. The posterior now contains functions which pass close
to the observed points. Therefore, the mean has changed to indicate this and we see that the variance is
much smaller near the points, increasing as we get away from them.

3.2.3 Decision theory

The posterior distribution is not enough to obtain a prediction, we need to define an optimal criterion

for a single point estimate of f(x∗). This means defining a loss function L(y∗
true, y∗

pred), where y∗
true is

the true value for y and y∗
pred the one predicted by us. In a Bayesian setting the choice of prediction

values is separated from the inference, i.e. first the distribution is computed and then a decision is taken

depending on the choice of a cost function, that determines how incorrect predictions are penalized.
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Figure 3.2: Impact of observation noise. All the plot elements have the same meaning as in Figure 3.1.
Both figures represent the posterior of a GP after observing the training points, with same parameters
except σ2

N which is taken to extreme values. For high values of σ2
N the confidence in the observations is

smaller and the prior remains almost unchanged, while for low values of σ2
N there is almost no uncertainty

near the observed regions.

Given a loss function, the expected loss (risk) is given as

RL =
∫
L(y∗

true, y∗
pred)p(y∗

true|x∗, X, y)dy∗
true, (3.5)

and therefore we want to find the value of y∗
pred minimizing the loss, so

y∗
optimal = argmin

y∗
pred

RL. (3.6)

Common loss functions are the absolute error |y∗
true−y∗

pred| and the squared error (y∗
true−y∗

pred)2. For these

two losses y∗
optimal is given by the median and mean of the posterior, respectively [86].

3.3 Kernels

From the previous introduction we can see that the kernel is a critical element of the GP and its

choice should entail information on the problem at hand. Here we introduce the basic concepts on this

topic (Section 3.3.1), the most commonly used kernels (Section 3.3.2) and how they can be represented

through eigenfunctions and eigenvalues (Section3.3.3).

3.3.1 Basic concepts

In general, a kernel [86] is a function that maps a pair of inputs x, x′ ∈ X to R and its associated

Gram matrix, given an input x = {x1, . . . , xn}, is the n × n matrix, with Gij = k(xi, xj). However,

not all kernels are valid covariance functions. For a kernel to be a valid covariance function it should be

positive definite, that is
N∑
i

N∑
j

k(xi, xj)cicj ≥ 0,

for any n ∈ N, x1, . . . , xN ∈ R and c1, . . . , cn ∈ R or equivalently the respective Gram matrix should be

positive semi-definite (for any given input), in which case, it is called covariance matrix.
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Several types of valid kernels have been proposed in the literature. They can be split into two main

classes: stationary and non-stationary. If k is a function of x − x′, we denote it as stationary, meaning

that it is invariant to simultaneous translation of its variables, i.e. k(x, x′) = k(x + p, x′ + p). On the

other hand, for a non-stationary kernel the correlation between data points will depend on their location.

For stationary kernels, if k is in particular a function of ∥x − x′∥, we say it is isotropic and otherwise

anisotropic.

3.3.2 Examples

We will now look at a few commonly used kernels, together with their relevant properties and be-

haviour. This is far from being an extensive review and aimed mostly at revealing the meaning behind

kernel parameters and how they may differ, especially focusing on the ones that we will mostly use for

shape modelling. Therefore, we will cover the Squared Exponential, Matérn and Rational Quadratic

kernels, all of them being stationary isotropic. Other kernels may be found in [86] and for instance,

non-stationary kernels, not covered here, can be found in [93].

Squared Exponential kernel

The Squared Exponential (SE) kernel (also known as Radial Basis Function (RBF) or Gaussian kernel)

is without doubt the most used in GP applications and it is defined as

kSE(x, x′) = σ2
SE exp−∥x− x′∥2

2l2
SE

, (3.7)

where σ2
SE is the kernel variance and lSE the characteristic lengthscale, the scale on which the process

is expected to present significant changes. We provide an intuitive idea of what these two parameters

represent in Figure 3.3. This function is infinitely differentiable and has been argued to be too smooth

to model some processes, motivating the Matérn kernels that follow. Another important consideration is

that the SE kernel is equivalent to a representation of X in a feature space defined by Gaussian-shaped

basis functions.

Matérn class of kernels

With the intent of producing a less smooth kernel than the SE, the Matérn kernels have been proposed

as

kMatern(x, x′) = σ2
Matern

21−ν

Γ(ν)

(√2ν∥x− x′∥
lMatern

)ν

Kν

(√2ν∥x− x′∥
lMatern

)
, (3.8)

where σ2
Matern, νMatern, lMatern > 0, Γ(x) is the Gamma function and Kν is a modified Bessel function

[94] (note that for ν → ∞ we get the SE kernel). This class is specially appealing for ν = p + 1/2,

where p is a non-negative integer, as the function can be expressed as a product of an exponential and

polynomial. In particular, for machine learning, the common choices are ν = 3/2 and ν = 5/2. 1 In this

1For p = 0 the process is too rough and for p ≥ 3 too similar to the SE kernel
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SE = 10, lSE = 0.5

Figure 3.3: Variation of SE kernel parameters. All the plot elements have the same meaning as in
Figure 3.1. Both figures represent the posterior of a GP after observing the same training points (red
stars), with the same observation noise σ2

N = 1. On the rows the kernel variation is seen for values of
1 and 10 for σ2

SE , essentially increasing the amplitude of the function distance from the mean. On each
column, the lengthscale increases from 0.01 to 0.5. This determines ”how fast the functions are allowed
to change” — for lower values there is a quick variation of the function and for higher ones the function
becomes smoother.

case the kernels can be respectively expressed as

kM3/2(x, x′) = σ2
Matern

(
1 +
√

3∥x− x′∥
lMatern

)
exp

(
−
√

3∥x− x′∥
lMatern

)
, (3.9)

and

kM5/2(x, x′) = σ2
Matern

(
1 +
√

5∥x− x′∥
lMatern

+ 5∥x− x′∥2

3l2
Matern

)
exp

(
−
√

5∥x− x′∥
lMatern

)
. (3.10)

Essentially, the Matern kernels behave as a less smooth version of the SE, as demonstrated by Fig-

ure 3.4.
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(c) SE kernel

Figure 3.4: Comparison between SE and Matern kernel. Posterior of a GP after observing the same
training points (black), with the same parameters σ2

N = 0.1, σ2
SE = σ2

Matern = 10, lSE = lMatern = 0.1,
for 3 different kernels. Both Matern kernels are less smooth than the SE, although they still resemble it
and their parameters have the same meaning. Besides, as we increase ν, we progressively get closer to
the SE kernel.

Rational Quadratic kernel

The Rational Quadratic (RQ) kernel is defined as

kRQ(x, x′) = σ2
RQ

(
1 + ∥x− x′∥2

2αl2
RQ

)−α

, (3.11)

where σ2
RQ, α, lRQ > 0. It corresponds to an infinite sum of SE kernels with different characteristic

lengthscales (note that also for this kernel when α → ∞ we get the SE kernel). The parameter α

determines the weighting between the different lengthscales and its effect is illustrated in Figure 3.5.

37



0.0 0.2 0.4 0.6 0.8 1.010

5

0

5

10

15

(a) RQ kernel α = 0.001
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Figure 3.5: Comparison between SE and RQ kernel. Posterior of a GP after observing the same training
points (black), with the same parameters σ2

N = 0.1, σ2
SE = σ2

Matern = 10, lSE = lMatern = 0.005, for
3 different kernels. The RQ kernel allows for localized deformations with smaller lengthscale, while for
regions without observations the original lengthscale is used. Besides, as we increase α, we progressively
get closer to the SE kernel.

Combining kernels

Although it might be challenging to prove the validity of a new kernel, it is particularly easy to obtain

more complex kernels from existing ones, as their space is closed under many operations. The following

are valid kernels, given k1(x, x′) and k2(x, x′) also valid,

• k(x, x′) = k1(x, x′) + k2(x, x′)

• k(x, x′) = k1(x, x′)k2(x, x′)

• k(x, x′) = g(x)k1(x, x′)g(x′) for any function g(x)

• k(x, x′) = xT Ax′ for A symmetric positive definite matrix.
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Some intuition is due regarding the first two operations, to be used later in this work. Multiplication

enforces an AND operation between outputs, and so two points will be highly correlated only if they

are for both kernels. Summation translates to an OR operation, so that a pair of points will be highly

correlated in either one of them. Further insight on kernel operations can be found in [95].

3.3.3 Mercer’s theorem

A kernel can be expressed in terms of its eigenvalues and eigenfunctions [86]. An eigenfunction of a

kernel k is a function ϕ(x) that obeys the following equation

∫
k(x, x′)ϕ(x)dµ(x) = λϕ(x′) (3.12)

with respect to a measure µ, where λ is an eigenvalue. There are an infinite number of eigenfunctions

ϕ1(x), ϕ2(x), . . . , assumed ordered so that the eigenvalues follow λ1 ≥ λ2 ≥ .... We can now express the

kernel in terms of ϕi and λi as demonstrated by Mercer’s theorem below.

Theorem 3.2 (Mercer’s theorem). Let (X , µ) be a finite measure space and k ∈ L∞(X 2, µ2) be a

kernel such that Tk : L2(X , µ) → L2(X , µ) is positive definite. Let ϕi ∈ L2(X , µ) be the normalized

eigenfunctions of Tk associated with the eigenvalues λi ≥ 0. Then,

1. the eigenvalues {λi}∞
i=1 are absolutely summable

2. k(x, x′) =
∑∞

i=1 λiϕi(x)ϕ∗(x′) holds µ2 almost everywhere, where the series converges absolutely

and uniformly µ2 almost everywhere.

Mercer’s theorem allows to build the Karhunen-Loève expansion of a zero-mean GP as

∫
uk(x) =

k∑
v=1

uvϕv(x), (3.13)

where uv are independent variables following N (0, λv). Since λv decays to zero, then we can approximate

the GP by a finite sum. The eigenvalues and eigenfunctions of (3.12) are usually numerically computed

trough the Nyström method [96].

3.4 Formulation for shape modelling

The use of GP to model shape deformations has been proposed several times in the literature [10,

11], since its probabilistic nature is an appealing setting for the definition of a statistical shape model.

Furthermore, as we have seen, it is possible to express a multitude of priors with kernels in a principled

and straightforward manner, thus expressing knowledge on the shape characteristics. The large freedom

of kernels, means that GPs can often be found to be generalizations of many other approaches in the

Statistical Shape Model literature. For instance, the large deformation diffeomorphic metric mapping

framework is closely related, but it generally entails limitations on the kernels to be used. In order to

extend it to new kernels, further work is necessary [97], unlike GPs where this arises naturally. Therefore,
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GPs can be seen as an extremely general way to add more flexibility to the original Point Distribution

Models (PDM) [11].

Besides, being defined on a continuous domain, GPs also prove advantageous within shape modelling

settings. Although we will often work in the discrete domain — since deformations are defined on a

template point cloud with a defined number of points — it is usually necessary to perform a previous

subsampling of the samples. Working on a continuous setting means that, at any given point, we can

trivially compute the shape for any desired point and, for instance, create a denser point cloud.

We follow the GP formulation in [11], with many subsequent approaches, especially focused on the

human head [82, 83, 98]. This line of work puts special emphasis on achieving a unified setting for the

shape modelling problem, thus building a more principled approach.

3.4.1 Problem formulation

We consider that any shape S ∈ RNS×D, with elements sj ∈ RD, can be obtained from a template

shape T ∈ RNT ×D, with elements ti ∈ RD, by adding a deformation u(ti) ∈ RD, also denoted as ui, to

the template points. For the purpose of this introduction, let us temporarily assume that NS = NT and

point sj of S is in correspondence with point ti of T for j = i, i.e., shapes are already registered.

In this case, we have that sj = ti + ui, according to our model. The deformations are then modelled

by a Gaussian Process, such that u(t) ∼ GP (µ(t), k(t, t′)) with mean function µ : Ω → Rd and a kernel

k : Ω × Ω → RD×D, where Ω ⊂ RD such that T ⊆ Ω. Note that, because T is a discrete point set, we

need to define the Gaussian Process on the continuous Ω, which in practice should correspond to the

entire surface generated by T . In practice, we will usually remain in the discrete set T , but this detail is

important given the definition of a GP and the need to consider a non-discrete setting in later stages of

the shape modelling pipeline.

Under these assumptions, we can see that we lie in the GP framework introduced in Section 3.2,

where the template points ti correspond to the input points xi and the deformations u(ti) to the function

f(xi), the GP. Furthermore, we can observe noisy occurrences of the deformations, denoted as δ(ti) or δi,

corresponding to the outputs yi in the previous formulation. Figure 3.6 provides a visual representation

of this setting.

This model can be used to generate likely shapes by sampling the prior. In can also be used as a

standard PCA shape model, resorting to Mercer’s theorem, meaning that any fitting algorithm proposed

for those models may be applied. As stated in [11], u can be approximated as

u(x) ≈ µ +
r∑

i=1
αi

√
λiϕi(x), (3.14)

where λi and ϕi(x) are the eigenvalues and eigenfunctions in (3.12) and αi ∈ N (0, 1).

3.4.2 Multi-output

In the introduction we saw that GPs are defined for y ∈ R, so for a scalar output. However, in order to

model a deformation in higher dimensions u(x) ∈ RD, with D > 1, we need to formulate GP for multiple
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(a) Vertebra dataset

template
sample

(b) Deformations

ti

u(ti)

sj

(c) Notation

Figure 3.6: Representation of GP framework for shape modelling. We use the vertebra dataset from [15],
containing shapes similar to the ones depicted in (a). In (b) we can see an example of how a target (in
blue) is created from a template (in red) by adding deformation vectors (in black). A zoomed version is
found in (c) with the respective notation.

outputs. This is known as Multioutput GP (MOGP), a topic with its origins in geostatistics, although

under the term cokriging (GPR is also known as kriging). It has later been used in the machine learning

community for different types of multi-task learning. In the general setting, this a studied scenario with

several different possible categories. We can have different inputs for different outputs (heterotopic data)

or the same (isotopic data) [99]. Here we are in the second case, since the different outputs correspond

to different coordinates of a point (the former is generally used when the different outputs correspond to

different tasks which, in turn, may be related to different inputs).

There are multiple approaches to extend GP to the multi output case [99–102]. We follow [99], where

the output is considered to be a vector-valued function. Thus, instead of considering a single process f(x),

we consider several {fd(x)}D
d=1, one for each dimension of the output. We take the vector valued function

f which follows f ∼ GP(µ, K), where µ is the concatenation of µd of each process, so {µd(x)}D
d=1 and

K(x, x′) is a matrix-valued function with entries k(x, x′)d,d′ expressing the covariance between dimension

d of input x and dimension d′ of input x′. Therefore, for the discrete case, given some training data,

we will have the mean as a stacked vector of each dimension and the covariance as a block partitioned

matrix. For this reason, we will generally work with the vector representation of shapes, s and t.

A useful class to build valid kernels for the multi-output case are separable and sum of separable

kernels [99]. They can be expressed as

K(x, x′) = k(x, x′)B,

where B ∈ RD×D must be a positive semi-definite matrix. The name separable comes from the fact

that input influence is considered in k(x, x′) and the interactions between the outputs are considered

separately through B. Then, since the sum of kernels is still a valid kernel, we can obtain the class Sum

of Separable Kernels as

K(x, x′) =
Q∑

q=1
kq(x, x′)Bq.
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By choosing different Bq and kq we can build different kernels from the ones defined for a scalar output.

A simple choice for B is the identity matrix ID, though it implies that there is no relation between the

outputs.

3.4.3 Useful kernels

It is now convenient to interpret the previously considered kernels in the context of shape modelling.

Figure 3.7 accompanies the following description, by visually depicting the effect of each kernel.

(a) Empirical kernel (b) SE kernel with small lengthscale

(c) SE kernel with large lengthscale (d) RQ kernel

Figure 3.7: Samples from the posterior of four different kernels. The Empirical kernel originates realistic
shapes, but with reduced variability, i.e., it is restricted to the deformations observed in the training
data. The two SE kernels enforce similar deformations to neighbour points (with respect to the Euclidean
distance): a smaller lengthscale leads to unreasonable local deformations, while a large one approximates
a rigid transformation. Finally, the RQ kernel is able to express the local deformations observed in (b),
while producing reasonable shapes.
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Empirical kernel. This is the extension of the Point Distribution Models (PDM) to the continuous

setting and it is obtained in a similar way. So, we have that

µP DM (x) = 1
M

M∑
m=1

um(x), (3.15)

where um(x) ∈ RD is the deformation in shape m at x, according to the previous notation. The covariance

function is then

KP DM (x, x′) = 1
M − 1

M∑
m=1

(um(x)− µP DM (x))(um(x′)− µP DM (x′))T , (3.16)

with KP DM (x, x′) ∈ RD×D. This kernel is often denoted as PDM kernel, Empirical kernel or PCA kernel.

The continuous formulation is usually obtained from discrete training data by interpolation.

Squared Exponential and Rational Quadratic kernel The SE kernel enforces the notion of

smoothness, i.e. the idea that nearby points should suffer similar deformations. Unless otherwise stated,

we will build the matrix valued kernel as

KSE(x, x′) = kSE(x, x′)ID =


kSE(x, x′) 0 0

0 kSE(x, x′) 0

0 0 kSE(x, x′)

 , (3.17)

where we consider no correlation between the outputs. In the same way we will take KRQ(x, x′) =

kRQ(x, x′)ID, where the RQ kernel expresses an important concept of multiscaling: it allows for global

deformations on a higher lengthscale, while also handling local ones, with lower values of l.

3.4.4 GPR in shape modelling

Following Section 3.2 we will now apply the GPR equations to the shape modelling case, with the

purpose of interpreting some elements in this context and pointing out relevant remarks. Let us say we

observe only a partial target, i.e., a subset of S. Given this setting, only C points in the template will have

a correspondence, while the remaining ones are considered missing points. We denote the observed points

as Tcorr ∈ RC×D, a subset of T , with elements tCi and the missing points as Tmiss ∈ R(NT −C)×D, with

elements tMi. Both sets are disjoint and their union leads to the full template, such that T =
[
Tcorr, Tmiss

]
.

For the points with correspondence we obtain noisy observations δi = δ(ti) of the true deformations

ui = u(ti). A representation of this setting is found in Figure 3.8. Note that the template points with

observations tCi correspond to the training points x, while δi are the respective labels, y. We are now

interested in predicting the deformations δ∗ for the entire template shape T , corresponding to the testing

points x∗. We are in the position to apply GPR as described in Section 3.2.2.

Restating the noise assumption of GPs, we have that δ(t) = u(t) + ϵ, where ϵ ∼ N (0, σ2
n). We will
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points with correspondence tCi

observed target points sj

missing points tMi

Figure 3.8: Example of a starting point for shape GPR, when only part of the target (points in blue)
is seen. The points of the template are then split into point with and without correspondence. For the
points with correspondence (red) we observe the deformations (black arrows), which are noisy vectors
going from a point ti to a point sj in the target.

formulate the GPR equations (3.4) for the posterior as

u(t)|Tcorr, δ ∼ GP(µp(t), kp(t, t′)),

where

µp(t) = KTcorr(t)T (KTcorrTcorr + σ2ICD)−1δ

kp(t, t′) = k(t, t′)−KTcorr(t)T (KTcorrTcorr + σ2ICD)−1KTcorr(t′).

We further have that KTcorrTcorr = (k(tCi, tCj))C
i,j=1 ∈ RCD×CD, that is

KTcorrTcorr =


k(tC1, tC1) k(tC1, tC2) . . . k(tC1, tCC)

k(tC2, tC1) k(tC2, tC2) . . . k(tC2, tCC)
...

...
...

k(tCc, tC1) k(tCc, tC2) . . . k(tCc, tCC)


and KTcorr(t) = (k(t, tCi

))C
i=1 ∈ RCD×D, that is

KTcorr(t) =


k(tC1, t)

k(tC2, t)
...

k(tCC , t)

 .

The deformations are the concatenation vector δ = {δi}C
i=1 ∈ RCD.
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We are usually interested in predicting the deformations at all the template points ti, in which case

the predictive equations become

δ∗|T, Tcorr, δ ∼ N (µp, Dσ2
P

),

where µp ∈ RNT D, Dσ2
P
∈ RNT D×NT D are given as

µp = KT
TcorrT (KTcorrTcorr

+ σ2ICD)−1δ

Dσ2
P

= KT T −KT
TcorrT (KTcorrTcorr

+ σ2ICD)−1KTcorrT .
(3.18)

The deformed template is then obtained as t̄ = t + µp, where we take the mean of the posterior, thus

following the squared error loss function. The new kernel matrices are given as KTcorrT ∈ RCD×NT D,

that is

KTcorrT =


k(tC1, t1) k(tC1, t2) . . . k(tC1, tNT

)

k(tC2, t1) k(tC2, t2) . . . k(tC2, tNT
)

...
...

...

k(tCC , t1) k(tCC , t2) . . . k(tCC , tNT
)


and KT T ∈ RNT D×NT D, that is

KT T =


k(t1, t1) k(t1, t2) . . . k(t1, tNT

)

k(t2, t1) k(t2, t2) . . . k(t2, tNT
)

...
... . . .

...

k(tNT
, t1) k(tNT

, t2) . . . k(tNT
, tNT

)

 .

Note that, if the template points remain the same (as it is usually the case), KT T remains unaltered and

all the other kernel matrices are sub-matrices of this one.

For a better understanding of regression and the posterior distribution we present Figure 3.9 and

Figure 3.10. The former is the result of GPR with a SE kernel for two different σ2
N , while the latter uses

a PDM kernel. The different behaviours are evidenced not only in the final deformed template, i.e., in

the mean of the posterior, but also in its variance (see the captions on both figures for a more detailed

explanation of the differences). This will be particularly relevant in Chapter 5.
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Figure 3.9: GPR for a SE kernel with the vertebra dataset. On the right column we see the points used as
training (in blue) which were used to predict the full shape (blue plus black). The template is represented
in red and the predicted shape from GPR in green. The two rows correspond to two different noise levels
on the observations. On the right column, we find the posterior variance of each template point as a
colormap, together with a vector representing the mean of the posterior. First, note that, as expected,
for a high σ2

N we obtain a shape almost similar to the original template, with very slight deformations.
It is also evident that the variance is highest in the region of missing points, progressively decreasing as
we approach the location with observations.
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Figure 3.10: GPR for a PDM kernel with the vertebra dataset. On the right column we see the points
used as training (in blue) which were used to predict the full shape (blue plus black). The template is
represented in red and the predicted shape from GPR in green. The two rows correspond to two different
noise levels on the observations. On the right column, we find the posterior variance of each template
point as a colormap, together with a vector representing the mean of the posterior. We remark that the
target shape used in this example was also used in the training of the PDM, which explains the almost
perfect prediction, in practice this should not happen. The main interest is to compare this Figure with
Figure 3.9. In particular, note that the posterior variance does vary exclusively with distance to the
observations. In the top row, it should resemble almost exactly the original variance, so the regions with
warmer colors are the ones with more variation in the dataset. On the bottom, we naturally see the
added effect of the observations, changing the initial belief.
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Chapter 4

From noisy point clouds to complete

ear shapes

4.1 Introduction

As expressed in Chapter 2 the task of building a model from the Head Dataset brings with it a

considerable amount of challenges. We have set the motivation for the use of Gaussian Processes (GP) as

a preferred tool and introduced the necessary knowledge in Chapter 3. Nonetheless, two main questions

remain open when it comes to this choice. First, despite having covered the modelling component to a

great extent, we have overlooked the registration part within this framework. Furthermore, we have yet

to show evidence that indeed GPs are necessary and an adequate choice for our problem, and how they

can be applied. This chapter will answer both questions. We will mostly focus on rigid registration and

how to produce a desired input so that a GP formulation may be applied. By addressing this problem

we will produce a pipeline taking raw input point clouds from the Head Dataset as input and developing

complete shapes, which can be used to produce an improved model with respect to the pre-existing Ear

Dataset.

Most applications of GP to shape modelling assume correspondences were previously obtained by

a state-of-the-art registration method [11, 80], from which Nonrigid Iterative Closest Point (NICP) is

probably the most used. However, we have mentioned that this is a generic and unified framework, where

the registration problem is naturally formulated as model fitting. Consequently, the immediate approach

would be to remain entirely within this setting and take advantage of existing methods. However, existent

proposals for registration with GP assume not only that the shapes have been previously roughly aligned,

i.e., that rigid transformations were removed, but also that there is a one-to-one correspondence between

both shapes, i.e., there is a low occurrence of missing data and outliers [11]. While this is a reasonable

assumption for several scenarios (data of human heads, bones), it is far from being acceptable in this

case. In the absence of landmarks, it is not straightforward to find an initial alignment (even a rough

one), when the point clouds present the problems we have identified in Chapter 2. Even if in presence

of an alignment, the quantity of missing data in the ears is much higher than usual and the one-to-one
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assumption leads to results as depicted in Figure 4.1 (obtained by manually pre-aligning the shapes and

naively applying the registration proposed in [11]). Given that GP provides freedom to build complex

kernels, we must assume that better results could be achieved by improving the underlying model while

maintaining the same method. However, we should keep in mind that our initial goal is to obtain a

flexible model of the ears, since we have only access to one with limited variability (Ears Dataset). We

seek to find a principled approach not dependent on trial-and-error strategies.

Consequently, we opt for a structured approach. Given that the main limitation are the extensive

regions of missing data, we focus on completing those sections, ideally with previous knowledge from the

Ear Dataset, while keeping the information from the existing data, as much as possible. In order to do so,

it is necessary to have previous identification of which points are missing, hinting at the use of a generic

registration method. It will become clear throughout the chapter that the trivial application of standard

methods to our problem is not fruitful, motivating our proposal of a new complete pipeline summarized

in Figure 4.2 and briefly described in the following paragraphs.

To register the samples amongst themselves, we need a template, which should be a good representa-

tion of the ear shape without any missing data or outliers. Therefore, we use the mean shape of the ear

model available from [103], already introduced in Chapter 2.

The problem is then to register the template to the ear region obtained from the Head Dataset.

However, in order to choose the best method, we need to compute evaluation metrics and so we require a

ground truth, that is, we need to know the correspondence a priori. This is evidently not the case of our

target data, as this is precisely the problem we are trying to solve, motivating us to use the entire Ear

Dataset for testing purposes, where all the shapes already have the same number of vertices and are in

correspondence. The obstacle is that there are no missing points, outliers or noise in any of the samples,

while registration of real head scans will entail all these problems. The solution is then to introduce all

these problems in the original data, in order to replicate as much as possible the difficulties of real scans,

while still having the knowledge of the true correspondences. We explain this process in Section 4.2.

As seen in Figure 4.2, we propose two different registration steps. The first should place the template

in rough alignment with respect to the target, mostly in terms of rotation and translation, and should

identify the most distant outliers. This is the case of the skin area around the ear. After this, it is

expected that non-rigid methods are able to perform better, thus refining the correspondences between

the template and target. We cover the state-of-the-art literature on registration methods (both rigid

and non-rigid) in Section 4.3, followed by our proposal for a rigid registration method tailored to the

challenges in our data in Section 4.4. The main methods are compared throughout Section 4.5, leading

to the two-step approach visible in Figure 4.2.

Given an accurate identification of correspondences to the template, we focus on predicting the missing

data regions, by searching for the deformed template that most resembles each target. We compare three

different approaches in Section 4.6.

After selecting the pipeline steps with the Simulated Dataset, we test the approach on real data, i.e.,

the ear regions of the Head Dataset. The dataset obtained as an output from the pipeline is denoted as

Reconstructed Dataset. The results and discussion can be found in Section 4.7.
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(a) Front view (b) Side view

Figure 4.1: Example of GP registration. The red arrows indicate problematic regions in the deformed
template. On the left, we a have a front view which presents overall acceptable results, except for the
top part where the template deforms too much due to the outliers. On the right, we see the template
collapsing both on the top and bottom of the ear due to the lack of posterior points on the target.

4.2 Metrics and datasets

4.2.1 Datasets

Missing data

The obtained scans of the Head Dataset have missing points, not only uniformly spread, but also

concentrated in particular regions of the ear which are more difficult to capture by the scanning process.

Therefore, in the Ear Dataset we introduce

• Uniform missing data: by randomly removing data points from the entire shape, with a ratio of

0.2, i.e. we uniformly remove 20% of points in the whole shape.

• Structured missing data: by randomly removing data points from a particular area, with a higher

ratio of 0.8. This consists of a single region, manually defined on the inner and bottom part of the

ear and identified by observation of the Head Dataset, aiming at replicating it as close as possible.

Outliers

The ear region of the Head Dataset also contains outliers (points with no correspondence in the

template), both uniformly spread and distributed in a structured manner. In particular, the structured

outliers come from the fact that when we cut the ear portion from the entire head of the scan we do not
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Initial registration 

 

RANSIP 

 

Main goals 

- Rough correspondence 

- Removal of evident 

outliers 

Registration refinement 

 

BCPD 

 

Main goals 

- Refined correspondence 

- Identification of missing 

data 

Shape completion 

 

Gaussian Process Regression 

 

Main goals 

- Prediction of  missing 

parts of the shape 

Figure 4.2: Pipeline scheme. In red we observe the template being registered to the target shape in green.
The top image shows the initial position of both point clouds, where we can see that there is considerable
rotation and translation between them. The first step is the initial registration which should place both
shapes in a reasonable aligment and remove the most clear outliers, in general the points of the skin
around the ear. The result of this step is depicted in the second image, where the green points are the
inliers kept from the initial target. Afterwards an improved correspondence is achieved by allowing no-
rigid deformations with BCPD. Finally, the points of the template without correspondence are predicted
with Gaussian Process Regression, producing the red shape in the final picture, thus originating the
Reconstructed Dataset.
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know exactly which points belong to the ear, and consequently include some extra points, as one can see

in Figure 4.3(b). Therefore, in the Ear Dataset we add

• Uniform outliers: by introducing additional points over a bounding box containing the entire shape,

with a ratio of 0.1.

• Structured outliers: by introducing additional points over a particular area of the shape, with a

higher ratio of 0.4. This regions were manually defined in order to cover the skin around the ear

found in most scans, as observed in the example shape of Figure 4.3.

Measurement Noise

For each point in the Ear Dataset we introduce Gaussian noise with zero mean and a chosen variance,

so that they are slightly displaced, to simulate the lack of complete accuracy in the screening process.

Simulated dataset

Altering the original data of the Ear Dataset with the previously stated processes, we obtain a noisy

dataset (denoted as Simulated Dataset) that should replicate the point clouds obtained from the real

head scans. Figure 4.3 exemplifies this process, showing the mean shape of the ear model (left) and the

tampered ear produced from the original data (right), attempting to replicate the problems.

(a) Mean shape of the Ear Dataset (b) Shape from the Simulated Dataset

Figure 4.3: Representation of the Simulated Dataset, obtained from the Ear Dataset as described in
Section 4.2.1. The mean ear of the latter is represented to provide a visual comparison. The most
noticeable features are the outliers surrounding the main shape and the extensive missing region on the
bottom part.

4.2.2 Registration metrics

Often the registration methods focus on minizing the distance between both shapes. However, this

may be misleading in some cases, especially when dealing with extensive missing points and outliers.
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We propose to simultaneously look at four different metrics, which together allow us to get a good

picture of the results and ensure that one of them is not minimized (or maximized) at the cost of others.

Furthermore, we will focus on different metrics at different points of the pipeline.

Metrics for registration focusing on measurement noise

We consider two different metrics to evaluate the registration results :

Fraction of correspondences. Computed as the number of correspondences found over the total

number of points in the template for which a correspondence exists. We want this to be as close to 1 as

possible. A common metric for similar cases would be the Jaccard Index, where given two sets (A and B)

we compute the similarity between them as |A∩B|
|A∪B| . In our case, if A is the set of points of the template

and B the set of the target, our metric could be expressed in this notation as |A∩B|
|A| . We use the latter

since the template corresponds to the ground truth and we want to relate all samples to it, regardless of

the number of points of each target.

Distance error. For each point in the template we identify the true correspondence in the target

and the registered point by the method, computing the Euclidean distance between them. The true

correspondence is possible to retrieve since the original Ear Dataset is registered. This metric then

expresses the average distance for all points in the shape. So, given the template point cloud with NT

points, the original target point corresponding to the i-th point given as si ∈ S and the registered target

point given as s̃i ∈ S, this error is expressed as

D = 1
NT

NT∑
i=1
∥si − s̃i∥.

The two previous metrics must be evaluated simultaneously since we want to identify as many points

of the template as possible (fraction of correspondences), but we also require them to be correctly matched

(distance error).

Metrics for registration focusing on outliers and missing data

We need to specifically evaluate the performance of the methods when it comes to identifying outliers

and missing data, given that these are the two main challenges in our data. For this purpose, we will use

metrics typically used in classification problems, since we are essentially classifying each point as either

inlier, outlier or missing. Therefore, taking as an example the outliers, we define

• True Positives (TP) as the outliers identified as such;

• True Negatives (TN) as the non outliers identified as such;

• False Positives (FP) as the points incorrectly classified as outliers;

• False Negatives (FN) as the outliers not identified as such.
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Considering this, we define the following metrics

• Precision (or Specificity) = T N
T N+F P (expresses the ability to correctly identify non outlier);

• Recall (or Sensitivity) = T P
T P +F N (expresses the ability to correctly identify outliers).

In the same way, we consider these metrics for missing points.

4.3 Registration methods

In this section we will review the most relevant types of registration methods, as we search for one

fitting the ears characteristics. On one hand, this is meant to explain the essence of each method to be

used in the following sections and motivating future choices, so we will detail generic formulations of the

algorithms. On the other, we will focus on the most used algorithms in shape modelling pipelines. Nat-

urally, there are many variations of each presented method, which we will not cover in this introduction.

More thorough expositions of registration methods can be found in survey papers [69–71].

In the same way as before we consider the template T ∈ RNT D,to be registered to the target shape

S ∈ RNSD. As briefly introduced in Chapter 2, the registration problem consists of simultaneously finding

the deformation and permutation of the points of T that minimize a cost function expressing the shape

difference between T and S.

Usually, registration methods are split into three different categories: Iterative Closest Point based

methods, Probabilistic methods and Graph methods, as they approach the problem in different settings.

We shall follow this division. However, we focus more on the first group as they closely relate to the

method that we proposed for the initial registration.

4.3.1 Iterative Closest Point based methods

One of the most popular registration method class is the Iterative Closest Point (ICP), first proposed

in 1992 [104], which has since then originated multiple variations [105, 106]. The main idea behind this

approach is to iteratively select a point match for each template point and, given that selection, compute

the optimal transformation of the template to minimize the distance function.

In its original formulation, ICP restricts the deformation of the template to rotations Γ and transla-

tions p and minimizes the sum of the squared distances between corresponding points. Therefore, it is

expressed as

min
Γ∈SO(3),p∈R3

Ns∑
i=1
∥Γti + p− si∥2, (4.1)

where

si = argmin
sk∈S

∥Γti + p− sk∥. (4.2)

The solution is obtained by solving (4.1) for fixed si and (4.2) for fixed Γ and p, iteratively. Both problems

can be easily solved. The former has a closed form solution, as it corresponds to the Orthogonal Procrustes

problem in (2.4) and can be obtained with SVD, for instance. The closest points in (4.2) are usually
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obtained with k-D trees [107] for an efficient search. Nonetheless, ICP presents two main drawbacks. On

one hand, it is non-convex and has been found to get easily trapped in local minima, thus being rather

sensitive to initialization. On the other hand, the L2 cost function used by ICP is known to struggle in

the presence of outliers, a common occurrence in registration problems. Therefore, one can generally say

that ICP will perform well when the two point sets have a reasonable initial alignment and each point in

T has a valid correspondence. Unfortunately, this is not the case for many problems, hence the need for

variations.

One option is to consider different functions, i.e. we can formulate ICP more generically as

min
Γ∈SO(3),p∈R3

Ns∑
i=1

ρ(∥Γti + p− si∥), (4.3)

and consider different loss functions, given as ρ. This can be interpreted as attributing different weights to

each pair of points. In that light, we have hard rejection of outliers, where ρ has a binary assignment, or

soft rejection, where ρ is a continuous variable. Hard assignment may be based on a maximum distance

between paired points, an exclusion of pairs on a pre-determined lower percentile, a pair containing

a boundary point, amongst many others [105]. Soft rejection has been implemented with the Huber

function, for instance. An interesting comparison between different cost functions is found in [108].

An important variation to the error metric is point-to-plane ICP [109] (as opposed to point-to-point

in (4.1)) where the cost does not correspond to the distance between two points, but rather to a point

and the tangent plane of the corresponding point. The problem becomes

min
R∈SO(3),p∈R3

Ns∑
i=1
∥(Γti + p− si) · nsi∥2,

where nsi is the normal vector computed at the target point si. The method has been found to present

faster convergence, but to have a smaller basin of convergence [106], thus being more sensitive to the

initial shapes position.

Since the previous methods find a local solution, they often assume an initial coarse alignment by a

different method [110]. However, there have been attempts to find global solutions. A popular method

is Go-ICP [111] where the authors use a branch and bound strategy, to minimize the original ICP cost

function with the L2-norm. The method can be extended to have robustness to outliers based on trimming

and the authors state that it can be extended to other cost-functions.

Another strategy proven to cope well with outliers is the use of Random Sample Consensus (RANSAC)

[112] based methods [113, 114]. When applied to the registration problem, it entails repetitively sampling

both point clouds and estimating the transformation parameters based on those subsets. The main idea

is that there is a certain probability of picking all inliers and after a certain number of repetitions, the

correct transformation will have been observed. The critical point is in how to sample points, so that

fewer iterations are necessary. Note that to reach a good transformation we need to find inliers for both

clouds and they must form a match, this often means that many iterations are required. The number

of iterations may be reduced but this is at the cost of more complex sampling strategies which increase
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the computation time of each repetition. A recent and state-of-the-art RANSAC method is Semidefinite-

Based Randomized Approach (SDRSAC) [114], where sampling is based on graph matching applied to

subsets of points, generally enforcing the idea that matching pairs of points in both clouds must have

similar distances between them.

Non-rigid variation

While the original formulation is restricted to rigid transformations, ICP can be extended to non-rigid

ones, as done in the optimal step non-rigid ICP (NICP) proposed in [115]. It is assumed that each point

ti in the template may undergo a local affine transformation represented by a transformation matrix

Ai ∈ RD×(D+1), so that the parameters are contained in a matrix A = [A1, . . . , ANT
]T ∈ R(D+1)NT ×D.

The cost function is then defined as

E(A) = Ed(A) + αEs(A) + βEl(A), (4.4)

where α, β are parameters and Ed(A), Es(A) and El(A) are three different cost terms to be defined

below.

The first term of (4.4) minimizes the weighted squared distance between the deformed template and

the target,

Ed(A) =
NT∑
i=1

wi∥Aiti − si∥2,

where si is obtained with (4.2) in the usual way. A correspondence is dropped, i.e. wi is set to zero,

if the target is on a border of the mesh, the angle between normals is larger than a fixed threshold

or the line between the transformed point and the correspondent target point intersects the deformed

reference shape. Consequently, this uses the L2-norm of the original ICP, except that each point can

move independently and there are many more parameters to be estimated. Therefore, a restriction to the

deformations is necessary and implemented with the regularization term Es(A). It penalises the weighted

difference of the transformations of neighbouring vertices, with a parameter balancing the rotational and

skew transformations against translation.

Es(A) =
∑

{i,j}∈E

∥(Ai −Aj)G∥2
F ,

where ∥ · ∥F is the Frobenius norm, E are the edges connecting neighbouring vertices and G is a diagonal

matrix diag(⊮T
D, γ), with γ controlling the translation versus rotational and skew deformations. The final

term guides the registration with landmarks as

El(A) =
L∑

l=1
∥Alt

∗
l − s∗

l ∥2,

where
{

(t∗
1, s∗

1), . . . , (t∗
L, s∗

L)
}

are a set of L landmarks.

Over the iterations, NICP takes a sequence of decreasing α in (4.4), such that as the position of the
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template improves, the points have increased freedom to move independently.

4.3.2 Probabilistic methods

A different approach to the registration problem is a probabilistic formulation, where the most rep-

resentative method is the Coherent Point Drift (CPD) [85]. The template points, upon an appropriate

transformation, are assumed to be centroids of a Gaussian Mixture Model (Appendix A.2), generating

the target points. The probability density function for this scenario is therefore given as

p(sj) =
NT∑
i=1

P (ti)p(sj |ti),

where p(sj |ti) = 1
(2πσ2)D/2 exp−∥sj−T (ti)∥2

2σ2 , with σ2 the noise variance and T (ti), the i-th template point

after a transformation. Point T (ti) can be obtained through rigid, affine or non-rigid deformations,

leading to different CPD algorithms. It is assumed that the probability of each point sj belonging to

centroid i is equal, so P (ti) is set to 1/NT . Outliers and noise are accounted for with an additional

uniform distribution, such that the final density function is

p(sj) = w
1

NS
+ (1− w)

NT∑
i=1

1
NT

p(sj |ti),

where w ∈ (0, 1) is the prior probability that point sj is an outlier. With an i.i.d. assumption, the

likelihood is given as

L(θ) =
NS∏
j=1

[
w

1
NS

+ (1− w)
NT∑
i=1

1
NT

p(sj |ti)
]

,

where θ includes the transformation parameters to compute T (ti) and σ2.

The parameters are found with the Expectation-Maximization algorithm [116]. In practice, this

corresponds to an E-step where we compute the posterior, which can be understood as finding the

correspondence in ICP, but in a probabilistic way. Followed by the M-step where we compute the

transformation parameters given the correspondences, which can be understood as a weighted ICP.

Regarding the non-rigid CPD formulation, the transformation is given as

T (ti) = ti + δi, (4.5)

where δi is a displacement vector. The regularization on deformations is enforced with a Gaussian kernel,

meaning that the centroids move coherently, i.e. nearby points observe similar deformation vectors. The

degree of smoothness enforced is controlled by additional parameters.

While still considered state-of-the-art, CPD does not handle particularly well outliers, missing data

and different number of points between both point clouds. Consequently, variants of CPD have been

developed in recent years to attempt to deal with such drawback [117–121], some restricted to rigid

registration [122–124]. Examples of variations include enforcing preservation of local structure through

k-connected neighbours [125] or assignment of different membership probabilities [119].
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A state-of-the-art variation of CPD is the Bayesian CPD (BCPD) [126]. Unlike CPD, the transfor-

mation is defined as T (ti) = βΓ(ti + δi) + p, where β is a scale factor, Γ a rotation matrix, p a translation

vector and δi the displacement vector representing a non-rigid deformation. They formulate a joint

distribution for the target points, but also for explicit correspondence vectors between the two shapes.

Besides, the motion coherence is expressed as a prior distribution on the displacement vectors instead

of a regularization term and the optimization is not based on EM algorithm, but rather on Variational

Bayesian inference (VBI). Further insight and mathematical details are left for Chapter 5, where this will

be covered in detail.

4.3.3 Graph based methods

Correspondence can also be found through graph matching where generally each vertex represents a

point in the point cloud. Graph matching methods can be of first, second or higher order. First order

methods, using only information about each vertex, have been replaced by higher order methods and are

not commonly used at the moment. Second order methods [127, 128] try to match both vertices and

edges, while higher order methods [129, 130] include extra information such as angles between vertices

and have the advantage of being invariant to scale and affine changes. Both can be formulated as a

Quadratic Assignment Problem (QAP), which is NP-hard. Thus, most graph matching approaches are

limited to a small number of nodes (at most in the order of hundreds) and are therefore not suitable for

this application, since our point clouds have thousands of points.

4.4 RANSIP

The initial registration is a preliminary step which should place the template in an approximated

position, i.e. remove most of the effects of translation and rotation, so that we can use the non-rigid

registration algorithms. The main problem, other than missing data, is the extensive presence of outliers.

These two factors make the problem extremely difficult. We propose an heuristic method, based on some

considerations for our specific data, which will be seen to work well when compared to the approaches

previously described.

Despite the many variations of ICP, it is quite challenging to determine the most appropriate choice in

each scenario and their performance is highly dependent on the particular characteristics of each dataset.

For our setting, we have found that the best outlier rejection policy is based on a maximum distance and

the angle between normals of corresponding points, as proposed in [131]. To deal with local minima we

employ a randomized approach, which can be considered as a simplified version of RANSAC methods

[114]. Throughout this section we shall motivate our choices and describe the detail of our heuristic

method, which we call RANSIP.

We propose ICP according to (4.3), with the following cost function

ρ(xi) =

x2
i if xi < dmax and sin(θi) < sin(π/4)

0 otherwise
(4.6)
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where θi is the angle between the normal vector nti
at ti and the normal vector at si, nsi

, so that

sin(θi) = ∥nti
× nsi

∥
∥nti∥∥nsi∥

,

where x×y is the outer product between vectors x and y. Because this is a hard rejection criterion, there

is still a closed-form solution for (4.1), so that our optimization problem can be easily solved with any

state-of-the-art implementation of ICP. Note that both (4.1) and (4.2) keep their original formulation,

with the difference that some pairs will be excluded from (4.1), upon application of the rejection policy

given by (4.6). Normals are computed with the Open3D library [132], by taking adjacent points and

calculating their principal directions, through covariance analysis.

We then run ICP multiple times, with different initial positions for the template. The translation

is taken as the difference between the center of mass of both shapes, but the rotation matrix is picked

randomly. We take the result with the highest number of inliers, where inliers are counted according

to (4.6). One will wonder whether a more elaborated strategy would benefit the search and reduce the

number of iterations, as in usual RANSAC methods. However, the overlap ratio between our shapes is

extremely low and the probability of picking only inliers which correspond would be very low. Therefore, it

pays-off to avoid the complex and long computations for point selection, by doing several ICP iterations,

which are considerably cheap in terms of computational time, since we keep the closed-form. This

approach also has the advantage that the initial position of the shapes is irrelevant to the outcome.
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Figure 4.4: Different criteria to evaluate the final position of the template shape. For this experiment,
ICP is run for a fixed number of times, with random initialization on the rotation. Average of results for
50 different shapes in the Simulated Dataset. RANSIP inliers are the inliers respecting both distance
and normals alignment criteria, while Total inliers only refers to the former; RMSE is the root mean
squared error.

In Figure 4.4 we show a motivating example for our choice of outlier cost and why a more trivial one

is not suitable for this kind of data. For this setting, we run ICP several times, with only a maximum

distance criterion for inliers and the random initialization as previously described. The results (i.e., the

final transformation of the template) are then compared to the true (completed) target. This evidences

60



why a straightforward application of methods with the L2-norm standard criterion are not applicable.

Having established a good correlation between our metric and the correct template positioning, we

need to determine how many iterations are necessary for such configuration to appear, given our random

initialization. In resemblance to RANSAC methods, we want to find the parameters leading to the

maximum number of points conforming to our model, but we can not apply the same stopping criterion.

In that case, the number of necessary iterations is computed according to the probability of selecting

inliers given the current estimate, i.e., best value achieved. However, we do not subsample the shape at

any point, so the reasoning becomes meaningless. Instead, we compute the cumulative average of inliers

found up to the current iteration, as well as the cumulative standard deviation (std). We assume that,

upon a stabilization of those statistics, we will be able to identify the best configurations as the ones

lying above a certain ratio of std with respect to the average. Figure 4.5 provides a visual explanation

of the stopping criterion and the pseudo-code for RANSIP is found in Algorithm 4.4.
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Figure 4.5: RANSIP stopping criteria for an average shape. We represent the evolution of the cumulative
average of inliers found (solid green line), to which different ratios of the correspondent std were added
(dashed lines). The scattered points represent the number of inliers in each individual iteration, classified
according to thresholds on the true distance error. We note that although some transformations with
small error are not identified by our metric, the ones above a certain level of std (in this case 1.5)
always depict good positioning of the template. In this case, the number of iterations corresponds to
the minimum, as the inlier metrics had already stabilized. Naturally, more favourable and unfavourable
scenarios exist where the classifications are, respectively, more and less separable.

4.5 Registration results

4.5.1 Initial registration

In this section, we apply different state-of-the-art registration methods to the Simulated Dataset. The

goal is to roughly register the samples, ideally keeping all the points belonging to the ear and identifying

the outliers. We choose methods from different areas, both rigid and non-rigid, to understand which ones
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Algorithm 1 RANSIP algorithm
Input: S, T, dmax

1: Compute normals for nS for target shape
2: Compute translation pCM = SCM − TCM

3: iter = 0, stop = False
4: while iter < iterMAX or stop == False do
5: Get random rotation matrix ΓR

6: Compute transformed template T̃ with pCM and ΓR

7: Compute normals for nT for current template
8: Perform ICP with cost function in (4.6)
9: Compute current number of inliers NI

10: Update cumulative inliers mean and variance: N̄I and var(NI)
11: if NI > Nbest

I then
12: Nbest

I = NI

13: end if
14: if iter > iterMIN and Nbest

I > N̄I + εvar(NI) then
15: stop = True
16: end if
17: end while

are more suited to overcome our data problems. Two fundamental methods are ICP [104] for the rigid

registration and CPD [85] for the non-rigid counterpart. These methods are considered state-of-the-art

but not particularly suited to the data problems we find in this situation. Therefore, we further consider

more recent variations for both cases: NICP[115] (the non-rigid version of ICP) and BCPD [126] (the

Bayesian formulation of CPD). Note that BCPD incudes both rigid and non-rigid explicit transformations.

Given the susceptibility of ICP-like method to local optima, we also test two randomized methods: the

SDRSAC [114] and our proposed approach RANSIP.

The registration methods take as input the template (i.e., the mean shape of the Ear Dataset) and

a target shape from the Simulated Dataset, providing the deformed template that best fits the target.

CPD, BCDP and SDRSAC explicitly provide the correspondence for each template and, consequently,

the classification of outliers. For the remaining methods, correspondence is retrieved by taking the closest

point, within a maximum distance threshold. For each of the algorithms and scenarios, an extensive study

was performed in order to find the optimal parameters, including the distance threshold. The results

presented bellow correspond to the parameter combination leading to the best performance in each step.

Furthermore, we compare the results with a so-called best case scenario. This consists of registering the

original Ear Dataset without missing data, outliers or noise, with the template appropriately positioned

with respect to the shapes in the dataset. Note that under this setting, there should be a one-to-one

correspondence for every point and the global optimum should be close to the initial position.

Figure 4.6 provides the general metrics for this setup, comparing all the methods both for the real

and best case scenarios. Figure 4.7 depicts the outlier and missing data metrics only for the real case, as

they are not relevant otherwise.

ICP and NICP

It is immediately evident that ICP does not cope well with the real case scenario. This is natural,

since ICP can easily be trapped in local optima and the prevalence of data problems creates more local
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Figure 4.6: Distance error for the initial registration with each of the different methods, for the realistic
and best case scenarios.
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Figure 4.7: Precision and recall for outliers and missing data, for each method considered in step 1. In
general, missing precision is high and similar for all methods, meaning that not a lot of inliers are being
discarded as missing. However, several methods, have a low recall meaning that they are not correctly
identifying missing regions and are establishing matches for points of the template that do not have it.
Outliers recall is generally high, meaning that most outlier points are detected but often many others are
incorrectly considered (low precision).

optima. That is, with ICP the template easily falls into positions far away from the ground truth.

However, for the best case scenario, where the template is in the correct initial position and there

is a one-to-one correspondence we expect ICP to perform well, and that is indeed the case. In fact,

the distance error for this case (around 2mm) is an important value as it tells us that, limited to rigid

deformations, this is the best error we can expect to find and it is due to the shape differences between

the template and targets.

Regarding the correspondences fraction, it is noted that the original version of ICP (used here) allows

for a point of the target to be associated with more than one point of the template. Consequently, in

the best case, where both point sets have the same number of points, the fraction is around 1. In the

real case, if a point in the template does not have a correspondence on the target (missing data), it will

be associated to another point as long as is stays within the defined threshold, even if the target point

was already associated to another template point. This means we will find more correspondences than

we should and explains the value over 1. The latter conclusion is further evidenced by the missing data

recall of ICP in Figure 4.7. The low value for this metrics expresses the restricted ability in detecting

missing points.
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NICP performs considerably better than ICP, but it should be noted that it receives a mesh instead

of a point cloud, thus making it an unfair comparison with respect to other methods. The distance error

is only surpassed by BCPD and RANSIP, although the fraction of correspondences is considerably away

from the desired value 1, which is naturally related to the low missing data precision. Nonetheless, the

outliers precision and recall achieve the best values out of all the considered methods.

SDRSAC and RANSIP

Both SDRSAC and RANSIP are composed of several runs of ICP. Therefore, without any data

problems they should have a similar performance as the latter, as indeed is evidenced by Figure 4.6 for

the modified version. The original one has a higher distance error and this could be explained by the fact

that we are introducing a random initialization when the original one was already good. Meaning that

the cost considered by the SDRSAC is not the most adequate for our data, as it does not detect the best

transformation as such.

Looking at the real case, the fact that ICP is run several times helps in avoiding the local optima

trapping, leading to an increased performance for the initial registration, as shown by the distance error

of RANSIP. The correspondence fraction is still considerably above 1, for the reasons already stated with

respect to ICP. When it comes to SDRSAC the performance is still better than the ICP, but again it is

evident that the cost is not the most adequate for this situation.

Regarding Figure 4.7, we notice that both outlier metrics and missing data precision are close to

1 (being this the desired value), while missing data recall is very low. This is again related to the

correspondence fraction as explained for ICP. However, since the goal of this first step is to remove the

majority of outliers, this low value does not prevent the use of the method.

CPD and BCPD

For the best case scenario, CPD performs slightly worse than rigid methods such as ICP or SDRSAC.

In this case, the non-rigid deformation does not seem to help in the registration, which could be due to

the fact that the dataset does not have enough variability. That is, as the data was sampled from the

model, the shapes are considerably similar amongst themselves and rigid deformations to the template

are enough for a small distance error.

CPD does not handle well the real data. Despite the low value of distance error when compared with

ICP, we see that this is achieved due to the low fraction of correspondences found (Figure 4.6). This is

in accordance with the low outlier precision in Figure 4.7, showing that a high number of non-outliers is

being identified as outliers.

Unlike CPD, BCPD seems to improve the distance error when compared to the non-rigid methods,

which would disprove the justification given for the CPD increase. However, the correspondence fraction

for BCPD is lower than for the others (around 90%), which means it is wrongly discarding points as

outliers, thus obtaining a lower distance error.

When it comes to the real case, BCPD performs well, achieving a distance error slightly above the

best case of the rigid methods and even below the best case of CPD and NICP. This does not come at
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the cost of the correspondence fraction as this value stays close to 1 (Figure 4.7).

4.5.2 Registration refinement

The output from the first step allows us to remove the majority of the outliers and only keep the

non-outliers identified by each method. Given the previous results, we take only the BCPD and RANSIP

outputs. Despite having superior outlier metrics, NICP has a considerably higher distance error, entailing

that the initial position of the template would be further from the optimal one. Upon (effective) outlier

removal, all the methods are expected to increase their performance, when compared to the initial scenario

(Section 4.5.1).

Therefore, we test each of the previous approaches for both BCPD and RANSIP outputs. The

template consists of the mean shape from the Ear Dataset rotated and translated, according to the

transformations estimated in Section 4.5.1, for each shape of the dataset. The transformed template

is then registered to the shapes in the Simulated Dataset, where outliers have been removed, according

to the classification retrieved in Section 4.5.1. Figure 4.8 shows the distance error and the fraction of

correspondences and Figure 4.9 the outlier and missing data metrics, respectively.

Regarding ICP, we note that even with the removal of the outliers, the remaining data problems still

prevent the method from achieving an acceptable performance. CPD, on the other hand, benefits from

this removal and is able to express lower values for the distance error, although it has a correspondence

fraction considerably above 1.

For almost any metric and any subsequent method, we notice that RANSIP in the first step produces

the best performance. Consequently, this is selected as the method for the first step of the pipeline.

Regarding the choice for the second step, we are particularly interested in achieving good performance

on the missing data metrics, as it will allow us to correctly identify where to do shape completion in

the subsequent step. Looking at Figure 4.9, we conclude that the precision is similar across the different

strategies, meaning that non-missing points are correctly identified as such, so we are not losing important

information. However, when it comes to the ability to detect the true missing points, expressed by the

recall, most approaches present low values, with the exception of ICP and BCPD.

The comparison between CPD and BCP is pertinent. After the outlier removal, CPD manages to

achieve competitive values of distance error with respect to BCPD. However, it is not able to cope well

with missing data and ends up attributing correspondences to template points that should not have one.

This increases the fraction of correspondences and decreases the recall for missing data.

4.6 Shape completion

4.6.1 Approaches

Given the amount of missing data in our scenario, after the registration step a large percentage of

points in the template will have no correspondence in the target. In order to relate the complete shape

of the ear with the head, we would like to first complete the missing data. Of course the completion can
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Figure 4.8: Distance error and fraction of correspondences metrics for the registration refinement with
each of the different methods. Registration refinement refers to application of each method upon outlier
removal and template re-positioning with either BCPD (blue) ro RANSIP (red). A comparison with
registration from the original raw data (green) is also provided as baseline.
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Figure 4.9: Outlier and missing data metrics, for the registration refinement with each of the different
methods. Registration refinement refers to application of each method upon outlier removal and template
re-positioning with either BCPD (blue) ro RANSIP (red). A comparison with registration from the
original raw data (green) is also provided as baseline.

be helped by some information on the shape but this would require a previous model, taking us back

to the chicken-and-egg problem mentioned before. Therefore, we consider three alternatives which entail

different levels of prior information on the shape.
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Deformed template from the registration method

Under this option, we take the transformed template from the registration method and see how well

it resembles the original target. The main advantage is that this uses the generic transformation model

defined by the registration method and does not require any previous knowledge on the shape. On the

other hand, this lack of information is expected to lead to shapes less similar to ears.

Probabilistic PCA

An option to counteract this problem is to use a previous model of the ear shape. After we establish

correspondence for the existing points, it is possible to predict the remaining ones with Probabilistic

PCA (PPCA) [133] as suggested in [134]. This of course assumes a previous model for which we will

use the PCA model obtained from the Ear Dataset. The PPCA model follows a similar structure to

Equation (2.7), but it has a probabilistic derivation, so that

s(α) = Wα + s̄ + ϵ, (4.7)

where the additive noise follows ϵ ∼ N (0, σ2INT D). The model components are found with maximum

likelihood estimation and the results are very similar to the ones described in Section 2.2.1 (see [134] for

further details).

After registration we can split the target point set into S = [Scorr, Sout], where Scorr are the points

with correspondence in the template and Sout the remaining ones. In the same way we split the template

into T = [Tcorr, Tmiss] and the model matrices into W = [Wcorr, Wmiss] and s̄ = [s̄corr, s̄miss]. Naturally,

the dimensions of the matrices with the same subscript are coherent, in particular, Tcorr ∈ RC×D,

Wcorr ∈ RCNT ×P (recall P to be the number of components kept from the PCA model) and µcorr ∈ RCNT .

The goal is to obtain the full shape S from Scorr.

We can express the distribution of the target shape points as

p(S) = p
(
Smiss, Scorr

)
= N

(s̄miss

s̄corr

 ,

WmissW T
miss WmissW T

corr

WcorrW T
miss WcorrW T

corr + σINT D

)

and obtain the distribution of α given the known points Scorr as

p(α|Scorr) = N
(
M−1W T

corrσ−2(Scorr − µcorr), M−1), (4.8)

where M = σ−2W T
corrWcorr + IP . The prediction for the complete target shape is obtained by inserting

the mean from (4.8) into (4.7).

Gaussian Process framework

The disadvantage of the previous option is that the initial PCA model limits the shape space. It

would be ideal to include some shape information but still allow for some freedom in shape matching.

67



We will apply GPR to predict the full shape, as introduced in Section 3.4.4.

We use the Empirical kernel KP DM (x, x′) introduced in (3.16) and computed with the Ear Dataset,

together with the SE kernel KSE(x, x′) introduced in (3.17). We build the additive kernel

Kmodel(x, x′) = KP DM (x, x′) + KSE(x, x′), (4.9)

which will enforce both the data learnt deformations and the coherent movement of nearby points, thus

increasing the flexibility of the initial sample kernel.

4.6.2 Results

For this step, we take approximately 10% of the Simulated Dataset as shapes to be predicted and use

the remaining shapes in the Ear Dataset to build the models. Points identified in Section 4.5.2 as having

a correspondence are taken as observations, while the remaining points are missing data to be predicted

according to the approaches described above. The necessary parameters for each method were tuned by

grid search.

Figure 4.10 shows the reconstruction error between the complete targets after prediction and the

original shapes from the Ear Dataset, for each of the three alternatives. We consider as baseline the

mean shape used for the reconstruction of each shape. We can see that the only option with lower error

with respect to the baseline is the PPCA. The fact is that given the way the dataset was built, the

samples do not present an increased variability. This also explains why the GP approach performs so

poorly, since we increased the variability of the model with the Gaussian kernel but we are predicting

shapes which are very similar to our PCA model. However, this does not mean that in the real case the

GP will perform worse, as we expect the ear from the Head Dataset to present more variability. For this

reason, in the next section we apply the whole pipeline to the latter dataset.
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Figure 4.10: Comparison of the reconstruction error with the different shape completion options. The
error with respect to the mean shape is used as baseline.
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4.7 Full pipeline

Finally, we apply the complete pipeline to real ears from the Head Dataset. Evidently there is no

ground truth, so it is not possible to obtain quantitative metrics. Therefore, we evaluate the results by

empirical observation in Figure 4.11.

(a) Deformed template from registra-
tion

(b) PPCA (c) GP

(d) Deformed template from registra-
tion

(e) PPCA (f) GP

(g) Deformed template from registra-
tion

(h) PPCA (i) GP

Figure 4.11: Example of application of the full pipeline to three real scans of the ear. Each rows depicts
the results of a different scan with the shape completion by deformed template from the registration (left
column), PPCA (middle column) and GP regression (right column). In each picture, the green shape
corresponds to the original scan and the orange one to the shape predicted by the respective approach.

As expected, the PPCA approach guarantees to produce a smooth ear shape, but the variability

in the model is not enough to correctly complete the shape when the latter is too different from the
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dataset samples. The deformed template from the registration solves this problem in part but, since it

has no further information on the shape, suffers too much deformation. The GP framework is a good

compromise between the two previous options, as it includes a prior on shape, while the augmentation

through the Gaussian kernel provides additional flexibility. Consequently, unlike the PPCA approach, it

is able to reach deformations not previously seen on the training dataset, such as the detail presented in

Figure 4.13.

However, there are still shortcomings on the final shape, as in some parts it is not adequately fitted to

the target. This suggests that further work can be done in finding a more appropriate kernel or including

further steps on either the registration or shape completion steps.

(a) PPCA (b) GP

Figure 4.12: Mean shape of Reconstructed Dataset with PPCA and GP. The visual differences are not
extensive and found mostly on the inner region of the ear. The overall shape is also more elongated
in the PPCA result and presents a different curvature on top. Nonetheless, both shapes are reasonable
examples of a human ear, as desired.

After this visual comparison, we analyse the full produced datasets for both GP and PPCA shape

completion. The primary goal is to compare both approaches and confront them with the equivalent

metrics on the Ear Dataset. We apply Generalized Procrustes Analysis (GPA) to all of the datasets in

order to study only shape differences. After this, we compute the mean shape of each one (Figure 4.12)

and the deformation each point suffers with respect to it, i.e., the Euclidean distance between the corre-

spondent point of the mean shape and each sample of the dataset (Figure 4.14). We observe the average

deformation over the full shape and over the same point on each shape of the dataset, represented in

the boxplots of Figure 4.14. We also represent the latter over a 3D plot of the mean shape of the Ear

Dataset (Figure 4.15), so that we can visualize where the deformations occur. Looking at the average

shape deformation we see that all the three datasets present similar values, with the Ear one having a

slightly increased average. On the other hand, the GP one has fewer shapes similar to the mean one,

while the PPCA one has a similar distribution with respect to the Ear, except it has less different shapes

in general.

At this point, we may ask whether the overall shape differences in the Reconstructed Dataset are

caused by a particular region which is not correctly fitted or registered, since we have observed that this

is still a limitation of the pipeline. Observing the average deformation over point (Figure 4.14 on the
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right), we observe that this is not the case given that even the regions with lower average deformation have

an acceptable value and are not being compensated by regions of increased one. Looking at Figure 4.15,

while the PPCA and Ear Dataset have a small region of very high deformation, this is not present in the

GP, indicating that possibly we need to allow for more deformation on the GP prior. On the other hand,

we see that the latter has higher large deformations on a large region of the bottom of the ear. This is a

positive outcome, as one of the main obstacles we have found was the fitting of such area.

(a) PPCA (b) GP

Figure 4.13: Detail of shape completion step with PPCA and GP for the same sample. The green shapes
correspond to the original scan and the orange ones to the shape predicted by each approach. Looking at
the small protuberance on the bottom of the ear, it is clear that the PPCA model does not have enough
variability to properly deform the template. On the other hand, the augmented kernel of the GP is able
to provide the necessary variability, when given the same correspondences as the PPCA model.

We also look at the most different shapes of the Reconstructed Datasets on Figure 4.12, that is the

shape with higher average deformation with respect to the mean shape. As expected, while the PPCA

has no unexpected deformations, the GP has a problematic upper area. This is observed rather frequently

and calls for an improvement on the registration procedure with GP, since the problem lies in the fitting

of the posterior part of the ear to the skin, incorrectly identified as inlier. This also means that part of

the variability observed in the region on Figure 4.15 is due to the incorrect registration and will decrease.

However, an improved process will allow for more deformation of the template, leading to complete fitting

to the target shape, which is still a limitation, as seen in Figure 4.11.

4.8 Concluding remarks

Taking the previous results into account, we propose the final pipeline composed by an initial registra-

tion with RANSIP, a registration refinement with BCPD and GP regression for shape completion, with

an empirical and SE kernel. The proposed approach is able to complete the ears from the Head Dataset,

although it still lacks some accuracy in matching the final shape. We expect the pipeline to extend to

other datasets with similar limitations, and although not considered in our work, it would be a natural

next step.

A particular point of remark is the confirmation of our initial assumption that GP constitutes a

promising framework to deal with the extreme challenges of the ear point clouds. Despite still showing

some limitations, this serves as a starting point to test further improvements on either the registra-

tion/fitting or modelling, given that the GP shape formulation is highly flexible. The registration could

without a doubt benefit from a more integrated approach, which we will explore over the next chapter.

Furthermore, from the output Head Dataset with the complete ears, it is also possible to obtain a
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(a) Mean deformation averaged over shape
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(b) Mean deformation averaged over point

Figure 4.14: Box plot of the deformation of each point with respect to the mean shape, averaged over
the shape or the same point of all shapes. The former metric expresses how different are on average
the reconstructed shapes, while the latter indicates how this variation is spread across the shape points.
From the first plot it is evident that PPCA leads to a dataset with reduced variation compared to the GP.
In particular, the shapes with inferior average deformation lie near the first quartile of the PPCA ones.
The second plot assures that the variability comes from different points of the shape and not a particular
region of increased variation. However, it should be noted that PPCA reaches a level of deformation
never attained by GP, albeit for a small set of points.

relationship between the head shape and the ear region. This can help in building an improved ear model,

which in turn may increase the performance of the current pipeline. Additionally, the complete dataset

may be used to build new informed kernels in a guided manner, able to identify and capture the main

characteristics of the ear shape, without explicitly using the empirical kernel.

It is also worth noting that the comparison amongst several kinds of registration methods with the

large variety of considered metrics offers an interesting insight on their behaviour and capabilities. Further

studies could be conducted under a similar setting, involving an increased pool of methods and more

diverse datasets.
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Figure 4.15: Average deformation of each point (with respect to the mean shape) over all the shapes, for
each dataset: Ear (on the left), Reconstructed with GP (middle) and Reconstructed with PPCA (right).
The first row provides an upper view of the ear, while the second provides a bottom one, in order to
facilitate visualization. Given that the PPCA approach is built on top of the Ear Dataset it is natural
that both present a similar pattern of deformation. In contrast, GP does not have the same regions with
the extremes of low and high deformation, having more moderate values over the entire shape.

(a) GP (b) PPCA

Figure 4.16: Most different shape in the Reconstructed Dataset with GP (left) and PPCA (right). From
each dataset we compute the average Euclidean distance with respect to its mean shape, in order to access
how reasonable are the completed shapes. While the PPCA result has no unexpected deformations, the
GP sample reflects the problems encountered in the registration on the top part. Nonetheless, it is still a
reasonable result and does not exclude GP as strong candidate for shape completion, taking into account
that the model parameters were not tuned beforehand.
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Chapter 5

Probabilistic Registration/Fitting

5.1 Introduction

The work developed in the previous chapter has evidenced the advantage and potential of working

within the Gaussian Process (GP) framework to overcome some of the challenges involved in ear modelling.

However, a detailed fitting is still not achieved for part of the samples. Besides, the proposed approach

is still fairly empirical and does not take full advantage of the unified setting that GP offers. In this

chapter, we assume that shapes were subjected to an initial rough alignment, for instance with RANSIP,

and that most of the effects of translations and rotations were previously removed. However, unlike the

previous proposal, we do not remove any outliers, to avoid removing possibly helpful information. We

then wish to merge the two last steps of the pipeline to solve Problem (2.10) in a fully unified manner.

The advantages of this global approach are multiple. While previously each of the obstacles was

tackled individually (we first handled the outliers, then missing data and finally used previous shape

information for completion), here they are considered simultaneously. Although this translates to a more

complex problem, we can benefit from more information at the same time — for instance, a data prior

can improve registration by restricting deformations based on a observed samples of the shape. Besides,

a more generic approach is expected to handle different datasets and scenarios with more ease, thus

increasing the potential of applications. Finally, and perhaps more importantly, the same underlying

model is used for all tasks. Not only is this a more principled approach, but it also means that different

models can be tested in a more structured way.

The idea of bringing together data-driven and motion coherence approaches is evidently not new.

As hinted in Chapter 2 it is often viewed as data-driven registration (on one side) or model fitting

with regularization (on the other). Most of the approaches build on an ICP-like formulation, where the

Euclidean transformations are replaced with the Principal Component Analysis (PCA) model previously

obtained [47, 135, 136]. Then additional terms are added to constrain the deformations and this is where

the variations are usually found. Motion coherence can be enforced exactly as in Nonrigid Iterative

Closest Point (NICP) [47, 135] or by simply penalizing the distance between neighbouring deformations

[136]. Other terms are often added such as an orthogonality term to prevent large distortions in [136].
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Initial rigid alignment is usually assumed, as we shall do in this chapter. An exception is [47], where

rigid transformations are applied to the template and estimated, culminating in an ICP problem with

additional model parameters α to be estimated. The method has shown particular improvements on

fitting the mouth region of faces, but we do not except extreme amounts of non-rigid deformation, given

a reasonable initial alignment.

Another common aspect is the closest-point approach for the correspondence step. An exception

is [137], which is perhaps the closest work to the one here presented. Unlike previous methods, they

use a probabilistic assignment, formulating the problem in the Coherent Point Drift (CPD) framework.

However, their proposal presents two considerable differences with respect to standard CPD. On one

hand, they use the empirical covariance instead of the Gram matrix of the Squared Exponential (SE)

kernel, thus including prior data knowledge. On the other, they consider anisotropic Gaussian Mixture

Models (GMMs) oriented according to surface normals. Their goal is slightly different than ours since

they consider shape reconstruction from sparse points. I.e., large missing regions are still expected but

dense regions do not exist, while we face regions of high density and others completely devoid of point

data.

We are now in the position to understand the points made in favour of the GP formulation. Kernels

are (as introduced in Chapter 3) extremely powerful tools and the few limitations on a valid kernel

function mean that most relationships between data points can be formulated through a kernel. In fact

the combination of a PCA model with motion coherence can be easily encoded with an Empirical and

SE kernel, as was done in Chapter 4. Consequently, it is very likely that most of the terms used for the

shape fitting/registration process can be transformed into a single covariance function with appropriate

parameters and operations between the kernels.

By expressing all the constraints in a single structure — the kernel — we achieve two fundamental

goals. On one hand, this allows us to apply different constraints within the same registration/fitting

method, and more clearly separate the effect of the two components. On the other, it means that new

constraints can be immediately included without changing the method at all, so that the optimization

can be independent from the chosen model.

In the prior work devloped for GP shape modelling, we can find proposals for the fitting/registration.

One simple option is to tackle the problem with a non-rigid application of the ICP [104], where the trans-

formation is obtained through Gaussian Process Regression (GPR). This means that to each point in the

template we attribute the closest target point, based on their Euclidean distance. These correspondences

are then taken as observations and GPR is used to compute deformations for the entire shape (the mean

of the posterior is the template used in the next iteration). So, it resembles [47, 135, 136] except that

the model is built with a GP prior. Our approach also relates to this method in the formulation of the

problem, but not in the way the correspondences are retrieved. For ear shapes, given the large regions of

missing data and the highly non-rigid deformations, the closest point approach often leads to undesirable

results [12].

In another proposed approach in [98], the authors formulate the registration problem/model fitting

for both surfaces and images. Here, we focus on the surface formulation. First, the authors do a
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low-rank approximation, obtaining a parametric approximation of the original kernel. The problem is

then posed as a Maximum a Posteriori (MAP) estimation problem, where the likelihood expresses some

distance measure between the target and template shapes, and the prior is given by the GP. The authors

chose the mean squared Euclidean distance from the reference to the closest target point and solve the

problem with an L-BFGS optimizer [138]. Therefore, the restriction of hard assignment when choosing

correspondences is maintained in this approach, leading to similar problems as faced in the previous one.

By modelling registration as a GP multi-annotator problem, we will show that we can perform prob-

abilistic registration within the GP framework, which allows us to benefit both from an expressive prior

through the kernels and from the nice properties of probabilistic assignment, particularly when dealing

with outliers and noise.

5.1.1 Our method

From the previous introduction we conclude that proposals for registration within the GP framework

target hard assignment and assume a one-to-one correspondence between the target and template, thus

motivating their extension with a probabilistic assignment. Several proposals for probabilistic methods

exist in the registration area (see Section 4.3.2 for a more detailed review), but they do not consider ex-

tensive prior knowledge on the shape, other than imposing some regularization of the deformations, which

usually can be translated to a Gaussian kernel. This observation motivated us to develop Shape Fitting

Gaussian Process (SFGP): a probabilistic shape fitting/registration method within the GP framework,

where we can benefit both from a complex kernel prior and a soft assignment in the correspondences.

Given the previous considerations we propose a new method, that bridges the gap between these two

formulations. Our main contributions are:

• Shape registration/model fitting as a multi-annotator GPR. We show how the problem of

registration with soft assignment can be understood within the GP framework as a multi-annotator

Gaussian Process Regression (Section 5.2).

• Parallel between probabilistic registration and our method, SFGP. We provide a parallel

between BCPD and our algorithm, under a few assumptions, which allows us to take advantage of

the positive aspects of the probabilistic setting (Section 5.3). We further show how their differences

lead to a good performance in the presence of extensive missing data (Section 5.4).

• Application to a difficult registration problem – 3D human ears registration. We show

that our method is suitable for the registration of 3D point clouds with highly non-rigid deforma-

tions, high occurrence of missing data and outliers, by performing simulations with 3D point sets

of human ears. The results show improvement with respect to state-of-the-art registration methods

and current GP registration proposals (Section 5.4).

We start by providing background on the probabilistic approach followed here, Bayesian Coherent

Point Drift (BCPD) (Section 5.1.2). Then, we formulate the registration/fitting in the GP framework

where the soft assignment is expressed with multi-annotators in Section 5.2. This still leaves an open
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question on how to set one of the variables. We solve this by finding a parallel with BCPD, i.e., by for-

mulating our own problem within VBI setting and then retrieving the corresponding values (Section 5.3).

The proposed method SFGP is tested on simulated 2D and 3D datasets (Section 5.4) and on real ears

from the Head Dataset (Section 5.5).

5.1.2 Probabilistic shape registration

We will cover the Bayesian formulation of the probabilistic registration as described in BCPD [126].

Our focus is mostly on the assumptions employed and how they are encoded, to allow us to confront our

approach with [126] in later stages of the work, as they are shown to be closely related. In the same way

as CPD, the template points (T ) are taken as centroids of GMMs and target points (S) as data generated

by the centroids. Further, a point sj can be an outlier with probability ω, in which case it is generated

from an outlier probability distribution pout(sj). If sj is not an outlier, then it corresponds to a point ti

with probability αi (membership probability).

In [126] the authors consider explicit similarity transformations and non-rigid ones, such that a point

i of the transformed template is given as

T (ti) = βΓ(ti + δi) + p, (5.1)

where ti is the original template point, β ∈ R+ is a scale factor, Γ ∈ SO(D) is a rotation matrix, p ∈ RD

is a translation vector and δi ∈ RD is a displacement vector for non-rigid transformations. According

to a GMM, after model selection, the generation of a target point sj follows a multivariate normal

distribution with mean T (ti) – the transformed template point – and covariance matrix ς2ID, so the

probability distribution to generate sj starting from ti is

ϕij(sj ; T (ti), ς2) = 1
(ς
√

2π)D
exp

{
− ∥sj − T (ti)∥2

2ς2

}
. (5.2)

In order to explicitly introduce correspondences, two additional variables are added: c ∈ {0, 1}NS , an

indicator variable that takes value of 1 for cj if point sj is an outlier, and e ∈ {1, . . . , NT }NS , where

ej = i if the j-th target point corresponds to the i-th template point. Taking the assumptions regarding

outliers into account, we have the joint distribution for (sj , ej , cj) as

p(sj , ej , cj |T, δ, ς2, α) = {wpout(sj)}1−cj

{
(1− w)

NT∏
i=1

(αiϕij)γi(ej)
}cj

, (5.3)

where γi is an indicator function, taking a value of 1 if ej = i and 0 otherwise, and αi is the probability

that ej = i, with
∑NT

i=1 αi = 1. The authors take p(α) as a Dirichlet distribution and set a prior on the

deformations as

p(δ|T ) = ϕ(δ; 0, λ−1G⊗ ID),

where G = (gii′) ∈ RNT ×NT , with gii′ = k(i, i′), and λ is a positive constant.
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Finally, the full joint distribution is given as

p(S, T, θ) ∝ p(δ|T )p(α)
NS∏
j=1

p(sj , ej , cj |T, δ, ς2, α, ρ), (5.4)

where θ = (v, ς2, α, ρ, c, e) and ρ = (β, Γ, p).

5.2 Multi-annotators formulation

In this section we shall formulate the GP shape fitting model as a multi-annotator GPR problem. To

do so, we will first introduce the GPR with multiple annotators for a generic case (Section 5.2.1) and

then apply it to our context (Section 5.2.2).

5.2.1 GPR with multiple annotators

In learning from data it is often seen that there are no given exact labels for the data (e.g., the

attribution of a label is subjective and so there is no exact ground truth). A common approach is to

obtain a collection of labels for each data point, provided by different annotators, with different levels of

confidence [139, 140]. The multiple labels should then be weighted according to defined criteria, in order

to retrieve a ground truth for each data point. This allows, for instance, to relate annotators to difference

degrees of confidence on the provided labels. A proposal for GPR with multiple annotators providing

labels is given in [141].

We shall provide a generic introduction on this topic and as such the standard machine learning

notation used throughout most of Chapter 3is recovered, hoping to make the connection between the

two settings easier. This will then be reformulated with the GP shape modelling notation for a smooth

transition.

Instead of D = {(xi, yi)|i = 1, . . . , N}, in a multi-annotator setting we consider a collection Dm =

{(xm
i , ym

i )|i = 1, ..., Nm} = (Xm, ym) of the m-th annotator. We further define X = ∪M
m=1Xm and

Y = {y1, . . . , yM} and N is the number of unique inputs in X (each annotator does not necessarily

provide a label for all unique input points). For each unique data point xi ∈ X, there will be at most M

labels and we define the set of existing labels for point i as Li, containing the indices of all annotators

who provided a label.

So, for each unique xi ∈ X, we compute the associated variance σ̂2
i and label ŷi as a combination of

all annotators in the following way

1
σ̂2

i

=
∑

m∈Li

1
σ2

m

, ŷi = σ̂2
i

∑
m∈Li

ym
i

σ2
m

, (5.5)

where σ2
m is the variance associated to the m-th annotator.
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Assuming annotators provide the labels independently from each other then

p(Y |f) =
N∏

i=1

∏
m∈Li

N
(
ym

i |fi, σ2
m

)
∝ exp

{
− 1

2

N∑
i=1

∑
m∈Li

(ym
i − fi)2

σ2
m

}

= exp
{
− 1

2

N∑
i=1

(ŷi − fi)2

σ̂2
i

− 1
2

N∑
i=1

∑
m∈Li

(ym
i )2

σ2
m

+ 1
2
∑

i

ŷ2
i

σ̂2
i

}

= exp
{
− 1

2

N∑
i=1

(ŷi − fi)2

σ̂2
i

+ B

}
,

where B is independent of f . So the posterior p(f |Y ) follows

p(f |Y ) ∝ p(f)p(Y |f) ∝ exp
{
− 1

2fT K−1f − 1
2(Ŷ − f)T Σ̂−1(Ŷ − f)

}

which naturally corresponds to a Gaussian distribution N (µp, Σp), with mean and covariance

µp = (K−1 + Σ̂−1)−1Σ̂−1Ŷ

Σp = (K−1 + Σ̂−1)−1,

where Σ̂ = diag(σ̂2
1 , ..., σ̂2

N ) and Ŷ = [ŷ1, . . . , ŷN ]T , where σ̂2
i and ŷi are given by (5.5). Therefore, the

predictive equations can be obtained as

f̄∗ = KX∗X(KXX + Σ̂)−1Ŷ

cov(f∗) = KX∗X∗ −KX∗X(KXX + Σ̂)−1KXX∗ ,
(5.6)

where the kernel matrices are defined in (3.4). We can see that these equations differ from (3.4) only on

the noise covariance matrix Σ̂ and label vector Ŷ , otherwise exhibiting the same structure.

5.2.2 Shape modelling

We shall now formulate the GP shape model fitting, expanding the formulation introduced in Chap-

ter 2. Recall that the template points ti correspond to the points xi, the observed deformations δ(ti)

correspond to the observations yi and the true deformations µ(ti) to the function f(xi), the GP. Further-

more, we can get noisy observations of the deformations δ(t) = u(t) + ϵ, where ϵ ∼ N (0, σ2
n).

Modelling missing data and outliers In [80] the authors assume a one-to-one correspondence be-

tween target and template exists. Therefore, they considered the assumption in Section 3.4.1 that it is

possible to register T to S, such that for each ti there exist a point sj with the same semantic meaning.

However, this is often not the case for real data and, in particular, not the case for the ears in the Head

Dataset.

Therefore, we consider that there are both missing data and outliers in our target shapes and so

there are points of the template without correspondence in the target and vice-versa. We formulate this

assumption by splitting the template T into two subsets
[
Tcorr, Tmiss

]
(as introduced in Section 3.4.4),

80



where the former set contains the points with correspondence and the latter the ones with missing data.

Recall that Tcorr ∈ RC×D with with elements tCi and Tmiss ∈ R(NT −C)×D, with elements tMi. Both sets

are disjoint and their union leads to the full template.

We further split S into points with correspondence in T , Scorr, and outliers, Sout. However, Scorr may

have repeated points, since multiple points in the template may be matched with the same point in the

target. Therefore, we first define the deformations for all observed template points as

δ =


δC1

...

δCC

 =


stC1 − tC1

...

stCC
− tCC

 , (5.7)

where stCi
is the target point corresponding to the template point tCi. Then, Scorr = [stC1 , . . . , stCC

]T ∈

RC×D and Sout is the set of all points in S not contained in Scorr in no particular order.

Fitting problem with hard assignment Under this model, and because of the gaussianity of the

distributions, for which the mode and mean coincide, the shape fitting and registration problem is usually

formulated as a MAP problem [11], that is

max
u

p(u|T, S).

In particular, for our case, it depends on the observed points and deformations, so we have

max
u

p(u|Tcorr, δ).

However, we do not know the correspondence beforehand, so Tcorr, δ are not known and they also depend

on u, leading to

argmax
u

p(u|Tcorr(u), δ(u)).

In an ICP-like approach we split our problem into two sub-problems, where we keep u fixed in the inner

maximization and Tcorr,δ fixed in the outer. So, our final formulation is

max
u

{
max

Tcorr,δ
p(u|Tcorr(u), δ(u))

}
. (5.8)

In the outer optimization we are computing the transformation given the current correspondences and

in the inner cycle we are computing the correspondences given the current deformation of the template.

The strategy proposed in [11] is to retrieve the correspondences through a closest point strategy and

then compute the transformations with standard GPR equations, as this corresponds to the solution of

the outer problem, given Tcorr,δ. In the following section, we formulate a soft-assignment to replace the

closest point strategy.
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Soft assignment Introducing a soft-assignment means to attribute different possible target points

to each template point, each with a different probability of correspondence. We can interpret this as

each template point having several different possible labels (deformations) given by annotators with

different levels of confidence (probability of correspondence). Therefore, one point ti will have NS labels

corresponding to each point in the target that could be a possible match. A schematic representation is

found in Figure 5.1.

Figure 5.1: Interpretation of multi-annotators in shape modelling context. Each template point ti gets
a label, i.e., a deformation from each target point sm. To each label, a level of confidence is attributed
through a variance (σj

i )2. In general, this variance should have an inverse relationship to the probability
of sm being the corresponding point to ti.

We are now in the setting of GP with multi-annotators, introduced in Section 5.2.1. As we have

seen, the predictive equations for GPR remain the same with a different noise covariance matrix and

observations vector, as these are built from the multiple labels, according to (5.5). In the context of our

problem, the equations become

µp = KT
TcorrT (KTcorrTcorr

+ D̃σ2
n
)−1δ

Dσ2
P

= KT T −KT
TcorrT (KTcorrTcorr + D̃σ2

n
)−1KTcorrT ,

(5.9)

where Dσ2
n

= diag(σ2
C1, . . . , σ2

CC), D̃σ2
n

= Dσ2
n
⊗ ID and δ =

[
δT

C1, . . . , δT
CC

]T ∈ RNT D. The components

of D̃σ2
n

and δ are obtained through (5.5) as

1
σ2

Ci

=
∑
j∈Ci

1
(σj

Ci)2
, δCi = σ2

Ci

∑
j∈Ci

δj
Ci

(σj
Ci)2

, (5.10)

where δj
Ci = sj − tCi . The variance (σj

Ci)2, corresponding to the annotator’s confidence in the original

formulation, represents here the probability of correspondence between point Ci and sj . Note that while

the variance of annotator j was the same across the data points i in the original formulation, here we

consider that annotator j of point Ci is not necessarily the same as annotator j of point Ck, i.e. there can

be at most NT ×NS annotators. In order to complete our algorithm, two points need to be addressed:

how to define the correspondence set Tcorr and how to compute (σj
Ci)2. The computation of this value

will be detailed in the next section.
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Figure 5.2: Graphical model for the GP with multiple annotators in the context of shape modelling.
The model follows the notation proposed in [86] for GP graphical models, where the horizontal bold
line represents a set of fully connected nodes. Squared nodes represent observed variables and circles
are latent ones. Templates points with correspondence are identified with blue, while missing points
are identified with orange to facilitate visual recognition. The plates represent repetition of contained
variables and, in this case, refer to the multiple annotations j of a given template point.

5.3 Variance

In this section we will detail how (σj
Ci)2 is to be computed. For this purpose, we need to reformu-

late our problem under the usual probabilistic approach, from which we chose the BCPD formulation

with Variational Bayesian Inference (VBI), for being a state-of-the-art approach with several advantages

with respect to CPD. We provide background on VBI (Section 5.3.1), followed by the derivation of the

equations for our problem (Section 5.3.2) and finally we establish the parallel with our initial formulation

(Section 5.3.3).

5.3.1 Variational Bayesian Inference

Variational inference [142, 143] is a family of techniques used to approximate a posterior distribution

when the exact computation is not possible. This could happen because the latent space has a very high

dimensionality or the computations involved are not computationally tractable, for instance. They are a

type of deterministic approximations, contrasting with stochastic ones, of which the Markov chain Monte

Carlo is likely the most popular. In our case, we take a joint distribution similar to (5.4) and wish to

find the posterior p(θ|S, T ). Through this section we shall introduce VBI applied to this posterior, thus

keeping the same notation.

The idea behind VBI is to use a tractable distribution q(θ) to approximate p(θ|S, T ) and then minimize

the Kullback–Leibler (KL) divergence (Appendix A.4) between them

q∗(θ) = argmin
q(θ∈Q)

KL(q(θ) || p(θ|S, T ))

= argmin
q(θ∈Q)

E[log q(θ)]− E[log p(θ, T, S)] + log p(S, T ),
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where Q is a predefined set of distribution families to which q belongs. However, as the log p(S, T ) may

not be computable, the evidence lower bound (ELBO) is maximized instead

ELBO(q) = E[log p(θ, T, S)]− E[log q(θ)].

The ELBO is equivalent to the negative KL divergence up to a constant, and therefore maximizing

the former is equivalent to minimizing the latter. One possible family from which we can choose q is

the mean-field variational family, where the latent variables are mutually independent and governed by

different factors. It is the one we pick here, so q(θ) =
∏M

i=1 qi(θi), where qi(θi) is the distribution for the

variable θi. In particular, we will consider

q(θ) = q1(δ)q2(c, e)q31(ς2
1 )...q3i(ς2

i )...q3NT
(ς2

NT
).

A standard method to maximize the ELBO, and the one followed here, is the Coordinate Ascent Mean-

field VI. If we fix all other qj , then we know that the optimal qi is

qi(θi)∗ ∝ exp{E−i[log p(θi|θ−i, S, T )]} ∝ exp{E−i[log p(θi, θ−i, S, T )]}, (5.11)

where E−i[log p(θ, S, T )] is the expectation of the joint probability with respect to the remaining qj ̸=i

and θ−i corresponds to all parameters in θ except θi. So, each qi is updated iteratively by computing

E−i[log p(θ, S, T )], until convergence is reached. Note that at each step we will need the expected value

of the remaining variables. Further, at each step we are updating the distribution parameters of qi.

5.3.2 Derivation

We will briefly detail the assumptions and problem formulation used in this approach, by deriving

equivalents of equation (5.1) through (5.4) according to our assumptions. This will lead to the final

expression for the joint distribution in (5.15).

Transformation model We do not consider similarity transformations, so the transformation acting

on the template is merely given by a displacement vector δi

T (ti) = ti + δi. (5.12)

Gaussian mixture model According to the GMM we obtain a similar expression to (5.2)

ϕij(sj ; t̄i, ς2
i ) = 1

(ςi

√
2π)D

exp
(
− ∥sj − T (ti)∥2

2ς2
i

)
, (5.13)

but we introduce an individual variance for each template point given as ς2
i . As we will show later, this

has a positive impact when dealing with large regions of missing data. Regarding the outliers, we follow

the same assumptions as in BCPD, but for simplification we take pout(sj) = 1/NS , as was previously

taken in CPD. Besides, we take equal membership probabilities αi = 1/NT , meaning that a point in the
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target is expected to be associated to any point of the template with equal probability. This is also the

assumption in CPD and is here taken for simplification on this first formulation of the framework. Thus,

we obtain the joint distribution

p(sj , ej , cj |T, δ, ς2) =
{ w

NS

}1−cj
{ (1− w)

NT

NT∏
i=1

(ϕij)γi(ej)
}cj

. (5.14)

Prior distributions The prior on the deformations is expressed with the previously defined kernel K,

but we take λ = 1, as we can usually include this parameter as part of the kernel estimation. We then

have the prior given as p(δ|t) = N (0, K).

Full joint distribution

Finally, the full joint distribution is given as

p(s, t, θ) ∝ p(δ|t)
NS∏
j=1

p(sj , ej , cj |T, δ, ς2), (5.15)

where θ = (δ, ς2, c, e) are the parameters to be estimated.

We present the updates for each component in Proposition 5.1, Proposition 5.2 and Proposition 5.3.

The proofs follow the ones in [126, 142] and can be found in Appendix B.1. In general, the final equations

exhibit a similar structure (to those in [126]) except that ς2, taken as a scalar in [126], is replaced by the

diagonal matrix Dς2 .

For ease of notation, and in preparation for the subsequent equations, we define pij = E [cjγi(ej)]

as the probability of correspondence between template point i and target point j, with the respective

probability matrix P = [pij ]NT ,NS

i,j=1 ∈ [0, 1]NT ×NS . We further define νi =
∑NS

j=1 pij , representing the

expected number of target points corresponding with ti, as well as ν = P1NS
, the corresponding vector.

Proposition 5.1. The update equations for the expected value and covariance of δ are

E[δ] = ΣD̃νD̃−1
ς2 (D̃−1

ν P̃s− t)

cov(δ) = Σ = (K−1 + D̃νD̃−1
ς2 )−1,

(5.16)

where Dς2 = diag(ς2
1 , . . . , ς2

NT
) and Dν = diag(ν1, . . . , νNT

).

Proposition 5.2. The update for the correspondence probability is

pij = (1− w)⟨ϕij⟩
NT

NS
w + (1− w)

∑NT

i′=1⟨ϕi′j⟩
, (5.17)

where ⟨ϕij⟩ = ϕij(sj ; t̄i, ς2
i ) exp

{
− tr(cov(δi))

2ς2
i

}
, t̄i = E[Ti] = ti + E[δi], cov(δi) is the submatrix of cov(δ)

defined in (5.1) related to the δi component and tr(·) is the trace of the matrix.
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Proposition 5.3. The update for each variance term ς2
i is given as

ς2
i = 1

d

( [P̃diag(s)s]i − 2t̄T
i [P̃s]i

νi
+ ∥t̄i∥2 + tr(cov(δi))

)
. (5.18)

5.3.3 Parallel

If we assume that there are no missing points, then it is possible to establish a parallel between the

previous formulation and the GP framework. With this aim, we reformulate our expressions in order to

obtain a similar structure to the ones in the previous section.

Proposition 5.4. Considering no missing points, i.e. Tcorr = T , and if the variance (σj
Ci)2 in Equation

(5.10) is taken as

(σj
Ci)2 = ς2

i

pij
, (5.19)

where pij is given by (5.17), then an equivalent exists between the update equations in Proposition 5.1,

Proposition 5.2, Proposition 5.3 and the update equations for multi-annotator GPR in (5.6).

Proof. When Tcorr = T , and since KT = K, the posterior mean and covariance in (5.9) become

µp = K(K + D̃σ2
n
)−1δ

Dσ2
P

= K −K(K + D̃σ2
n
)−1K,

where Dσ2
n

= diag(σ2
1 , . . . , σ2

NT
), with σ2

i and δi given by (5.10) and here restated without the notation

for correspondences
1
σ2

i

=
∑

j∈NS

1
(σj

i )2
, δi = σ2

i

∑
j∈NS

δj
i

(σj
i )2

.

Taking the variance as in (5.19), we can write the previous equations as

1
σ2

i

= Pi1Ns

ς2
i

= νi

ς2
i

δi = ν−1
i

∑
j

pij(sj − ti) = ν−1
i P̃is− ν−1

i

∑
j

pijti = ν−1
i P̃is− ti,

where Pi refers to the i−th row of matrix P . Therefore, we have that Dσ2
n

= Dς2D−1
ν and δ = D̃−1

ν P̃ s−t.

The posterior deformations in (5.3.3) can then be written as

µp = K(K + D̃ς2D̃−1
ν )−1δ

= KK−1
[
1 + D̃ς2D̃−1

ν K−1
]−1

δ

=
[
K−1 + D̃νD̃−1

ς2

]−1
D̃νD̃−1

ς2 (D̃−1
ν P̃ s− t)
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and the covariance as

Dσ2
P

= K −K(K + D̃ς2D̃−1
ν )−1K

= K −
[
K−1 + D̃νD̃−1

ς2

]−1
D̃νD̃−1

ς2 K

=
[
K−1 + DνD−1

ς2

]−1[
K(K−1 + D̃νD̃−1

ς2 )− D̃νD̃−1
ς2 K

]
=
[
K−1 + D̃νD̃−1

ς2

]−1
,

thus being equivalent to the expressions for E[δ] and cov(δ) in (5.16). So if we follow the update for pij

and ς2
i according to Proposition 5.2 and Proposition 5.3, we have a full parallel in the update steps.

Although this is established for the case of no missing data only, we take (5.19) as a reasonable update

for the annotators variance, together with the necessary updates for pij and ς2
i .

5.3.4 Final algorithm

At this point, it is necessary to define a criterion for the classification of missing points and inliers.

Given the probability matrix P , we apply a predefined threshold PMIN , such that pairings with a lower

value than PMIN are identified as non-corresponding. So, for each point ti, the considered correspondences

to the target are Ci = {j : sj ∈ S, pij > PMIN}. Then if a point ti has no elements in Ci, it is considered

a missing point, meaning that Tmiss = {ti : ti ∈ T, |Ci| = 0} and Tcorr = {ti : ti ∈ T, |Ci| > 0}.

The pseudo-code for our method is found in Algorithm 2 and Algorithm 3, where the former contains

the main outer steps and the latter details the computation for the correspondence part.

Algorithm 2 SFGP
Input: t, s, K, Dς2

0
, ω, PMIN

1: t̄ = t, Dσ2
P

= 0
2: while some stopping criterion is not met do
3: Tcorr, δ̂, Dσ2

n
= get correspondences(r, s, r̄, Dσ2

P
, Dς2 , ω, PMIN )

4: µp = KT
TcorrT (KTcorrTcorr

+ D̃σ2
n
)−1δ̂

5: Dσ2
P

= KT T −KT
TcorrR(KTcorrTcorr

+ D̃σ2
n
)−1KTcorrT

6: t̄ = t + µp

7: ς2
i = 1

D

(
[P̃ diag(s)s]i−2r̄T

i [P̃ s]i

νi
+ ∥t̄i∥2 + Tr(Dσ2

P
)
)

8: end while

5.4 Analysis and results

In this section we present the results of experiments with both 2D (Section 5.4.2) and 3D data

(Section 5.4.3), with the respective discussion. For each subsection, we first describe the datasets and

settings, following with an analysis of the results. We start with a toy example to explain the behaviour

of the algorithm (Section 5.4.1).
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Algorithm 3 get correspondences
Input: t, s, t̄, Dσ2

P
, Dς2 , ω, PMIN

Output: Dσ2
n

= diag(σ2
C1, . . . , σ2

CC), δ̂ = (δ̂T
C1, . . . , δ̂T

CC)T , Tcorr

1: for (i, j)← (1, 1) to (NT , NS) do
2: ϕij(sj ; r̄i, ς2) = 1

(ςi

√
2π)d

exp
(
− ∥sj−r̄i∥2

2ς2
i

)
3: ⟨ϕij⟩ = ϕij exp

{
− 1

2ς2 Tr(σ2
Pi

Id)
}

4: pij = (1−w)⟨ϕij⟩
NR
NS

w+(1−w)
∑NT

i′=1
⟨ϕi′j⟩

5: (σj
i )2 = ς2

i

pij

6: end for
7: Ci = {j : sj ∈ S, pij > PMIN}

Tcorr = {ti : ti ∈ T, |Ci| > 0}
8: for i ∈ TC do
9: 1

σ2
Ci

=
∑

j∈Ci

1
(σj

Ci
)2

10: δ̂Ci = σ2
Ci

∑
j∈Ci

δj
Ci

(σj
Ci

)2

11: end for

5.4.1 Toy example

We have identified the bottom part of the ear as a problematic area for registration, since usually there

is a collapse from the back segment to the front. We developed a toy example with similar characteristics

to provide some insight on the behaviour of our method. The template and target used are represented

in Figure 5.3, together with the resulting deformed template at representative iterations. Figure 5.4

represents the deformations and correspondence variance for each template point, as provided to the

GPR step (regardless of missing points).

The variance is initialized with the same value for every point in T , so the first iterations have almost

an effect of rigid transformations, moving the template to the right, closer to the target. Eventually, the

top part and a small segment at the bottom find correspondences with high confidence, meaning that

their variance goes to low values. These parts then remain matched for the rest of the process while the

points with larger variance deform and adjust to the target.

So, the general idea is that the parts with increased confidence will be attached first and the others

will then slowly adjust, a behaviour we desire. Of course, a natural consequence is that if the initial

attachment is incorrect a recovery will probably not happen, as the variance will remain low. Hence the

need for an initial assumption on rough initialization.

5.4.2 2D data

Dataset

As 2D data we take the Fish Dataset [144], where the template is a 2D fish with 98 points. The

target point sets are then generated by applying different kinds of alterations to the data. Non-rigid

deformations are generated by warping the template points with a Gaussian radial basis function. The

dataset has four other variations considering outliers, missing data, rotation and noise, all of them with
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Figure 5.3: Evolution of deformed template over representative iterations of SFGP. The target and
template are represented with blue and orange stars, respectively. The different iterations are represented
with solid lines with different colours as indicated in the legend. Only a subset of the total iterations are
represent to exemplify relevant behaviour at different times. During the first iterations (on the left), the
deformed template has presents considerable differences between consecutive iterations for the majority of
the shape. After this initial behaviour, a large region of the template remains unchanged as smaller parts
are slowly adjusted and fitted to the target (middle plot). Finally, the last iterations present convergence
of the method, where there difference between iterations is smaller than a given threshold (on the right).

a moderate level of deformations included1. In order to accurately replicate the ear data challenges, we

further create a new dataset, based on the noise level 2 of the Fish Dataset. Here, we introduce structured

missing data in the following way: we choose one point of the template as centre and increasingly set the

width of a squared bounding box around this point — all the points within the box are removed.

Setting

We consider different variations of our method, as well as different variations of BCPD, in order to

show the relevance of the introduced modifications. Their description can be found in Table 5.1. To

fairly compare our method with BCPD, we set their parameters in the same way whenever possible —

consequently, we will use the Squared Exponential kernel for our model. The remaining parameters are

tuned with the deformation level 1 for both methods, by grid search.
1A more detailed description of the dataset can be found in [144]
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Name Description
SFGP Full SFGP in its complete version
SFGP bcpdReg SFGP where the registration variance ς2 is taken as a scalar instead of

a vector, computed according to BCPD equations
GPReg noTresh SFGP without the threshold for missing points PMIN

GPClosestPnt registration with GPR, but where the correspondence part is achieved
by taking the closest point, i.e. not considering multi-annotators

BCPD Standard BCPD method with the standard parameters
BCPD Opt Norm BCPD method with optimized parameters for the Fish Dataset, with

normalization of both shapes
BCPD Opt noNorm BCPD method with optimized parameters for the Fish Dataset, without

normalization of both shapes, since this is not used in our method and
could potentially benefit it in some cases.

Table 5.1: Brief description of the different methods used in the experiments. Note that, for BCPD, by
no normalization we mean that shapes maintain their relative size. They are actually both normalized
with respect to the target shape size, as recommended by BCPD authors.

All methods consisting of GPSF variations (i.e. GPSF Full, GPSF bcpdReg, GPSF noTresh) use a

Squared Exponential Kernel, with a variance of 0.05 and a lengthscale of 1.5. The outlier probability is

set to 0.1 and PMIN = 0.01. The initial value for the registration variance is ς2 = 1. GPClosestPnt uses

the same kernel. The variance for the observations (constant over the iterations) is set to 0.1 and the

maximum distance for the closest point attribution is 0.15. The parameters for BCPD can be found in

Table 5.2, where we keep the notation used in the original paper and in the authors implementation. The

parameters for all methods were optimized on the Fish Dataset with deformation level 2, by grid search.

They are kept constant throughout the experiments, except for the variation of ω when pointed out.

ω λ β γ normalization

BCPD Standard 0.1 2 2 3 e

BCPD OPT Norm 0.1 1 1.5 2 e

BCPD OPT noNorm 0.1 1 10 0.1 x

Table 5.2: Parameters for BCPD experiments.

Metrics

For the evaluation of results we mainly look at the Euclidean distance error between corresponding

deformed template t̄i points and the ground truth s∗
i , i.e. the complete and deformed target shape without

noise, averaged over the shape, so d(s, t) = 1
NT

∑NT

i=1 ∥s∗
i − t̄i∥2

2. This is then averaged over the entire

dataset, consisting of 100 samples. However, it should be noted that BCPD will occasionally not lead to

a successful registration, in which case it does not produce an output or does not produce correspondence

for any point. Since this result will not be taken into account for the distance metric and often occurs for

the most challenging settings, we also present the fraction of successful registration. Our method does

not consider a failed registration unless there are no deformations found in the first iteration.
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Discussion

The results for all the considered methods and data variations can be found in Figure 5.5. Our main

focus is the dataset with increasing level of missing region (Figure 5.5(a)), as this closely replicates the

challenges in the ear reconstruction problem. While for the lowest level it is evident that BCPD (when

optimized) performs better, as we increase the missing area, our method presents a progressive advantage.

Comparing SFGP Full, SFGP bcpdReg and SFGP noTresh it becomes clear why those modifications are

advantageous when facing extensive missing regions. It is also evident that the closest point approach

has the poorest performance overall.

It is also interesting to look at the results in the presence of outliers (Figure 5.5(c) and Figure 5.5(d)),

for which we tested all methods with ω = 0.1 and ω = 0.3 (with the exception of GPClosestPnt where this

is not applicable), since this parameter reflects the expected outlier probability. While BCPD performs

better if this parameter is adequately adjusted to the real outlier occurrence, we note that our method

presents almost the same results for both settings. Therefore, if one does not have any prior knowledge

on this quantity, our method is more suitable.

Looking at the variation of noise (Figure 5.5(e)) and deformations (Figure 5.5(b)), we see that overall

an adequately fitted BCPD outperforms our method and is able to achieve lower errors, even when both

parameters are previously tuned. We also note that the two variations of our method always perform

better than the full proposal for these scenarios — the proposed alterations do not bring an advantage

when we are not dealing with structured missing data. However, this decrease in performance is deemed

acceptable given the gain it provides in Figure 5.5(a) and when compared with the Closest Point proposal

always leads to lower error.

An intuition of why our method is able to perform well for extensive missing data is offered in

Figure 5.6, where we compare the fitting results from BCPD with different levels of deformation and our

proposed method. We can see that the main challenge in achieving an adequate fitting with BCPD is

that if we allow for a high level of deformation then the missing region collapses, while in the opposite

case the deformations are not enough to fit all details on the non-missing parts. With our approach we

are able to avoid collapsing, while allowing enough deformation to fit the fine details.

Furthermore, in Figure 5.7 we present additional metrics for the missing region version of this dataset.

The high performance on both recall and precision for our method tells us that the lower distance error

observed before is in fact coming from an accurate identification of missing points. We notice that the

GP with closest point presents a very high precision but at a cost of a low recall.

5.4.3 3D Ear simulated data

Dataset

In this section we test our method with 3D ear data, the main goal of our work. For this we take

the Simulated Dataset as described in Chapter 4.2. However, we consider here the fitting of a subset

of shapes, as the dataset is composed from 500 samples, but it does not present much variability across

them. Therefore, we consider the shapes with more deformation with respect to the template (measured

91



as the average of Euclidean distance between corresponding shape points). The template was chosen as

the first shape of the dataset. Usually, one tries to achieve a template as close as possible to all shapes

in the dataset (e.g. mean shape) in order to improve shape fitting. However, since we face a problem of

lack of variability in our dataset, we opt for this to have a larger difference between the template and

targets (naturally, this shape is not included in the possible targets).

Setting

We compare GPSF and BCPD for the Simulated Dataset. Since initial rough alignment is assumed,

the template is manually pre-positioned with respect to one of the samples; this leaves only minor rotation

and translation effects for the remaining shapes. Both methods take as input the selected template and

the target, providing as output the deformed template that best fits each sample. The latter is used to

evaluate the results, by comparison with the real (unmodified) target shape, i.e., the samples in the Ear

Dataset.

The parameters for both methods were individually tuned by grid search with a sample from the

Simulated Dataset not included in the test set. For GPSF the Squared Exponential Kernel, has a variance

of 10 and a lengthscale of 10. The initial value for the registration variance is ς2 = 5. The outlier

probability and missing threshold remain unchanged from the previous setting, i.e., they are set to

ω = 0.1 and PMIN = 0.01. The parameters for BCPD are found to be λ = 10, β = 1, ω = 0.3, γ = 0.1

and normalization set to ’x’.

Discussion

Figure 5.8 presents the fitting results with both BCPD and SFGP, for the Simulated Dataset. For

fairness, we consider the SFGP with a Squared Exponential kernel, even if the final goal is to include other

information regarding the shape characteristics. The metric in place remains the distance error between

the deformed template and target, although we separately look at missing and non-missing regions. The

boxplots depict the error for the points in all shapes of the test dataset.

The error for the non-missing points is fairly similar between SFGP and BCPD, with approximately

the same median value. However, SFGP presents a smaller interquartile range. Thus, BCPD exhibits

more variability in distance error and will more often present higher and lower values from the median.

In practice, this means that there is a level of fitting that SFGP is not able to achieve when compared

to BCPD, but it also means that SFGP is less prone to bad fitting.

Nonetheless, the most considerable difference in behaviour is in the fitting of missing data. In fact,

the first quartile of BCPD lies above the third quartile of SFGP, when it comes to distance error of these

regions. It should be noted that failures in missing regions will generally lead to considerably higher

distance errors. Points will often fit the nearest observed shape feature, that could lie at a relatively

high distance. This contrasts with non-missing regions, where errors in fitting will generally cause a

correspondence to nearby points. Thus, it is imperative to prevent failure within missing regions.

The fact that SFGP is less susceptible to extensive missing data is an advantage on its own. However,

it also instils confidence on its potential when further prior information is added to the kernel. This
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additional knowledge is expected to help on both the identification of absent points and the correct

prediction of the deformation, upon such identification.

A remark on computational time is also due. While BCPD takes around 10 seconds per shape with

acceleration and 20 minutes without, SFGP currently requires around 100 minutes. However, this is an

unoptimized version and does not employ any method to deal with high dimensionality of the data, to

which GPR is sensible. On one hand, the same acceleration used to obtain P in BCPD, will reduce

computational time. On the other, several GPR tools for large data setting already exist and could be

included to reduce time complexity. Both of these should be contemplated in future work.

5.5 Application to the real dataset

After evaluating quantitative results with simulated data, we move to the Head dataset, where we

conduct a qualitative evaluation, in the absence of GT. This section serves both as demonstration of

SFGP capabilities to overcome several issues with the ears, but also as guide to apply our method in

other contexts.

For this experiment, we take the mean shape from the Ear dataset as a template and fit it to a

selected target shape from the Head dataset. The target was selected in order to exhibit the most

commonly encountered challenges, i.e., extensive missing data and outliers, together with considerable

deformations with respect to the target. SFGP was applied with the parameters specified in Section 5.4.3,

except for the kernel type and its corresponding subparameters.

5.5.1 Kernel variation

While the previous simulations were conducted with an SE kernel for comparisons with BCPD, the

main goal is to use more powerful kernels in order to increase the performance of SFGP. In general, we

will build a model kernel by combining pre-existing kernels through allowed operations. Here, we restrict

the choices to weighted sums, i.e.

Kmodel(x, x′) =
NK∑
i=1

θiKi(x, x′),

where Ki(x, x′) is a valid kernel and θi its respective weight. In particular, we have considered NK to

be at most 2, in which case K1(x, x′) = KP DM (x, x′) and K2(x, x′) is taken as the SE, RQ or Matérn

kernel. While KP DM (x, x′) does not have parameters, all the other kernels do.

Within the GP literature hyperparameter selection and model selection are generally conducted

through MLE [86], but the existence of GT is assumed. In the Head dataset, it is possible to use

the Ear Dataset for this purpose but its usefulness is rather limited. Nonetheless, this method was used

to estimate reasonable values for the lengthscale and variance, as l̂ = 10 and σ̂2 = 10. However, when

trying to include KP DM in combination with different kernels the process is meaningless, as the kernel

was built from that same dataset and leads to erroneous results.
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Estimation of said parameters and weights from a dataset without GT is something we have ap-

proached during our work, but still without conclusive results. Therefore, we follow with a qualitative

evaluation of the result of different combinations of kernels and parameters, depicted in Figure 5.9. For

this comparison the parameters were set as follows.

First, note that the kernel variance will control the amplitude of deformations suffered by the template.

The estimated value σ̂2 is a reasonable estimate but when adding KP DM is should be adjusted accordingly.

Therefore, the final kernel is built as

Kmodel(x, x′) = θP DM KP DM (x, x′) + (1− θP DM )K2(x, x′),

where θP DM controls the relative weight of the empirical kernel and was set to 0.8, unless otherwise

specified. The variance σ2
2 for K2(x, x′) is set as σ̂2(1− θP DM ), in order to keep the overall magnitude of

deformations close to the estimated level. The lengthscale is set to the estimated value l̂, unless otherwise

specified.

Discussion

Unsurprisingly, the combination with better visual results is the RQ kernel with the PDM kernel in

5.9(e). It provides the benefits of the empirical covariance with the additional freedom of the RQ kernel.

At a first glance, the addition of the RQ kernel could seem unnecessary, from comparison with 5.9(b).

However, looking at the shape details, it becomes clear that the RQ kernel is fundamental for the fine

deformations.

Further, it is evident that the inclusion of the KP DM , regardless of the other kernel components in

place, prevents unwanted behaviour on the outlier region. This was a limitation found in the previous

probabilistic approach (corresponding to 5.9 here), that the empirical kernels helps to overcome. The

prior knowledge on the ear shape reduces the chances of unlikely deformations on the top region, as these

are not observed in the training dataset.

We compare the influence of adding different smooth kernels to KP DM , by taking into account 5.9(d),

5.9(e) and 5.9(f). The Matérn kernel leads to closer fitting on fine details, but this increased non-rigid

deformation extends to unwanted regions on the top and right parts of the shape. On the other hand,

the extreme smoothness of the SE kernels does not offer the same close fitting as the RQ and Matérn.

The RQ kernel expresses a particularly important concept for shape deformation, by considering different

levels of deformations on different lengthscales. This is reflected on the observed results.

However, one could wonder whether a different lengthscale for the SE kernel could allow for finer

deformations and surpass the output of th RQ kernel. In 5.9(h) we present the results for a smaller

lengthscale. As expected, the accuracy of fitting in detailed regions is increased, but this additional

flexibility causes a collapse on other problematic regions, that the empirical kernel can no longer prevent.

Lastly, the importance of the weighting parameter between different kernel components is illustrated in

5.9(g), where θP DM is set to a lower level. Naturally, this reduces the influence of the empirical kernel

and the corresponding advantages.
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This is by no means an exhaustive comparison of parameters and kernel combinations. It merely aims

at illustrating the most relevant behaviours of commonly used kernels and the interpretation of their

effects. It also corroborates the previous statement of the potential of SFGP under more complex prior

information.

5.5.2 Limitations

Despite exhibiting an improved behaviour with respect to the existing approaches, the application of

SFGP with the selected kernel from the previous section (KRQ and KP DM ) still presents some limita-

tions under particularly difficult scenarios. Two representative examples are found in Figure 5.10. This

experiment follows the same setting as the previous section, though depicting different target shapes.

While we focused on the collapse of the bottom section and were able to overcome it, the outliers on

the top part remain a problem in some cases. This is usually observed when there is almost no difference

in curvature between the border of the ear and the skin around it, as seen in Figure 5.10(a). Another

obstacle are regions that remain almost disconnected from the main portion of the shape and are initially

far away from the template (Figure 5.10(b)). Because the algorithm progressively advances along the

shape, if it fails to attach to any part of an almost disconnected region, it will not be able to later recover

from it.

5.6 Concluding remarks

We developed a method that bridges the gap between the Gaussian Process framework used in 3D

Morphable Models and the probabilistic registration methods, by formulating the shape fitting problem

in a GPR multi-annotator setting. This allows us to benefit from advantages on both sides and obtain a

method particularly suited for shape fitting in the presence of extensive missing data — a useful tool for

challenging shapes such as the human ear.

Naturally, even if the missing points are correctly identified, the shape prediction in those regions will

be as good as the prior model. Therefore, it is beneficial to have a more complex and accurate model,

able to express more knowledge on the particular shape. We have seen that a sum of a RQ kernel with

an Empirical kernel produces good results, but a more exhaustive study would be necessary in order to

reach more objective conclusions.

In particular, it would be interesting to have a fairly automated way to achieve an adequate model.

The results achieved so far may be a good starting point as they lead to complete shapes, without the

collapses observed in the first part of the thesis.

It would also be pertinent to study how the parallel with the probabilistic registration holds when we

introduce the missing point set and the threshold, to have a more theoretical insight on the properties of

our method.
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Figure 5.4: Representation of deformations and variance of each point of the template for specific itera-
tions of SFGP. Deformation vectors are represented with a black line originating at the template point
and variance of each point by color gradient. All template points are initialized with the same variance
(Iteration 0) and, since they are at similar distances to several target points, the deformations follow
the general direction of T to S, with low deformation on the y-axis. The variance is then progressively
reduced as the points reach correspondences with a high level f confidence. At the end, (Iteration 130)
points in Tcorr will have very low variance, while missing points will present high values for this variable.
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(a) Increasing level of missing region
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(b) Increasing level of deformations
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(c) Increasing fraction of outliers, for ω = 0.1
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(d) Increasing fraction of outliers, for ω = 0.3
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(e) Increasing level of noise

Figure 5.5: Results for Fish Dataset with different types of modifications. The x-axis always depicts an
increase in a given data modification, while the y-axis provides the ratio of successful items registered
and the average distance error. Variants of SFGP are depicted with full lines, variants of BCPD are
depicted with thin dashed lines and GP with closest point with a thick dashed line.
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(a) BCPD registration with low λ
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(b) BCPD registration with high λ
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Figure 5.6: Example for missing data performance with Fish Dataset. The target can be seen in blue
circles, while the deformed template after registration is represented with red and green crosses. Points
with and without correspondence are identified both for the template and target shape. The two results
for BCPD are run with different values of parameter λ responsible for controlling the expected length
of the deformation — small values of λ allow for more deformation and vice-versa. With BCPD we
can either get enough non-rigidity to fit the existing points, at cost of collapsing the missing region, or
preserve the shape of this segment at the cost of a rigid transformation that can not appropriately fit the
observed points. With our approach we are able to allow a level of non-rigid deformations which fits the
shape details, while correctly identifying the missing regions.
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Figure 5.7: Recall and precision for increasing missing region. A high recall indicates that the method is
able to identify most of the missing points, while a high precision means that most of the points identified
as missing are in fact missing.
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Figure 5.8: Results for the Simulated Dataset with SFGP and BCPD. The boxplot is obtained from the
mean Euclidean distance between the true and deformed template point sets, for all shapes considered.
On the left we consider only the subset of points that are missing, while on the right only the existing
ones are considered.

99



(a) BCPD (b) PDM (c) KSE

(d) KSE + KP DM (e) KRQ + KP DM (f) KMatern + KP DM

(g) KSE + KP DM with θP DM = 0.4 (h) KSE + KP DM with lSE = 5

Figure 5.9: Example of SFGP fitting with different choices of kernel. The target shape is depicted as a
white triangulated mesh, while the final deformed template is represented as an red mesh. SFGP was
run under the same conditions for all settings, except for the kernel used. Unless otherwise specified, the
kernel lengthscale is l = 10 and θP DM = 0.8.
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(a) Case 1 (b) Case 2

Figure 5.10: Limitations of SFGP. The target shape is represented as a white triangulated mesh and the
final deformed template as a red mesh. Black circles indicate the areas of interest, i.e., where SFGP fails.
On the left, the template is not able to correctly differentiate the outliers from the ear shape, while on
the right, due to an almost unconnected region on the bottom, the template is not able to reach the full
target shape.
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Chapter 6

Discussion and Future Work

On the particular case of 3D ear shape modelling, we have produced a representative Simulated Dataset

to be used for evaluation of any desired metrics. Besides, we have obtained complete and accurate shapes

from a noisy and incomplete Head dataset, which can be used in the future for development of increasingly

accurate models1. This constitutes an improvement on publicly available pre-existing data and models

of 3D human ears, with reduced representation across the literature.

Furthermore, we have proposed an unsupervised pipeline, able to produce complete meaningful shapes

from point clouds with extensive presence of outliers, missing data and noise. The pipeline is composed

of two registration steps (initial and refinement) and a shape completion task. Not only did we provide a

selection of specific methods to be used, but the approach taken to reach the final pipeline, together with

the multiple metrics involved is one that could assist in the selection of upcoming pipelines in guided and

structured approach. This contrasts with a vast majority of existing methods, where alternative choices

are often overlooked a priori, with unsubstantiated motivation.

Within this context, we studied a particular instance of ICP, which we denoted RANSIP, particularly

suited to the characteristics of our dataset. It is found to be a simple and yet effective approach,

competing with related and more complex randomized approaches, such as SDRSAC. In the future,

further comparison with ICP methods and alternative datasets would be beneficial, in order to better

understand its potential outside the scope of our pipeline.

We then moved to a unified approach of the last pipeline steps, assuming an initial rough alignment

of the dataset. This is a common assumption for many shape modelling tasks, so the applicability is not

limited. The unified line of work aims at bringing together the flexibility of the GP framework in model

building and the advantages of probabilistic registration when dealing with outliers and missing data.

Therefore, we formulated the shape fitting problem within the GP framework with soft-assignment, as a

multi-annotator Gaussian Process Regression.

In order to have a principled computation of the annotators variance, we established a parallel with

BCPD, a probabilistic registration method, under the assumption of no missing points. Despite their

similarities, we further evidenced how the differences are fundamental in handling challenging shapes,

1the dataset will be made publicly available upon acceptance of the second paper
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especially the ones with extensive missing data.

This led to the formulation of SFGP, a registration and fitting algorithm, tested with different kinds

of data, both on the 2D and 3D setting. For simulated data, we observed an improvement with respect

to state-of-the-art registration methods and current GP registration proposals, in particular when con-

sidering the distance error for missing points. We finally applied SFGP to the real 3D ears of the Head

dataset with different choices of kernels, achieving considerable visual improvements on the registration

results.

6.1 Future Work

Given the extensive number of existing methods on shape fitting, modelling and registration, even

review papers often focus on a particular segment of the literature and the connection between them

is usually overlooked. Chapter 5 is a step further in a unified formulation of registration and shape

fitting methods. The literature review done throughout the thesis, and in particular over that chapter,

provides a hint on how the unified point of view applies to related approaches, other than BCPD and

GP. However, this is done in an informal manner and it would be interesting to determine exactly which

methods are amenable to a formulation in the same general framework. Most regularization terms can

easily be related to an existing kernel and the remaining ones could point to new kernels, relevant to

shape analysis. Setting parameters on alternative methods can also be facilitated if such connections are

established.

Nonetheless, it can be rightfully argued that different formulations can lead to optimization problems

more amenable to large data techniques, or generally faster and efficient algorithms. However, there has

been a growing number of large data solutions for GP in recent years [145], as their use much overpasses

the application to shape modelling. This is an avenue that we started to explore, but still requires a

more extensive study, albeit extremely promising in increasing the efficiency of our algorithm SFGP. On

a similar note, the particular setting of shape modelling, where part of the matrices involved remain

constant or are subsets of pre-existing ones, hint at more efficient formulations of the update equations.

This could potentially speed up the process without resorting to GP approximation techniques.

The inclusion of explicit rigid transformations would undoubtedly be the next step for a generic

formulation of our problem. However, it is an open question whether this would provide an advantage

by compensating mistakes in the initial alignment or degrade the current performance observed in the

experiments. Given the close relationship with BCPD, and since the latter includes rigid transformations,

it could be a line worth pursuing. However, the formulation entirely within a GP context is not trivial.

The freedom in model selection through kernel design means that there are countless possible models

to choose from. On a first instance by determining the combination of kernels to use and, on a second,

be tuning their hyper parameters. Both these steps would ideally be done in an automated way. Model

selection in a Bayesian context has pre-existing proposed solutions, but they often struggle in the GP

setting due to numerical problems, amongst others. It is also not evident how one could take advantage

of an existing limited dataset to guide kernel modelling, except for the current empirical kernel. We have
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also pursued this topic, but with no definitive conclusion on how to include this in our formulation.

Finally, criteria to evaluate the shape modelling results in real data is a problem that remains open

and of crucial importance for the development of further work. The probabilistic nature of GP might

offer a possible solution, since it provides a measure of confidence in the output.

The work here presented has advanced shape modelling literature, both regarding the case study of

the ear (our initial motivation) and alternative shapes with similar challenges. The pipeline in Chapter 4

is expected ot impact tasks such as prothesis production, by providing a solution to retrieve full models

from limited data and in the presence of reduced pre-existing datasets. The method developed in Chap-

ter 5 could improve existing approaches on both shape fitting and registration fields, and was found to

adequately handle samples with extensive regions of missing data. Furthermore, this formulation shows

high potential for subsequent improvement both on a computational and modelling point of view.
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Appendix A

Probability and linear algebra

A.1 Gaussian distribution

A Gaussian distribution of a D dimensional vector x is given as

N (x|µ, Σ2) = 1
(2π)D/2∥Σ∥1/2 exp{−1

2(x− µ)T Σ−1(x− µ)} (A.1)

where µ ∈ RD is the mean, Σ ∈ RD×D the covariance and |Σ| the determinant of Σ.

A.1.1 Marginal and conditional distributions

If x ∼ N (x|µ, Σ) is partitioned as x = [x1, x2]T , then

x1

x2

 ∼ N(
µ1

µ2

 ,

Σ11 Σ12

Σ21 Σ22

) (A.2)

and the marginal distributions are

x1 ∼ N (x1|µ1, Σ1)x1 ∼2 N (x2|µ2, Σ2). (A.3)

The conditional distributions are

x1|x2 ∼ N (x1|µ1 + Σ12Σ−1
22 (x2 − µ2), Σ11 − Σ12Σ−1

22 Σ21)x1 ∼2 N (x2|µ2, Σ2). (A.4)

A.2 Gaussian Mixture Model

A Gaussian mixture model is a weighted sum of M component Gaussian densities with mean µm and

covariance Σm, given as

p(x|θ) =
M∑

m=1
πmN (x|µm, Σm),

where πm are non-negative weights such that
∑M

m πm = 1.
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A.3 Dirac delta function

The Dirac delta function, usually denoted as δ(x), is given as

δ(x) =

∞ if x = 0

0 otherwise
(A.5)

such that ∫ +∞

−∞
δ(x)dx = 1. (A.6)

A.4 Kullback-Leibner divergence

Given two distributions q(x) and p(x) the Kullback-Leibner divergence is given as

KL(p∥q) = .

∫
p(x) ln

{
q(x)
p(x)

}
dx. (A.7)

A.5 Relevant matrix groups

Definition A.1 (Orthogonal group). Let A ∈ RD×D. We say that A is orthogonal if AT A = ID, that is

A−1 = AT . The set of all orthogonal matrices is called orthogonal group of dimension D and denoted as

O(D).

Definition A.2 (Special Orthogonal group). Let A ∈ O(D). We say that A is special orthogonal if

(A) = +1. The set of all special orthogonal matrices is called special orthogonal group and denoted as

SO(D).

Definition A.3 (Special Euclidean group). We consider a transformation matrix given as

T =

Γ p

0 1

 , (A.8)

where Γ ∈ SO(D) is a rotation matrix and p ∈ RD is a translation vector. The Special Euclidean group

is the set of all transformation groups and denoted as SE(D).
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Appendix B

Registration

B.1 Proof for update equations

Below follow the derivations of the update equations in Proposition 5.1, Proposition 5.2 and Propo-

sition 5.3.

B.1.1 Proposition 5.1

With p(s, t, θ) as defined in (5.15) we take the expectation with respect to q2(c, e) and q3i(ςi) and

drop the terms non dependent on δ, as they are included in a constant term.

E−1[log p(x, y, θ)] = −1
2δT K−1δ − 1

2

NT∑
i=1

1
ς2
i

NS∑
j=1
∥sj − Ti∥2pij + C.

Manipulating the second term, we are able to obtain

NT∑
i=1

1
ς2
i

NS∑
j=1
∥sj − Ti∥2pij =

NT∑
i=1

1
ς2
i

∥ti + δi∥2νi − 2
NS∑
j=1

NT∑
i=1

1
ς2
i

pijsT
j (ti + δi) + C

= (t + δ)T D̃νD̃−1
ς2 (t + δ)− 2sT P̃ T D̃−1

ς2 (t + δ) + C

= δT D̃νD̃−1
ς2 δ − 2

(
D̃−1

ν P̃ s− t
)T

D̃νD̃−1
ς2 δ + C.

Therefore, the expectation becomes

E−1[log p(x, y, θ)] = −1
2δT K−1δ − 1

2δT D̃νD̃−1
ς2 δ +

(
D̃−1

ν P̃ s− t
)T

D̃νD̃−1
ς2 δ + C

= −1
2δT (K−1 + D̃νD̃−1

ς2 )δ +
(

D̃−1
ν P̃ s− t

)T

D̃νD̃−1
ς2 δ + C

= −1
2δT Σ−1δ +

(
ŝ− t

)T

D̃νD̃−1
ς2 δ + C,

with Σ = (K−1 + D̃νD̃−1
ς2 )−1 and ŝ = D̃−1

ν P̃ s. Finally, we can obtain

E−1[log p(x, y, θ)] = −1
2

{
δ − ΣD̃νD̃−1

ς2 (ŝ− t)
}T

Σ−1
{

δ − ΣD̃νD̃−1
ς2 (ŝ− t)

}
+ C1,
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from which we have that q∗
1(δ) follows a multivariate normal distribution with the following parameters

q1(δ)∗ = ϕ(δ; ΣD̃νD̃−1
ς2 (Ŝ − T ), Σ),

meaning that

E[δ] = ΣDνD−1
ς2 (D̃−1

ν P̃ s− T )

cov(δ) = Σ = (K−1 + D̃νD̃−1
ς2 )−1.

B.1.2 Proposition 5.2

We will take the expectation of the joint with respect to q1(δ), q3i(ςi) and drop the terms not dependent

on c and e, obtaining

E−2[log p(x, y, θ)] =
NS∑
j=1

[
log
(
{wpout(sj)}1−cj

{
1− w

NT

}cj)
+

NT∑
i=1

log{⟨ϕij⟩}cjγi(ej)

]
+ C,

where we defined ⟨ϕij⟩ = exp E[log(ϕij)], computed from the other steps and assumed known at this

point. As the variance is only included in ⟨ϕij⟩, the computation of pij remains as in [126]

pij = (1− w)⟨ϕij⟩
NT wpout(sj) + (1− w)

∑NT

i′=1⟨ϕi′j⟩

and we omit the derivation. Finally, we have that

⟨ϕij⟩ = expE[log(ϕij)] = exp
{
E

[
log
(

1
(ςi

√
2π)D

exp
{
− ∥sj − t̄i∥2

2ς2
i

})]}
= 1

(ςi

√
2π)D

exp
{
− ∥sj − E[t̄i]∥2 + tr(cov(δi))

2ς2
i

}

= ϕij(sj ;E[t̄i], ς2
i ) exp

{
− tr(cov(δi))

2ς2
i

}
.

B.1.3 Proposition 5.3

Similarly to [126] we take q3i(ςi) as a Delta Dirac function, meaning that we can maximize the lower

bound directly in the same way. Taking the expectation w.r.t. q1(δ) and q2(c, e) and drop terms not

dependent on ς2
i , we have

E[log p(x, y, θ)] ∝ −D

2

NS∑
j=1

NT∑
i=1

pij log ς2
i −

1
2

NT∑
i=1

1
ς2
i

NS∑
j=1

[
∥sj − E[t̄i]∥2 + tr(cov(δi))

]
pij

∝ −1
2

NT∑
i=1

(
Dνi log ς2

i + 1
ς2
i

βi

)
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where we have defined βi =
∑NS

j=1 pij

(
∥sj − t̂i∥2 + tr(cov(ti))

)
, assumed known at this step. In order to

maximize the ELBO we can minimize

NT∑
i=1

(
Dνi log ς2

i + 1
ς2
i

βi

)
,

so we can minimize each of the terms, such that

(ς2
i )∗ = argmin

ς2
i

D log(ς2
i )νi + 1

ς2
i

βi.

Taking the derivative and equating to zero we get

(ς2
i )∗ = βi

Dνi
.

We can now reformulate this expression, noting that βi can be written as

βi =
NS∑
j=1

pijsT
j sj − 2

NS∑
j=1

pijsT
j E[t̄i] +

NS∑
j=1

pijE[t̄i]TE[t̄i] +
NS∑
j=1

pijtr(cov(ti))

= [Pdiag(S)S]i − 2E[t̄i]T [PS]i + νiE[t̄i]TE[t̄i] + νitr(cov(ti))

and so

ς2
i = 1

D

[
[Pdiag(S)S]i − 2E[t̄i]T [PS]i

νi
+ ∥E[t̄i]∥2 + tr(cov(δi))

]
.
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