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In this manuscript we present a pedagogical introduction to continuously monitored quantum
systems. We start by giving a simplified derivation of the Markovian master equation in Lindblad form,
in the spirit of collision models and input-output theory, which describes the unconditional dynamics
of a continuously monitored system. The same formalism is then exploited to derive stochastic master
equations that describe the conditional dynamics. We focus on the two most paradigmatic examples
of continuous monitoring: continuous photodetection, leading to a discontinuous dynamics with
“quantum jumps”, and continuous homodyne measurements, leading to a diffusive dynamics. We
then present a derivation of feedback master equations that describe the dynamics (either conditional
or unconditional) when the continuous measurement photocurrents are fed back to the system as a
linear driving Hamiltonian, a paradigm known as linear Markovian feedback. In the second part of
the manuscript we focus on continuous-variable Gaussian systems: we first present the equations for
first and second moments describing the dynamics under continuous general-dyne measurements,
and we then discuss in more detail the conditional and unconditional dynamics under Markovian and
state-based feedback.

I. INTRODUCTION

The act of measuring a quantum system, and thus ex-
tracting classical information from it, has a special place
in the theory of quantum mechanics. While in standard
textbook treatments measurement is often assumed to be
an instantaneous and maximally invasive process, more
general situations are possible. In particular, by indirectly
measuring the main system through an auxiliary system
in interaction with it, it is possible to implement so-called
weak measurements. These are not fully disruptive, but
at the same time they extract little information on the
system’s state. This paper deals with situations in which
it is possible to weakly measure the system continuously in
time, i.e. to continuously monitor a quantum system, lead-
ing to stochastic conditional dynamics for the quantum
state, typically referred to as quantum trajectories. Single
quantum trajectories of continuously monitored quan-
tum systems has been now experimentally shown in dif-
ferent platforms, such as superconducting circuits [1–4],
optomechanical [5–7] and hybrid [8] quantum systems.
Recently, continuous feedback protocols able to cool me-
chanical oscillators towards their quantum ground state
have also been demonstrated [9–11].

There is no shortage of introductory material and text-
books on the topic of continuously monitored quantum
systems. Indeed, most of the topics covered in this
manuscript are can also be found (possibly presented
with different approaches) in Refs. [12–17]. Nonetheless,
we believe that our presentation and choice of subjects
has no exact equivalent in a single introductory paper,
and may be useful for students and newcomers to this
field.

∗ francesco.albarelli@gmail.com
† marco.genoni@fisica.unimi.it

Our approach in the derivations is to favour intu-
ition and physical insight, without pursuing formal and
mathematical rigour. Moreover, the approach we fol-
low hinges conceptually on a (more or less formal) dis-
cretization of the continuous-time evolution. This con-
nection can be made more precise in the context of the
so-called collision models [18, 19]. As a matter of fact, the
equations we derive in this manuscript can alternatively
be obtained simply in term of qubit ancillas interacting
with the sytem in lieu of the field [20, 21]. In particular,
Ref. [21] and [17] are two references that we think com-
plement well our treatment here. Other useful and more
comprehensive resources are the books [14, 15, 22].

Originally, the topic of continuous measurements of
quantum systems and its connection to the theory of open
quantum systems was studied from different perspec-
tives, through a more mathematically oriented approach,
see e.g. Refs. [23, 24]. Since continuous measurements
can be used as a method to continuously track the sys-
tem’s state, there is a strong connection with the classical
problem of filtering, i.e. determining the state of a dy-
namical system subject to stochastic noise from imperfect
observations of the state. Indeed, the equations that we
call here stochastic master equations are also known as
quantum filtering equations [25–27] dating back to the
seminal work of Belavkin [28, 29]. We also remark how
quantum trajectories have been introduced as a tool for
more efficient numerical simulations of open quantum
systems, leading to a method known as Monte Carlo wave
function [30, 31]. We finally mention that quantum tra-
jectories have also appeared in the context of collapse
models [32, 33], i.e. generalizations of quantum mechan-
ics that aim to account for the absence of macroscopic
superpositions.

As stated in the title, this manuscript is not intended as
a review, but merely as a relatively simple pedagogical
introduction to the fundamental concepts and equations
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of this field. This is reflected also from the point of view
of the bibliography: it is not meant to capture the myriad
interesting results in this vast field. When possible we
cite other introductory material, such as tutorials and
textbooks, having in mind accessibility for students and
newcomers.

The manuscript is structured as follows. In Section II
we present a derivation of the Markovian master equa-
tion in the spirit of collision models and input-output
theory. In Section III we present a derivation the stochas-
tic differential equation that dictates the conditional dy-
namics of the quantum system, when it is continuously
monitored by performing measurements on the output
field, either homodyne measurements or photodetection.
In Section IV we present a derivation of the equations
that govern the dynamics of the system (both conditional
and unconditional) when the continuous measurement
results are fed back to drive the system with a linear
Markovian feedback. In Section V we present the dy-
namical equations for Gaussian systems in presence of
Markovian and state-based feedback, this is intended as
a complement to Ref. [34] which contains all the prerequi-
site material. Section VI concludes the paper with some
perspectives of current research topics within the field.

II. DERIVATION OF MARKOVIAN MASTER
EQUATIONS

In this section we present a simple derivation of the cel-
ebrated Gorini-Kossakowski-Sudarshan-Lindblad mas-
ter equation [35–37] (which we mostly call only Lindblad
equation, for semantic convenience). We do not give rig-
orous proofs, but we try to sketch the main ideas behind
the derivation of the equations. Note that this deriva-
tion is quite different from microscopic derivations in the
weak-coupling approximation, e.g. Refs. [35, Sec. 3.3]
and [38, Sec. 6.1], and closely related to derivations based
on collision models [18, 19].

A. Hamiltonian dynamics

Let us briefly recall how unitary dynamics is physi-
cally generated by the Hamiltonian of the system, which
is a self-adjoint operator with a spectrum bounded from
below1. The differential equation which dictates the dy-
namic of a pure state is the Schrödinger equation

d |ψ(t)⟩
dt

= − i
h̄

Ĥ(t) |ψ(t)⟩ ; (1)

1 We remark that in some cases we will work with effective Hamiltoni-
ans that are not bounded from below.

this is equivalent to an equation for an observable Ô in
the Heisenberg picture:

dÔ(t)
dt

=
i
h̄
[
Ĥ(t), Ô(t)

]
. (2)

Eq. (1) in the Schrödinger picture can equivalently be
rewritten as a Liouville-Von Neumann equation for the
density operator

dϱ(t)
dt

= − i
h̄
[
Ĥ(t), ϱ(t)

]
, (3)

this equation has the same form as (2), but with the op-
posite sign. The unitary operator expressing the solution
to equations (3) and (1) for any initial state can formally
be written as

Û(t, t0) = T exp
[
−i
h̄

∫ t

t0

dt′Ĥ(t′)
]

, (4)

the time-ordering operator T has the effect of putting
non-commuting operators in the correct chronological
order. Formally we have

T
(

Ĥ(t1)Ĥ(t2)
)
=

{
Ĥ(t1)Ĥ(t2) if t1 < t2

Ĥ(t2)Ĥ(t1) if t1 > t2
(5)

and analogously for more than two operators; this defini-
tion is applied to the exponential (4) by Taylor expansion.
When the Hamiltonian is time independent, we do not
need time ordering and the evolution is homogeneous in
time (it is only described by the elapsed time t):

Û(t) = exp
[
− i

h̄
Ĥt
]

; (6)

note that from now on we always rescale units appropri-
ately such that h̄ = 1.

Unitary evolutions are due only to the Hamiltonian
of the system, therefore they describe closed quantum
systems, more general evolutions arise when the system
interacts with an external quantum system. Usually, the
external system is conceived as an environment, i.e. a
“large” quantum system with a Hilbert space of much
higher dimensionality than the main system, that is not
under experimental control. In this situation we usually
talk of open quantum systems [35]. The external system
can also be conceived as auxiliary degrees of freedom that
can be measured and exploited to extract information on
the main system. We will see that these two situations are
intimately connected, and the distinction may be blurred
at times.

The topic of this section is precisely the dynamics of
open quantum systems, when we do not have any access
to the degrees of freedom of the environment (uncondi-
tional evolution). In the next section we will see how
things change when we can actually access and measure
them (conditional evolution).
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1. Lindblad master equation

This derivation is obtained using input-output theory,
in a way that is going to make the transition to stochas-
tic master equations transparent. In order to derive the
input-output formalism we consider the following phys-
ical description (see for example Ref. [39]): a generic
quantum system2 S interacts with an environment (bath)
B corresponding to a continuum of bosonic modes, such
that the total Hamiltonian governing the evolution of
system and bath reads

Ĥ = ĤS + ĤB + Ĥint , (7)

where ĤS is, for the moment, left generic, while

ĤB =
∫ ∞

0
dω ω b̂†

ω b̂ω , (8)

with the operators b̂ω satisfying the commutation rela-
tion [b̂ω, b̂†

ω′ ] = δ(ω − ω′). We then assume that the
interaction Hamiltonian is linear in the operators b̂ω,

Ĥint = i
∫ ∞

0
dω

√
κ(ω)

2π

(
ĉb̂†

ω − ĉ† b̂ω

)
, (9)

where ĉ is a given system operator, and κ(ω) quantifies
the strength of the interaction between the system and
the bath mode at frequency ω.

We now move to the interaction picture with respect to
Ĥ0 = ĤS + ĤB and make the following further assump-
tions.

• First Markov approximation: by considering an inter-
action strongly localized in space, we can assume
that interaction strength is constant in a certain
(large) frequency bandwidth, i.e. κ(ω) = κ for
ω ∈ W = [ω0 − θ, ω0 + θ] (where ω0 is the char-
acteristic frequency of the system), and negligible
outside this interval.

• We assume that the interaction-picture system op-
erator acquires a time-dependent phase: ĉ(t) =

ĉe−iω0(t−t0), where t0 denotes the initial time, where
Schrödinger and interaction picture coincide. We
also assume that the timescale set by the interaction
is such that τ = 1/κ ≫ 1/ω0, and that all other
time-dependencies are assumed to be negligible on
this timescale.
For example in atomic systems with free Hamilto-
nian ω0 Ĵz, the ladder operator ĉ = Ĵ− = Ĵx − i Ĵy
satisfies this property, and the interaction Hamilto-
nian (9) is obtained after making the rotating wave

2 We are not making any assumption on the dimension of the Hilbert
space associated to the quantum system S ; this can correspond, e.g.,
to a qubit or to a quantum harmonic oscillator.

approximation. Similarly one can consider a cavity
mode with free Hamiltonian ω0 â† â, and with ĉ = â.
One can also end up with operators ĉ that do not
satisfy this property, e.g. ĉ = x̂ the Hermitian posi-
tion operator of a oscillator, but this is usually an
effective coupling obtained, e.g., after an adiabatic
elimination of the optical cavity [40].

By defining the so-called input modes bt as

b̂t :=
1√
2π

∫
W

dω b̂ωe−i(ω−ω0)(t−t0) (10)

the time-dependent interaction Hamiltonian (in interac-
tion picture) can be written as

Ĥint(t) = i
√

κ
(

ĉb̂†
t − ĉ† b̂t

)
. (11)

We now want to evaluate the commutation relation for
the input modes b̂t, finding[

b̂t, b̂†
t′

]
= (12)

=
1

2π

∫∫ ω0+θ

ω0−θ
dωdω′e−i(ω−ω0)(t−t0)ei(ω′−ω0)(t′−t0)[b̂ω, b̂ω′ ]

=
1

2π

∫ ω0+θ

ω0−θ
dω e−i(ω−ω0)(t−t′) =

1
2π

∫ θ

−θ
dω̄ e−iω̄(t−t′)

where we have exploited the commutation relation for
the operators b̂ω , and where we have changed integration
variable to ω̄ = ω − ω0. If we now assume that the
frequency bandwidth is much larger than all the other
frequencies entering into the dynamics (i.e. θ ≫ κ), the
integral can be extended to the whole real axisR3. As a
consequence one obtains that the input modes satisfy the
commutation relation[

b̂t, b̂†
t′

]
= δ(t − t′) . (13)

These are also called “white noise” operators, as their
commutation relations implies that they are delta-
correlated in time, exactly like classical white noise.

The intuition behind this Markovian input-output the-
ory is that the environment can be thought as an infinite
collection of uncorrelated quantum systems, all in the
same state and that the main system interacts at each time
with a different system from this collection. This is the
continuum limit of so-called collision models [18, 19]. In

3 One should notice that, in order to properly define the frequency
interval W , one always needs that ω0 − θ > 0. As a consequence, the
condition θ ≫ κ also implies ω0 ≫ κ, that is that the characteristic
frequency of the system is much larger than all the other frequencies
in the dynamics. We also remark that these conditions will have
to hold with respect to all other frequencies that may appear in the
system Hamiltonian ĤS and that we are neglecting in this simplified
derivation of the master equation.
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this sense, we made the typographic choice of denoting
the input modes as b̂t and not as b̂(t) to highlight the fact
that t is a label identifying a particular input operator in
the collection {b̂t}t∈R, and not a variable. In a quantum
optical setting the input operators b̂t represent travelling
light fields, while the system (usually an optical cavity)
is fixed and localized and interacts with the travelling
light impinging on it.

We can see that the commutator (13) at equal times is
not a well defined quantity, so we heuristically go around
this problem by integrating the input operators as

δb̂t =
∫ t+δt

t
b̂t′ dt′ , (14)

which implies [
δb̂t, δb̂†

t

]
= 1δt . (15)

For an infinitesimal δt → dt we have that δb̂t → db̂t =
b̂tdt; this leads to the following identity[

db̂t, db̂†
t

]
=
[
b̂t, b̂†

t

]
dt2 = 1dt . (16)

By following the approach pursued in Ref. [12], we now
define a new set of bosonic operators B̂t satisfying the re-
lation b̂tdt = B̂t

√
dt 4, these operators are proper creation

and annihilation operator at each time, i.e.[
B̂t, B̂†

t

]
= 1 . (17)

As B̂t corresponds to annihilation operators of proper
quantum harmonic oscillators, we can now formally spec-
ify that the global Hilbert space of corresponds to

H = HS
⊗
t∈R

HBt (18)

that is, to the system Hilbert space HS , tensor product
with an (uncountable) infinity of infinite-dimensional
Hilbert spacesHBt , each one corresponding to a quantum
harmonic oscillator, labelled by the time variable t.

In order to study the evolution of the system quantum
state ϱ(t) we now follow these hypothesis:

• Born-Markov approximation: at each time t, the
global state of system and environment R(t) is a
factorized state with the same reduced state for the
environment, i.e.

R(t) = ϱ(t)⊗ µt (19)

4 In more mathematical literature the operator db̂in ≡ B̂t
√

dt is called
a quantum Wiener increment, and these concepts belong to the field
known as quantum stochastic calculus [41].

In the following we will always assume that the
state of each mode is the vacuum, µt = |0⟩t⟨0|,
satisfying B̂t |0⟩t = 0 and B̂†

t |0⟩t = |1⟩t (a sin-
gle photon state) at each t (we should remark that
we can properly define vacuum and Fock states
as B̂t is a proper annihilation operator satisfying
(17)). This choice, in terms of the original opera-
tors {b̂t}, implies that the expectation value of the
anti-commutator is again a Dirac delta〈{

b̂t, b̂†
t′

}〉
= δ(t − t′) . (20)

Physically, this corresponds to assuming that the
characteristic frequency of the system ω0 is large
enough so that the environment can be assumed
to be at zero-temperature. More precisely, it is a
condition on the average number of thermal pho-
tons: N(ω0) = 1/(eh̄ω0/(kBT) − 1) ≪ 1, valid, e.g.,
for optical frequencies at room temperature. In Ap-
pendix A we relax this assumption and describe the
evolution corresponding to thermal and squeezed
environments, as well as in the case of a coherent
driving.

The conditions in Eqs. (20) and (13) represent our
Markovianity assumptions. The physical mean-
ing is that the environment subsystems interact-
ing at different times are completely uncorrelated
and the interaction itself is instantaneous. This is
clearly an idealisation which relies on a separation
of timescales between the dynamics of the system
and the environment. Roughly speaking, we are
assuming that the correlation time of the environ-
ment is much shorter than the timescales governing
the evolution of the system5.

• The global state evolves in a infinitesimal time dt
as

R(t + dt) = Û(t, t + dt)R(t)Û(t, t + dt)† (21)

where Û(t, t + dt) = e−iĤint(t) dt.

• The state of the system at time t + dt is obtained by
tracing out the degrees of freedom of the environ-
ment, i.e.

ϱ(t + dt) = TrB [R(t + dt)] , (22)

where here TrB [•] denotes the partial trace on the
Hilbert space corresponding to the oscillator mode
B̂t.

5 Alternatively, we could say that in this approximation dt is mathe-
matically an infinitesimal quantity, but physically corresponds to the
smallest timescale of the system and anything happening on shorter
timescales can be disregarded.
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We can now write the unitary evolution operator
Û(t, t + dt) as a function of the operators B̂t as follows

Û(t, t + dt) = e−iĤint(t) dt

= exp
[√

κdt
(

ĉ ⊗ b̂†
t − ĉ† ⊗ b̂t

)]
= exp

[√
κ dt

(
ĉ ⊗ B̂†

t − ĉ† ⊗ B̂t

)]
;

(23)

The key feature of the form (23) is that it is an exponential
of the dimensionless variable

√
κdt. Thus, to obtain terms

up to first order in dt, we need to expand the exponential
up to second order as follows

Û(t, t + dt) ≈ 1⊗ 1+
(

ĉ ⊗ B̂†
t − ĉ† ⊗ B̂t

)√
κdt+

+
1
2

(
ĉ†2 ⊗ B̂2

t + ĉ2 ⊗ B̂†2
t − ĉĉ† ⊗ B̂†

t B̂t − ĉ† ĉ ⊗ B̂t B̂†
t

)
κdt;

(24)

we note here that sometimes we are going to include
the parameter κ in the definition of the operator ĉ by
rescaling it as ĉ →

√
κĉ.

Now we bring into the calculation the assumptions
above, and we compute the evolution of the density ma-
trix of the system as

ϱ(t+ dt) = TrB
[
Û(t, t + dt) (ϱ(t)⊗ |0⟩t⟨0|) Û(t, t + dt)†

]
.

(25)
By inserting the expansion (24) we get

R(t + dt) = ϱ(t)⊗ |0⟩⟨0|+ (26)

+
√

κ
(

ĉϱ(t)⊗ |1⟩⟨0|+ ϱ(t)ĉ† ⊗ |0⟩⟨1|
) √

dt

+ κ
(

ĉϱ(t)ĉ† ⊗ |1⟩⟨1|
)

dt+

+
κ

2
(
√

2ĉ2ϱ(t)⊗ |2⟩⟨0| − ĉ† ĉϱ(t)⊗ |0⟩⟨0|+ h.c.) dt .

By explicitly computing the trace we get to

ϱ(t + dt) = ϱ(t) + κĉϱĉ† dt − κ

2

{
ĉ† ĉ, ϱ

}
dt, (27)

which we can rewrite as a proper differential equation:

dϱ(t)
dt

= κD[ĉ]ϱ(t), (28)

where we introduced the dissipation superoperator D,
defined as

D[Â]• = Â • Â† − 1
2

{
Â† Â, •

}
. (29)

More in general, we can also insert an Hamiltonian act-
ing on the system into the master equation (28), albeit
we should make sure that the evolution due to the sys-
tem Hamiltonian is slow enough. In particular, we are
making a Markovianity assumption of considering the

system “frozen” while interacting with each environmen-
tal mode: this could break down if the timescale induced
by the system Hamiltonian is too short.

Furthermore, the case with a single ĉ can be general-
ized to a collection {ĉj}, often called collapse operators.
The general form of a Markovian Lindblad master equa-
tion is then

dϱ(t)
dt

= Lϱ(t) = −i
[
Ĥ, ϱ(t)

]
+ ∑

i
κiD[ĉi]ϱ(t) , (30)

with κi ≥ 0 ∀i. To obtain this general form, we have to
consider n independent input modes b̂(j)

t , one for each
noise operator cj, that satisfy Bosonic commutation rela-
tions [

b̂(j)
t , b̂(k)†t′

]
= δjkδ(t − t′) . (31)

In Eq. (30) we also introduced the time independent Lind-
bladian superoperator L. This is a linear (super)operator
and it is easy to see that the complete-positive trace-
preserving map (CPTP) generated by Eq. (30) are ob-
tained by exponentiation as as

Et = etL . (32)

These solutions satisfy a semi-group property

Et ◦ Es = Es+t ∀t, s ∈ R; (33)

the fact that this is a semi-group and there is no CPTP
inverse map, unlike the purely unitary case, makes clear
that this kind of evolution is irreversible. More in general,
if a collection of CPTP maps Et satisfies the semi-group
property (33), the generator L must have the form given
by the master equation (30); this is the original result of
Lindblad [42] and Gorini et al. [43].

III. DERIVATION OF STOCHASTIC MASTER
EQUATIONS

In the previous section, we have derived the Marko-
vian master equation, assuming that the system interacts
with a train of harmonic oscillators {B̂t}, that describe
the environment, and by tracing out these degrees of
freedom after the global interaction.

In the following we will assume that the environment
is continuously monitored, that is, after every infinites-
imal interaction, the environmental quantum state cor-
responding to the quantum oscillator operator B̂t is mea-
sured. We will start by focusing on measurements de-
scribed by projectors on pure states, i.e. by a positive
operator-valued measure (POVM) {Πj = |j⟩⟨j|} and we
will later discuss the case of more general (noisy) POVMs.

In the literature, there are several approaches that can
be taken in order to derive the corresponding stochastic
master equations (SME) that describes the evolution under
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time-continuous monitoring. We will exploit what we
have already described before for the derivation of the
(unconditional) master equation, and we will then follow
these steps6:

• As before, at each time t, the global state of system
and environment R(t) is a factorized state with the
same reduced state for the environment, i.e.

R(t) = ϱ(c)(t)⊗ |0⟩t⟨0| , (34)

where the superscript (c) signals a conditional
state.

• The global state evolves in a infinitesimal time dt
as

R(t + dt) = Û(t, t + dt)R(t)Û(t, t + dt)† (35)

where Û(t, t + dt) = e−iĤint(t) dt.

• The conditional state of the system at time t + dt
is obtained by projecting the environment on the
corresponding projector |j⟩⟨j| that belongs to the
Hilbert space corresponding to the oscillator B̂t, i.e.

ϱ(c)
j (t + dt) = t⟨j|R(t + dt)|j⟩t

pj(t + dt)
, (36)

where pj(t + dt) = Tr[R(t + dt)(1S ⊗ |j⟩t⟨j|)] de-
notes the probability of obtaining the outcome j at
time t + dt.

1. Photo-detection stochastic master equation

We will now consider the case where the environment
is continuously monitored with a photo-detector, i.e. by
projecting it on the corresponding Fock basis {|n⟩⟨n|}.
As it is apparent from Eq. (26), one gets non zero proba-
bility of detection only by projecting on the vacuum state
|0⟩⟨0| or on the single photon state |1⟩⟨1|. We will thus
consider these two results separately:

• Measurement result: 0.
The (unnormalized) conditional state reads:

ϱ̃(c)
0 (t + dt) = t⟨0|R(t + dt)|0⟩t

= ϱ(c)(t)− κ

2
{ϱ(c)(t), ĉ† ĉ} dt .

(37)

In order to normalize it, we need to compute the
probability:

p0(t + dt) = Tr[ϱ̃(c)
0 (t + dt)] = 1 − κ⟨ĉ† ĉ⟩t dt , (38)

6 A similar approach can be found in Sec. 4.4.1 of Ref. [12], where the
SME for continuous homodyne detection in the presence of a generic
Gaussian bath is derived.

where we have introduced the notation ⟨Â⟩t =
Tr[ϱ(t)Â]. By expanding the inverse probability at
first order in dt, the normalized conditional state
reads

ϱ(c)
0 (t + dt) =

ϱ̃(c)
0 (t + dt)

p0(t + dt)

≈
(

ϱ(c)(t)− κ

2
{ϱ(c)(t), ĉ† ĉ} dt

) (
1 + κ⟨ĉ† ĉ⟩t dt

)
≈ ϱ(c) − κ

2
H[ĉ† ĉ]ϱ(c)(t) dt , (39)

where we have introduced the superoperator

H[Â]• = Â •+ • Â† − ⟨Â + Â†⟩t • . (40)

• Measurement result: 1.
The (unnormalized) conditional state reads:

ϱ̃(c)
1 (t + dt) = t⟨1|R(t + dt)|1⟩t = κĉϱ(c)(t)ĉ† dt . (41)

In this case the probability reads:

p1(t + dt) = Tr[ϱ̃(c)
1 (t + dt)] = κ⟨ĉ† ĉ⟩t dt , (42)

The normalized conditional state thus reads

ϱ(c)
1 (t + dt) =

ϱ̃(c)
1 (t + dt)

p1(t + dt)

=
ĉϱ(c)(t)ĉ†

⟨ĉ† ĉ⟩t
. (43)

By observing that the outcome of the measurement cor-
responds to a random variable taking values {0, 1} with
probabilities given by Eqs. (38) and (42), we can intro-
duce a Poisson increment7 dNt with mean

E [dNt] = 0 · p0(t + dt) + 1 · p1(t + dt)

= κTr
[
ϱ(c)(t)ĉ† ĉ

]
dt ,

(44)

where we have introduced the notation E[•] to indicate
the (stochastic) average of the random variable. Notice
that, being dNt a two-outcome random variable, it is
completely described by its mean value. Therefore one

7 A Poisson increment dNt with rate λ(t) is a stochastic process with
two outcomes: 0 and 1. The probability that dNt assumes the value
1 in the time interval dt is λ(t)dt, and the probability that it takes
the value 0 is 1 − λ(t)dt. Informally, the probability that dNt is 1
in any infinitesimal time interval is vanishingly small and thus dN
is zero most of the time. However, sometimes dNt takes the value
1, and the value of N(T) =

∫ T
0 dNt “jumps” by 1; N(t) is called a

Poisson process. A fundamental property of Poisson increments is
that (dNt)2 = dNt.
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can combine the two possible outcomes into a single
equation

dϱ(c)(t) =ϱ(c)(t + dt)− ϱ(c)(t)

=dNt

(
ϱ(c)

1 (t + dt)− ϱ(c)(t)
)

+ (1 − dNt)
(

ϱ(c)
0 (t + dt)− ϱ(c)(t)

)
.

(45)

This equation can be simplified by noting that the term
dtdNt can be discarded, since it gives contributions of
order greater than dt (this can be understood intuitively
from the last two equations). If we also add an Hamilto-
nian term (with the same caveats of the previous deriva-
tion) we get to the more general equation

dϱ(c) = −i
[

Ĥ, ϱ(c)
]

dt − κ

2
H[ĉ† ĉ]ϱ(c)dt

+

(
ĉϱ(c) ĉ†

Tr
[
ĉϱ(c) ĉ†

] − ϱ(c)

)
dNt. (46)

It is important to notice how the obtained SME is nonlin-
ear in the quantum state ϱ(c), as both the superoperator
H[ĉ† ĉ] and the statistic of the Poisson process dNt involve
the calculation of the average value ⟨ĉ†c⟩t = Tr[ϱ(c) ĉ† ĉ].
This is a consequence of the renormalization needed to
obtain a normalized quantum state, after conditioning
on the result of a measurement.

The unconditional state is obtained by averaging over
the Poisson process: ϱ(t) = E

[
ϱ(c)(t)

]
. In order to see it

explicitly it is useful to introduce the following stochastic
calculus rule [14]

E

[
dNt f (ϱ(c))

]
= κ dtE

[
Tr
[
c†cϱ(c)

]
f (ϱ(c))

]
, (47)

for any function of the density matrix; this is consistent
with (44) when f = 1. By making use of (47) one can
average over the Poisson increment and get from the
SME (46) for the conditional state to the Lindblad master
equation (28) for the unconditional state, i.e.

E[dϱ(c)(t)] = −i
[
Ĥ, ϱ(t)

]
dt + κD[ĉ]ϱ(t) dt . (48)

If instead of considering a generic initial state ϱ0, the
system starts in a pure state |ψ0⟩, the stochastic evolution
maintains the state pure at all times and can be rewritten
as a (non-linear) equation for a conditional state vector
|ψc(t)⟩:

d |ψ(c)(t)⟩ =
[
−iĤdt +

κ

2

(〈
ĉ† ĉ
〉

t
− ĉ† ĉ

)
dt

+

(
ĉ√
⟨ĉ† ĉ⟩t

− 1
)

dNt

]
|ψ(c)(t)⟩ , (49)

this equation is called a stochastic Schrödinger equation
(SSE); for compactness we introduced the expectation

value on the conditional state: ⟨ψ(c)(t)| • |ψ(c)(t)⟩ = ⟨•⟩.
Historically, solutions to SSEs are called quantum trajecto-
ries; however we also use the term more freely also for
solutions of SMEs.

By writing the infinitesimal increment for the projector
representing the pure state

dϱ(c) =
(

d |ψ(c)⟩) ⟨ψ(c)|+ |ψ(c)⟩ (d ⟨ψ(c)|
)

+
(

d |ψ(c)⟩)(d ⟨ψ(c)|
)

, (50)

one can check the consistence between (49) and (46),
taking into account the property of Poisson increments
(dNt)2 = dNt. Note that it is necessary to retain also the
second order term in Eq. (50).

The stochastic variable NT =
∫ T

0 dNt represents how
many jumps have occurred up to time T, i.e. how many
photons have been detected. However, the ‘measurement
record’ corresponding to an experiment contains more
information than just NT , the complete information is a
list of times 0 ≤ t1,≤ · · · ≤ tNT ≤ T corresponding to
each photo-detection.

Every master equation in Lindblad form can be rewrit-
ten in terms of SSEs and the solution of the master equa-
tion is obtained by averaging over the stochastic process.
This procedure is called “unravelling” the master equa-
tion and Eq. (49) is a specific unravelling based on a dis-
continuous jump-like evolution. As we have seen, a SSE
has a physical meaning, however it is also useful as a tool
to numerically solve Lindblad master equations [30, 44].
The advantage is that only state vectors are needed in-
stead of density matrices, the price to pay is that one has
to accumulate enough statistics to reduce fluctuations by
generating many trajectories.

2. Homodyne detection stochastic master equation

We will now consider the case where the environ-
ment is continuously monitored via homodyne detec-
tion, i.e. by projecting the environment at each time on
the (unnormalized) eigenstates {|xθ⟩⟨xθ |} of the operator
x̂θ = (eiθ B̂t + e−iθ B̂†

t )/
√

2. In this case the unnormalized
conditional state reads

ϱ̃(c)(t + dt) = (51)

= Trt

[
Û(t, t + dt) (ϱ(t)⊗ |0⟩t ⟨0|) Û(t, t + dt)†

(1⊗ |xθ⟩t⟨xθ |)
]
=

= t ⟨xθ | Û(t, t + dt) (ϱ(t)⊗ |0⟩t⟨0|) Û(t, t + dt)† |xθ⟩t

and the corresponding probability

pxθ
(t + dt) = Tr [ϱ̃(t + dt)] ; (52)
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the normalized state is then

ϱ(c)(t + dt) =
ϱ̃(c)(t + dt)
pxθ

(t + dt)
. (53)

Differently from the previous case, we only need an ex-
pansion of the numerator and the denominator in (53)
up to order

√
κdt, since all the relevant terms of order

κdt come out as a result. Due to vacuum fluctuations the
probability distribution for xθ at time t, before the inter-
action, is a Gaussian with variance 1

2 and mean value 0,
i.e. pxθ

(t) = |t⟨xθ |0⟩t|2 = 1√
π

e−x2
θ .

The expansion of the conditional state yields

ϱ̃(c)(t + dt) = |t⟨xθ |0⟩t|2 ϱ(c)(t) (54)

+

(
ĉϱ(c)(t)t⟨xθ |1⟩t⟨0|xθ⟩t+

ϱ(c)(t)ĉ†
t⟨xθ |0⟩t⟨1|xθ⟩t

)√
κdt + o(

√
κdt)

= pxθ
(t)
[

ϱ(c)(t)

+
(

ĉϱ(c)(t)eiθ + ϱ(c)(t)ĉ†e−iθ
)

xθ

√
2κdt

]
+ o(

√
κdt)

where to get the second expression we used the identity
t⟨xθ |1⟩t =

√
2xθeiθ

t⟨xθ |0⟩t. The expansion of the proba-
bility distribution yields

pxθ
(t + dt) = Tr

[
ϱ̃(c)(t + dt)

]
(55)

= pxθ
(t)
(

1 +
√

2κdtxθ⟨ĉeiθ + ĉ†e−iθ⟩t

)
+ o(

√
κdt)

≈ 1√
π

exp

−(xθ −
√

κdt
2

〈
ĉeiθ + ĉ†e−iθ

〉
t

)2
 ,

up to order
√

dt it is equivalent to a Gaussian distribution

with variance 1
2 and mean value

√
κdt
2 ⟨ĉeiθ + ĉ†e−iθ⟩t.

We can introduce a new stochastic increment dyt and a
stochastic process I(t) such that

dyt = I(t)dt =
√

2dtxθ =
√

κ⟨ĉeiθ + ĉ†e−iθ⟩tdt + dwt ,
(56)

where here dwt a Gaussian random variable with vari-
ance dt and zero mean E [dwt] = 0. The stochastic
variable yT =

∫ T
0 dyt represents the so-called integrated

photo-current. The continuous stream of outcomes is usu-
ally understood in terms of the so-called photocurrent
I(t) = dyt

dt . The photocurrent It is equal to the expecta-
tion value of the operator ĉeiθ + ĉ†e−iθ at time t, plus a
white noise term:

I(t) =
√

κ⟨ĉeiθ + ĉ†e−iθ⟩t + ξ(t) (57)

where ξ(t) = dwt
dt represents white-noise, that is typically

mathematically (heuristically) defined by the condition
E[ξ(t) ξ(t′)] = δ(t − t′).

In the theory of stochastic processes dwt is called a
Wiener increment. The defining and remarkable property
of a Wiener increment is that its square (in principle a
random variable) is actually not random, but satisfies
dw2

t = dt deterministically8. This identity is formally
known as Itô’s lemma and it is the basis of Itô stochastic
calculus9. The assumption leading to a Itô stochastic
differential equation is that integral (14), needed to define
the “physical” operators b̂′in(t), does not involve modes
at times preceding t.

By inserting expressions (54) and (55) into (53) and
expanding the denominator we can finally get to

dϱ(c)(t) =
√

κH[ĉeiθ ]ϱ(c)(t) dwt + o(
√

κdt) . (58)

Since averaging over the measurement result, i.e. over
the stochastic Wiener increment dwt should yield the un-
conditional Markovian master equation (28), the remain-
ing terms of order O(dt) are obtained straightforwardly,
and we obtain the SME:

dϱ(c)(t) =− i
[

Ĥ, ϱ(c)(t)
]

dt + κD [ĉ] ϱ(c)(t)dt (59)

+
√

κH[ĉeiθ ]ϱ(c)(t) dwt

=− i
[

Ĥ, ϱ(c)(t)
]

dt + κD [ĉ] ϱ(c)(t)dt (60)

+
√

κH[ĉeiθ ]ϱ(c)(t)
(

dyt −
√

κ⟨ĉeiθ + ĉ†e−iθ⟩tdt
)

where we also added the usual Hamiltonian term and
in the second line we wrote the equation in term of the
observed photocurrent. As in the photo-detection case,
also this SME is evidently non-linear in the quantum
state ϱ(c), involving the calculation of the average value
⟨ĉeiθ + ĉ†e−iθ⟩t = Tr[ϱ(c)(ĉeiθ + ĉ†e−iθ)], as a consequence
of the renormalization of the conditional state due to the
measurement. This SME is called a diffusive unravelling,
since the stochastic part is represented by a diffusive
process10.

Beyond homodyne detection, we can also obtain the
SME for continuous heterodyne detection, which mathe-
matically corresponds to projections on coherent states

8 A proof of this identity can be found in Sec. 5.2 of Ref. [13] or in
Appendix C of Ref. [16].

9 In this work we only use Itô calculus and the currents I(t) and ξ(t)
that we have formally written as time derivatives are, strictly speak-
ing, not well-defined and should should be implicitly understood
through the increment definitions, e.g. ξ(t)dt = dwt. Note, how-
ever, that it is alternatively possible to employ stochastic differential
equations in Stratonovich form, in which the chain rule of usual
calculus holds and currents such as ξ(t) are well-defined objects.
See Refs. [14, 15] for a discussion of this difference and its physical
interpretation.

10 Diffusive means that something initially localized spreads out in
time. This can be seen by considering the Wiener process W(t) ≡∫

dwt, which is a Gaussian random variable with variance t (linearly
increasing in time).
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of the operators {B̂t}, simply by considering an unrav-
elling with two distinct jump operators ĉ1 = ĉ/

√
2 and

ĉ2 = iĉ/
√

2, corresponding to homodyne phases equal
to θ = 0 and θ = π/2 respectively, yielding (for Ĥ = 0)

dϱ(c)(t) =
κ

2
D [ĉ] ϱ(c)(t)dt +

√
κ

2
H[ĉ]ϱ(c)(t) dw(1)

t (61)

+
κ

2
D [iĉ] ϱ(c)(t)dt +

√
κ

2
H[iĉ]ϱ(c)(t) dw(2)

t

=κD [ĉ] ϱ(c)(t)dt +
√

κ

2
H[ĉ]ϱ(c)(t) dw(1)

t

+

√
κ

2
H[iĉ]ϱ(c)(t) dw(2)

t ,

where in the last line we have used the general property
D [ĉ] = D

[
ĉeiθ] and where dw(1)

t and dw(2)
t are uncor-

related Wiener increments related to the two photocur-
rents:

dy(1)t =

√
κ

2
⟨ĉ + ĉ†⟩tdt + dw(1)

t ,

dy(2)t =

√
κ

2
⟨i(ĉ − ĉ†)⟩tdt + dw(2)

t .
(62)

This formulation is easy to understand reminding our-
selves how heterodyne detection can be indeed imple-
mented as a double homodyne detection [45].

In the following we will focus on homodyne detection
only, and suppress the explicit dependence on θ which
comes from measuring a different quadrature, since it is
simply equivalent to the substitution ĉ 7→ ĉeiθ , and, as
we noted above, the dissipative part does not depend on
θ. Similarly to the discontinuous jump-like case we can
alternatively write a SSE if the initial state is pure:

d |ψ(c)(t)⟩ =
{[

−iĤ− κ

2
(
ĉ† ĉ−⟨ĉ+ ĉ†⟩ĉ+ ⟨ĉ + ĉ†⟩2

4
)]

dt

+
√

κ
(
ĉ −

〈
ĉ + ĉ†〉

2
)
dwt

}
|ψ(c)(t)⟩ ; (63)

to check the equivalence with the previous equation for
the density matrix we need to use again Eq. (50) and
to apply Itô’s rule. Due to the fact that dwt has zero
mean E [dwt] = 0, it is straight forward to check that
the average of (59) gives back the Lindblad equation (28)
(written there for the particular case Ĥ = 0).

3. Inefficient detection

The previous equations were derived assuming that
the measurement on the output modes was a perfect pro-
jective measurement (actually a sharp observable, since
we are only interested in the statistics). However this
assumption is not fulfilled in many practical and inter-
esting scenarios. The simplest way to model inefficient

detection is to assume that the measurement happens
with probability η ∈ [0, 1] and fails with probability 1− η.
This is equivalent to placing a beam-splitter with trans-
missivity η before the measurement device, which ac-
counts for the lost photons. Another equivalent way to
model this inefficiency is to rewrite the master equation
for the unconditional dynamics as

dϱ(t)
dt

= ηκD [ĉ] ϱ(t) + (1 − η)κD [ĉ] ϱ(t) (64)

and then unravel only the first term proportional to
η [14].

The steps presented in the previous sections can be
reproduced and we get to a SME for photo-detection

dϱ(c) = −i
[

Ĥ, ϱ(c)
]

dt − ηκ

2
H[ĉ† ĉ]ϱ(c)dt

+

(
ĉϱ(c) ĉ†

Tr
[
ĉϱ(c) ĉ†

] − ϱ(c)
)

dNt + (1 − η)κD[ĉ]ϱ(c)dt , (65)

where now the Poisson increment has expectation value
E [dNt] = ηκTr

[
ϱ(c)] dt. Analogously, we have a diffu-

sive SME for homodyne detection with finite efficiency

dϱ(c)(t) = −i
[

Ĥ, ϱ(c)(t)
]

dt + κD [ĉ] ϱ(c)(t)dt

+
√

ηκH[ĉeiθ ]ϱ(c)(t)dwt, (66)

corresponding to a measured continuous photo-current
dyt =

√
ηκ⟨ĉ + ĉ†⟩t dt + dwt. As expected, both equa-

tions give back the unconditional Lindblad master equa-
tion for η → 0, as it physically corresponds to not per-
forming any measurement on the output operators.

4. Linear quantum trajectories

The evolution of a quantum system conditioned on a
certain measurement outcome is given by a trace non-
increasing linear CP map. On the other hand, as observed
above, the map which gives the normalized conditional
state is non-linear, because of the renormalization. As
we will see in the following, it is possible to derive lin-
ear SMEs describing the evolution of the unnormalized
conditional state, that have the advantage of being easier
to solve analytically and numerically, and thus to obtain
an explicit time evolution operator corresponding to the
measurement results dNt and dyt. We will start here by
focusing on the homodyne detection SME for unit de-
tection η = 1 (everything can be readily extended to all
values of η), where the nonlinearity is due to the scalar
coefficient Tr

[
(ĉ + ĉ†)ϱ(c)]. By applying the formal sub-

stitution Tr
[(

ĉ + ĉ†) ϱ(c)]→ µ, one obtains a linear SME
for the (unnormalized) density operator ϱ̄:

dϱ̄(c) =
(
−i
[

Ĥ, ϱ̄(c)
]
+ κD [c] ϱ̄(c)

)
dt

+
√

κ
(

ĉϱ̄(c) + ϱ̄(c) ĉ† − µϱ̄(c)
) (

dyt −
√

κµ dt
)

, (67)
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that, for the typical choice µ = 0 reads

dϱ̄(c) =
(
−i
[

Ĥ, ϱ̄(c)
]
+ κD [c] ϱ̄(c)

)
dt

+
√

κ
(

ĉϱ̄(c) + ϱ̄(c) ĉ†
)

dyt , (68)

Two observations are now in order.

• By calculating the trace of the evolved operator
ϱ̄(c)(t + dt) = ϱ̄(c)(t) + dϱ̄(c)(t), one can show that
the renormalized conditional operator can be cal-
culated at each time t + dt as

ϱ(c)(t + dt) =
ϱ̄(c)(t + dt)

Tr[ϱ̄(c)(t + dt)]
. (69)

• The unconditional Markovian master equation (28)
can be obtained from the linear SME above, if the
random variable dyt is chosen according to a, so-
called, ostensible probability11, that does not depend
on the conditional state, and that in this case cor-
responds to a Gaussian random variable, centered
in

√
κµ dt and with variance dt. In formula (for

Ĥ = 0):

Epost [dϱ̄(c)(t)] = κD[ĉ]ϱ(t) dt . (70)

In the formula above we have explicitly written that
the stochastic average has to be taken according to
the ostensive probability.

Consequently, by denoting with ptrue(dyt) the true prob-
ability distribution of dyt (that is, a Gaussian distribution
centered in

√
κ⟨ĉ + ĉ†⟩t dt and with variance dt), we can

write the unconditional density operator, solution of (28):

ϱunc(t) = Eptrue [ϱ
(c)(t)] =

∫
dJ ptrue(J) ϱ(c)(t) , (71)

ϱunc(t) = Epost [ϱ̄
(c)(t)] =

∫
dJ post(J) ϱ̄(c)(t) , (72)

where we have explicitly written the stochastic average
and, for typographic reasons, we denoted the measure-
ment outcome as dyt = J. These equations, together with
Eq. (69), yield the relationship between the true and the
ostensive probability:

ptrue(dyt) = post(dyt)Tr[ϱ̄(c)(t)] , (73)

showing how the trace of the solution of the linear quan-
tum trajectory Tr[ϱ̄(c)(t)] encodes the probability of the
conditional state ϱ(c)(t).

11 The term “ostensible probability” has been introduced by Wise-
man [14, 46]; it may be clearer to call it a reference probability, as in
Ref. [47].

An analogous discussion can be made for the
SMEs (46) for photo-detection, where the nonlinear terms
are due to the scalar coefficient Tr[ĉ† ĉϱ(c)]. In this case,
if we perform the substitution Tr[ĉ† ĉϱ(c)] → β for any
β > 0 we get the following linear equation

dϱ̄(c) =
(
−i
[

Ĥ, ϱ̄(c)
]
− κ

2

{
ĉ† ĉ, ϱ̄(c)

}
+ βκϱ̄(c)

)
dt

+

(
ĉϱ̄(c) ĉ†

β
− ϱ̄(c)

)
dNt, (74)

that, for the usual choice β = 1, reads,

dϱ̄(c) =
(
−i
[

Ĥ, ϱ̄(c)
]
− κ

2

{
ĉ† ĉ, ϱ̄(c)

}
+ κϱ̄(c)

)
dt

+
(

ĉϱ̄(c) ĉ† − ϱ̄(c)
)

dNt, (75)

As before, one can prove that the (renormalized) condi-
tional state, solution of the non-linear SME (46), can be
obtained via the solution of the linear SME (74), via the
formula ϱ(c)(t) = ϱ̄(c)/Tr[ϱ̄(c)]; moreover one observes
that the unconditional Markovian master equation in
this case is obtained by averaging the linear SME (74)
over an ostensible probability, such that Epost [dNt] =
ηκβ dt. As a consequence, one still obtain the relation-
ship ptrue(dNt) = post(dNt)Tr[ϱ̄(c)(t)] between true and
ostensible probability distributions.

5. Completely positive infinitesimal evolution - description in
terms of (generalized) Kraus operators

The most natural approach for solving SMEs is to write
down a system of coupled stochastic differential equa-
tions for the matrix elements of the density operator and
then use existing numerical methods. It might also be
useful to consider the Bloch form of the equation, ob-
tained by expanding the density matrix on a basis of
Hermitian operators, instead of the matrix elements in
the canonical basis, so that all the coefficients are real.
Unfortunately, due to the stochastic nature of the prob-
lem there is no guarantee that the evolved state is always
perfectly positive, even when using rather advanced nu-
merical methods. For these reasons it is very useful to
employ a numerical method that completely preserves
the positivity of the conditional state. In this way it is
also possible to get sensible results without the need
of advanced numerical solvers. The approach that we
present was introduced by Rouchon [48, 49] with the
goal to achieve stability and speed, in order to enable
real-time tracking of monitored systems during actual
experiments.

The main insight of this method is to notice that the
evolution of the conditional state in an infinitesimal time
step dt can always be written as the action of a CP map.
This point of view comes naturally from the idea that we
can model each infinitesimal evolution in terms of Kraus
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operators. We will mainly focus on the case of a diffusive
evolution due to continuous homodyne monitoring. In
this case the evolution corresponding to the SME (60) can
be obtained via the formula

ϱ(c)(t + dt) =
M̂dyt ϱ

(c)(t)M̂†
dyt

+ κ(1 − η)ĉϱ(c)(t)ĉ† dt

Tr[M̂dyt ϱ
(c)(t)M̂†

dyt
+ κ(1 − η)ĉϱ(c)(t)ĉ† dt]

,

(76)

where the Kraus operator reads

M̂dyt = 1− iĤ dt − κ

2
ĉ† ĉ dt +

√
ηκĉ dyt , (77)

with dyt =
√

ηκ Tr[ϱ(c)
t (ĉ + ĉ†)] dt + dwt being the mea-

sured infinitesimal photocurrent.
We remark that the numerator in Eq. (77) corresponds

to the state ϱ̄c(t + dt) evolved according to the linear
SME in Eq. (68). As a consequence its trace does not cor-
respond to the true probability, which can be obtained by
multiplying it to the corresponding ostensible probability
as in Eq. (73). For this reason, the operators {M̂dyt} do
not correspond to a set of normalized Kraus operators, i.e.
the corresponding map is not trace preserving, since∫

dJ (M̂†
J M̂J) ̸= 1̂+ O(dt2) , (78)

To obtain the correct normalization one has indeed to
include the ostensive probability in the integral, yielding∫

dJ post(J) (M̂†
J M̂J) = 1̂+ O(dt2) , (79)

where, as in the previous section for typographic reasons
we have denoted the measurement outcome as dyt = J,
and where in this case we remind that post(J) is simply a
Gaussian centered in zero and with variance dt. Despite
the above observation, in the following we will keep re-
ferring to the operators {M̂dyt} as Kraus operators with
this wider meaning, as the operatorial form of the nu-
merator is sufficient to ensure the complete positivity
of the map, and thus the positivity of the evolved state
ϱ(c)(t + dt).

Equation (76) can be used for numerical purposes by
replacing the infinitesimal increment dt with a finite time
step ∆t, the Wiener increments dwt are then replaced
by Gaussian random variables ∆w centered in zero and
with variance equal to ∆t (one should notice, that for
finite increment ∆t, the deterministic identity does not
hold, i.e. ∆w2 ̸= ∆t, this being the main issue with
the standard numerical approaches used to solve the
homodyne SMEs). It is also possible to introduce higher-
order corrections, either in the spirit of the Euler-Milstein
method as in Ref. [48, 49], or following the approach
of Ref. [50] that guarantees complete positivity of the
conditional dynamics to order (∆t)2.

One can appreciate that in the case of unit efficiency
η = 1 the evolution is given by a single rank one Kraus

operator, but when we have finite efficiency the map
applied to ϱ(c)(t) is a CP map. As we have anticipated
before, the numerator of (76) is in Kraus form, i.e. it is a
sum of operators acting on the left with their conjugates
acting on the right. Therefore, even for finite ∆t the
evolved state at t + ∆t is always positive, and we are
reassured that density operators are sent into density
operators.

For photodetection one only need the two Kraus oper-
ators

M̂0 = 1− iĤ dt − κ

2
ĉ† ĉ dt , (80)

M̂1 =
√

ηκĉ
√

dt , (81)

where M0 corresponds to the “no detector click” event,
and the operator M̂1 to the detection of one photon. At
each time step, each M̂1 has to be applied with proba-
bility p1 = ηκTr[ϱ(c)(t)ĉ† ĉ] dt and, correspondingly, the
Kraus operator M̂0 has to be applied with probability
p0 = 1 − p1. Even in this case the numerical algorithm is
obtained by simply replacing dt with a finite ∆t and the
evolution applied at each step is a CP map preserving
the positivity of the state.

IV. MARKOVIAN FEEDBACK MASTER EQUATIONS

In the previous section, we have obtained the SMEs
describing the evolution of a quantum state that is contin-
uously monitored via continuous weak measurement on
the system, implemented by measuring a Markovian en-
vironment interacting with the system. We have shown
how, keeping track of these measurement results (typi-
cally dubbed photo-currents), one can keep track of the
corresponding conditional quantum state. For an initial
pure state and in the case of perfect measurement effi-
ciency, the quantum state stays pure during the whole
evolution. However, in many experimental implemen-
tations, it would be desirable to exploit the information
obtained from the continuous monitoring in order to
engineer, typically at steady-state, an unconditional de-
terministic quantum state. This is done by acting with
some feedback operation directly on the quantum sys-
tem. The kind of feedback that one can apply is typically
divided in two main categories: state-based feedback and
Markovian feedback.

State-based feedback represents the most general kind
of feedback that one can think of: by denoting with I(t)
the photocurrent obtained via the time-continuous mea-
surement (e.g. I(t) = dNt/dt for photo-detection, and
I(t) = dyt/dt for homodyne detection), state-based feed-
back exploits the whole history of the measurement re-
sults, i.e. the photocurrents {I(t′)}t

t′=0 during the whole
experiment from time t′ = 0 to t′ = t, in order to de-
cide the feedback operation to be applied. State-based
feedback is sometimes referred to as Bayesian feedback;
the term Bayesian comes from the fact that, thanks to this
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information, one decides the optimal feedback strategy
after having updated in a Bayesian way the conditional
state of the quantum system. This kind of feedback is
evidently very general, but, from an experimental point
of view, it may be extremely difficult to implement: it
is in fact necessary to run the algorithm to update the
conditional state ϱ(c) on a time scale much faster than the
time scale of the evolution of the quantum state itself,
and thus of the time-continuous monitoring.

Markovian feedback on the other hand exploits only
the last measurement result I(t), that is fed back into a
corresponding feedback Hamiltonian. In the following
we will only discuss this case, and we will focus on linear
feedback Hamiltonians, such that

Ĥfb(t) = F̂I(t) (82)

where F̂ is a fixed (pre-determined) feedback operator. In
order to obtain the stochastic evolution of the conditional
state under the action of the (Markovian) feedback opera-
tion ϱ(fb)(t) from time t to time t + dt, we will exploit the
description of the SME in terms of Kraus operators (that
we will denote here as M̂I(t), showing explicitly their
dependence on the measured photocurrent I(t)) and we
will follow the (maybe trivial, but fundamental) intuition
that the feedback operation has to be applied after the
action of the measurement operator, i.e.

ϱ(c,fb)(t + dt) =
ÛfbM̂I(t) ϱ(c,fb)(t) M̂†

I(t)Û
†
fb

Tr
[

M̂I(t) ϱ(c,fb)(t) M̂†
I(t)

] , (83)

where we have introduced the unitary feedback opera-
tion Ûfb = exp{−iĤfb dt}.

We will now derive explicitly the equations describ-
ing these evolutions for the case of continuous photo-
detection and homodyne detection. As the goal of these
feedback protocols is typically to prepare unconditionally
a deterministic target state (or with a given target prop-
erty), we will also derive the Markovian feedback master
equations that describe the evolution obtained by aver-
aging over all the possible trajectories. We remark that
Eq. (83) assumes the implementation of an instantaneous
feedback operation; we refer to Ref. [14] for the deriva-
tion of feedback master equations for a finite time-delay
in the feedback implementation.

1. Markovian feedback for continuous photo-detection

In this case the (Markovian) feedback Hamiltonian
is Ĥfb(t) = F̂I(t) = F̂(dNt/dt), and the corresponding
unitary feedback operator reads

Ûfb = e−iĤfb(t) dt = e−iF̂dNt ,

where dNt is a Poissonian increment taking values dNt =
0 or dNt = 1. As for the derivation of the SME that we

have presented in the previous section, we will study
separately the effect of feedback on the two possible
conditional states.

• Measurement result: 0.
In this case, as dNt = 0, the feedback operator
is equal to the identity operator Ûfb = 1. As a
consequence the normalized conditional state is
simply equal to

ϱ(c,fb)
0 (t + dt) = ϱ(c,fb)(t)− κ

2
H[ĉ† ĉ]ϱ(c,fb)(t) dt , (84)

as in Eq. (39).

• Measurement result: 1.
If a jump is detected, i.e. for dNt = 1, the feed-
back unitary operator reads Ûfb = e−iF̂. As a con-
sequence we can derive the unnormalized condi-
tional state, after the feedback operation, as

ϱ̃(c,fb)
1 (t + dt) = ÛfbM̂1ϱ(c,fb)(t)M̂†

1Û†
fb

= Ûfb

(
ĉϱ(c,fb)(t)ĉ†

)
Û†

fb

=
(

e−iF̂ ĉ
)

ϱ(c,fb)
(

e−iF̂ ĉ
)†

. (85)

By exploiting the unitarity of the feedback operator
one finds that the probability does not change, i.e.

p1(t + dt) = Tr[ϱ̃(c,fb)
1 (t + dt)] = κ⟨ĉ† ĉ⟩t dt , (86)

The normalized conditional state thus reads

ϱ(c,fb)
1 (t + dt) =

ϱ̃(c,fb)
1 (t + dt)
p1(t + dt)

=
(e−iF̂ ĉ)ϱ(c,fb)(t)(e−iF̂ ĉ)†

⟨ĉ† ĉ⟩t
. (87)

We can now write the evolution in terms of the Pois-
sonian increment dNt that still satisfies E [dNt] =
κTr

[
ϱ(c)(t)ĉ† ĉ

]
dt, obtaining the stochastic feedback mas-

ter equation for a generic trajectory (including also a
system Hamiltonian Ĥ) as

dϱ(c,fb) = −i
[

Ĥ, ϱ(c,fb)
]

dt − κ

2
H[ĉ† ĉ]ϱ(c,fb)dt

+

(
(e−iF̂ ĉ)ϱ(c,fb)(e−iF̂ ĉ)†

Tr
[
ĉϱ(c,fb) ĉ†

] − ϱ(c,fb)

)
dNt . (88)

As anticipated above, when we implement a feedback
scheme, we are more interested in the unconditional evo-
lution, i.e. on the average state obtained thanks to the
implemented feedback scheme. It is easy to check, by ex-
ploiting the property (47), that in this case the Markovian
feedback master equation reads

dϱ(fb)

dt
= −i

[
Ĥ, ϱ(fb)

]
+ κD[e−iF̂ ĉ]ϱ(fb) , (89)
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that is the effect of feedback is to replace the jump opera-
tor as ĉ → e−iF̂ ĉ.

As an example of application we refer to Ref. [14,
Sec. 5.4.3] where a photo-detection based feedback pro-
tocol is proposed to protect Schrödinger cat states from
photon loss.

2. Markovian feedback for continuous homodyne detection

In the case of continuous homodyne detection, the
measured infinitesimal photocurrent reads (for simplicity
we will consider the homodyne phase θ = 0)

dyt =
√

ηκ⟨ĉ + ĉ†⟩t dt + dwt . (90)

We will apply a Markovian feedback, ruled by an Hamil-
tonian

Ĥfb(t) = Ĩ(t)F̂ , (91)

where, in order to obtain final results that will be typo-
graphically easier to understand, we have renormalized
the detected photocurrent with the square root of the
measurement efficiency

√
η, such that Ĩ(t) = dyt

dt
1√
η .

By applying the feedback unitary operator Ûfb =

e−iĤfbdt after the measurement, the output state reads

ϱ(c,fb)(t + dt) = Ûfb· (92)(
M̂dyt ϱ

(c,fb)(t)M̂†
dyt

+ κ(1 − η)ĉϱ(c,fb)(t)ĉ† dt

Tr[M̂dyt ϱ
(c,fb)(t)M̂†

dyt
+ κ(1 − η)ĉϱ(c,fb)(t)ĉ† dt]

)
Û†

fb .

The feedback operator can be expanded up to order O(dt)
by exploiting Itô calculus (dw2

t = dt), obtaining

Ûfb = e−iĤfbdt = e−iF̂dyt/
√

η

≈ 1− iF̂
(√

κ⟨ĉ + ĉ†⟩t dt +
dwt√

η

)
− F̂2

2η
dt . (93)

By multiplying all the terms in Eq. (93),

ϱ(c,fb)(t + dt) =
[
1− iF̂

(√
κ⟨ĉ + ĉ†⟩t dt +

dwt√
η

)
− F̂2

2η
dt
]

·
[
ϱ(c,fb)(t) + κD [ĉ] ϱ(c,fb)(t)dt +

√
ηκH[ĉ]ϱ(c,fb)(t) dwt

]
·
[
1+ iF̂

(√
κ⟨ĉ + ĉ†⟩t dt +

dwt√
η

)
− F̂2

2η
dt
]

(94)

and discarding all the terms of order o(dt) (e.g. all
the terms multiplied by dt2 or dt dwt), one obtains the
stochastic feedback master equation

dϱ(c,fb) = κD[ĉ]ϱ(c,fb) dt − i
√

κ[F̂, ĉϱ(c,fb) + ϱ(c,fb) ĉ†] dt

+
1
η
D[F̂]ϱ(c,fb) dt+

√
ηκH[ĉ]ϱ(c,fb) dwt − i[F̂, ϱ(c,fb)] dwt .

(95)

Notice that if one assumes perfect detection (η = 1), this
last equation can be rewritten as

dϱ(c,fb) = −i
√

κ

[
ĉ† F̂ + F̂ĉ

2
, ϱ(c,fb)

]
+D[

√
κĉ− iF̂]ϱ(c,fb)

+H[
√

κĉ − iF̂]ϱ(c,fb) dwt , (96)

that is one obtains that each trajectory is described by
a homodyne SME, with a modified jump operator ˆ̄c =√

κĉ − iF̂, and with an extra Hamiltonian term in the dy-
namics.

If we now focus on the unconditional dynamics, we
can easily find the Markovian feedback master equation
by using the property E[dwt] = 0 and obtaining

dϱ(fb)

dt
= κD[ĉ]ϱ(fb) − i

√
κ[F̂, ĉϱ(fb) + ϱ(fb) ĉ†] +

1
η
D[F̂]ϱ(fb) ,

(97)

where the second term describes the desired effect of
feedback, while the last term describes the added noise
(due to the white noise in the photocurrent), entering
into the system on the operator conjugated to the feedback
operator F̂. As it is apparent this added noise increases
by decreasing the measurement efficiency η.

The whole evolution is Markovian, and thus we are
also able to rewrite it in a Lindblad form, i.e.

dϱ(fb)

dt
= −i

√
κ

[
ĉ† F̂ + F̂ĉ

2
, ϱ(fb)

]
+D[

√
κĉ − iF̂]ϱ(fb)

+
1 − η

η
D[F̂]ϱ(fb) . (98)

We refer to Ref. [51] for a simple but very instructive
example of homodyne-based feedback protocol for the
deterministic preparation of qubit pure state.

V. MARKOVIAN AND STATE-BASED FEEDBACK FOR
GAUSSIAN SYSTEMS

In this section we will discuss state-based and Marko-
vian feedback schemes for continuously monitored quan-
tum systems made up of harmonic oscillators. In partic-
ular, we focus on so-called Gaussian regime, i.e. systems
obeying a linear Heisenberg-picture dynamics, subject to
Gaussian measurements and initialized in Gaussian ini-
tial states. This is a paradigmatic setup [16, 34] for which
many classical results can be often adapted [52]. We will
not present the derivations of ME and SMEs; rather, we
aim to present a treatment that complements Ref. [34], by
discussing measurement-based feedback in the Gaussian
scenario. A similar treatment appears in Ref. [16].

We will adopt the same notation introduced in
Refs. [16, 34]: a set of n quantum harmonic oscillators is
described by a vector of operators

r̂T = (q̂1, p̂1, . . . , q̂n, p̂n),
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satisfying the canonical commutation relation [r̂, r̂T] =
iΩ, with Ω = i

⊕n
j=1 σy being the symplectic form12(σy

is the y Pauli matrix). Gaussian states ϱ are equivalently
described by the first moment vector r̄ = Tr[ϱr̂], and
covariance matrix

σ = Tr[ϱ{(r̂ − r̄), (r̂ − r̄)T}] . (99)

We consider a set of quantum harmonic oscillators, char-
acterized by a quadratic Hamiltonian, and linearly in-
teracting with a Markovian Gaussian environment. The
corresponding unconditional evolution, that is obtained
whenever the environment is not monitored after the
interaction with the system, is described by the following
equation for first and second moments of the uncondi-
tional state ϱunc,

dr̄unc
dt

= Ar̄unc , (100)

dσunc

dt
= Aσunc + σuncAT + D , (101)

where the drift matrix A depends on the system Hamil-
tonian and on the interaction between system and en-
vironment, while the diffusion matrix D depends both
on the kind of interaction with the environment, and on
the properties of the environment itself (for example its
temperature).

If the environment is continuously monitored with
Gaussian measurements, i.e. the so-called general-dyne
detection, one obtains a stochastic evolution for the first
moments of the conditional state ϱ(c), and a deterministic
evolution for its covariance matrix, i.e.

dr̄c = Ar̄c + (E − σcB)
dw√

2
, (102)

dσc

dt
= Aσc + σc AT + D − (E − σcB)(E − σB)T ,

(103)

where the matrices E and B depends on the proper-
ties of the environment, on the interaction between
system and environment, and on the kind of measure-
ment performed, while dw is a vector of Wiener incre-
ments, satisfying dwjdwk = δjkdt, or in a more compact
form {dw, dwT}/2 = 1 dt. This monitoring yields as a
measurement results an infinitesimal continuous photo-
current dyt, that carries information on the system first
moment vector as

dyt = −
√

2BT r̄c dt + dw . (104)

We refer again to Refs. [16, 34] for more details on the ma-
trices appearing in these equations and for more details
on the derivation of the equations themselves.

12 For more details on the outer product notation and on the symplectic
form, we suggest to look at Refs. [16, 34].

1. Unconditional dynamics from conditional dynamics

While Eqs. (100) and (101) are typically derived before
introducing the continuous measurement on the environ-
ment, it is also interesting and useful to show how to
obtain them from the Eqs. of the conditional state (102)
and (103). We remind the reader that the unconditional
state is obtained from the conditional one, by averaging
over all the trajectories, in formula ϱunc = E[ϱ(c)]. While
it is straightforward to (re)derive Eq. (100) from Eq. (102),
by simply using the property E[dw] = 0, the same ar-
gument cannot be used for the covariance matrix. By
slightly changing the notation, we write the covariance
matrix of conditional and unconditional states respec-
tively as

σc = ⟨{r̂, r̂T}⟩c − {⟨r̂⟩c, ⟨r̂⟩Tc } , (105)

σunc = E

[
⟨{r̂, r̂T}⟩c

]
− {E[⟨r̂⟩c],E[⟨r̂⟩Tc ]} , (106)

where we introduced the notation ⟨Â⟩c = Tr[ϱ(c) Â]. It is
clear from the formulas above that

σunc ̸= E[σc] . (107)

However, one can write

σunc = E[σc] +E[{⟨r̂⟩c, ⟨r̂⟩Tc }]− {E[⟨r̂⟩c],E[⟨r̂⟩Tc ]} .
(108)

= σc + Σ (109)

where we have exploited the deterministic evolution of
σc and we have defined the excess noise matrix Σ =
E[{⟨r̂⟩c, ⟨r̂⟩Tc }]− {E[⟨r̂⟩c],E[⟨r̂⟩Tc ]}.

One can thus derive the variation of the unconditional
covariance matrix by writing

dσunc = dσc + dΣ . (110)

The evolution of the excess noise matrix can then be
obtained via the equation

dΣ = d
(
E[{⟨r̂⟩c, ⟨r̂⟩Tc }]

)
− d{E[⟨r̂⟩c],E[⟨r̂⟩Tc ]} , (111)

which, by exploiting Itô’s rule for differentiation for the
term

d
(
E[{⟨r̂⟩c, ⟨r̂⟩Tc }]

)
= E

[
{d⟨r̂⟩c, ⟨r̂⟩Tc }

]
+ (112)

+E
[
{⟨r̂⟩c, d⟨r̂⟩Tc }

]
+E

[
{d⟨r̂⟩c, d⟨r̂⟩Tc }

]
and the Wiener increment property {dw, dwT}/2 =
1 dt, leads to the result

dΣ = = AΣ + ΣAT + (E − σcB)(E − σB)T , (113)

It is then straightforward to observe how, by also ex-
ploiting the conditional covariance matrix evolution in
Eq. (103), one finally obtains the unconditional evolution
in Eq. (101).
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2. Implementation of linear feedback

We now assume to implement a linear feedback Hamil-
tonian,

Ĥfb = −r̂TΩFu(t) . (114)

This Hamiltonian corresponds to a displacement in
phase-space where the vector u(t) describes the amount
of displacement, that is chosen according to the partic-
ular feedback strategy implemented. The (fixed) matrix
F on the other hand describes the kind of displacement
that one can perform; for instance a full rank F matrix
corresponds to the case where one can implement dis-
placement in all the possible direction of phase space; a
feedback matrix that is not full-rank indicates a certain
limitation in the possible displacement that one can per-
form. For example, a feedback matrix with a single non-
zero element F2,2 = λ, describes a feedback Hamiltonian
Ĥfb = λup(t)q̂, i.e. a displacement only in momentum
and no displacement in position.

As a consequence, the evolution of the conditional
covariance matrix is not modified, while the first moment
vector evolution is now ruled by the equation

drc = Arc dt + (E − σcB)
dw√

2
+ Fu(t) dt . (115)

In the following sections we will describe two possible
situations, where the vector u(t) is chosen respectively
according to a state-based (Bayesian) or a Markovian
feedback strategies.

3. State-based LQG-control feedback

We assume that the feedback parameter u(t) entering
in the first-moments evolution equation (115) depends on
the whole history of measurement results (photo-current)
dys, with s < t. This kind of feedback control strategy
corresponds to a state-based (Bayesian) feedback strategy,
since knowing the full stream of outcomes gives a knowl-
edge of the state of the system at time t, since it can be
indeed obtained from the measurement outcomes via a
Bayesian update. The typical aim of a control strategy is
to minimize a desired cost function. Here we will focus
on quadratic cost function, defined as

h(t) = ⟨r̂TPr̂⟩c + uTQu (116)

where P and Q are two matrices satisfying P ≥ 0 and
Q > 0. The first term represents the particular property
of the system that we want to minimize, for example
P = 12 corresponds to minimize the energy of the quan-
tum oscillator, while a matrix with a single non-zero
element P1,1 = 1 corresponds to minimize the variance
of the quadrature q̂ and thus to optimize the correspond-
ing squeezing property. The second term on the other
hand quantifies the cost of the linear driving u(t) that

we are implementing with our feedback strategy. The
limit Q → 0 corresponds to the ideal scenario where dis-
placement in phase-space has zero cost. Given Eq. (115)
and this kind of cost function, we are dealing with the
paradigm of LQG-control, where LQG stands for Linear
system, Quadratic cost function and Gaussian noise. This
is indeed a well-known classical control problem [14];
the first main result that has been demonstrated is that
the only property of the conditional state that is required
to implement the optimal feedback, and thus minimize
the cost function h(t), is the first moment vector r̄c. Fur-
thermore, one obtains that u(t) depends linearly on r̄c,
i.e. one can write

u(t) = −K(t)r̄c , (117)

such that the evolution of the first moments can be rewrit-
ten as

drc = (A − FK(t))rc dt + (E − σcB)
dw√

2
. (118)

Here we will focus on minimizing the chosen quadratic
cost function at steady-state, i.e.

hss = lim
t→∞

h(t) . (119)

In this instance one can prove that the optimal matrix
Kopt reads

Kopt = Q−1FTY (120)

where Y is the solution of the (homogeneous) Riccati
equation

ATY + YA + P − YFQ−1FTY = 0 . (121)

By using Eq. (109), we can write

σss
unc = σss

c + Σss , (122)

where σss
c is the deterministic steady-state solution of

Eq. (103), and Σss denotes the steady-state excess noise
matrix, that is now obtained unconditionally after the
feedback protocol. Assuming that the new drift matrix
A − KoptF is Hurwitz (i.e. that the system is stable, and
the unconditional first moments goes to zero at steady
state), the excess noise matrix is simply equal to Σss =
E[{⟨r̂⟩c, ⟨r̂T⟩c}]. By exploiting Eq. (112) and the first
moment evolution equation (115) (where σc is replaced
by the solution σss

c ), one has that, in the large time limit,
the evolution of the excess noise matrix reads

dΣ = d(E[{⟨r̂⟩c, ⟨r̂T⟩c}]) (123)

= (A − FKopt)E[{⟨r̂⟩c, ⟨r̂T⟩c}] dt

+E[{⟨r̂⟩c, ⟨r̂T⟩c}] (A − FKopt) dt + L
(
E[{dw, dwT}]

)
LT,

where L = (E − σss
c B)/

√
2, leading to the evolution

equation

dΣ

dt
= (A − FKopt)Σ + Σ(A − FKopt)

T

+ (E − σss
c B)(E − σss

c B)T. (124)
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By solving this equation at steady-state, that is the cor-
responding Lyapunov equation, one can thus calculate
the steady-state excess noise matrix Σss and assess the
performance of the feedback strategy.

It is important to point out again that the optimal feed-
back strategy, described by the matrix Kopt, depends on
the feedback matrix F as in Eq. (120). The beauty of the
LQG-control formalism lies in the fact that we are assured
that we are getting the best possible result, in terms of
the cost function hss, both in the ideal case, where F is a
full-rank matrix and thus one can perform displacement
in any direction, but also in situations where, for some
physical constraints, one can perform displacement only
in a given direction of phase-space ( for example when
the feedback Hamiltonian reads Ĥfb = λ up(t)q̂, corre-
sponding to a feedback matrix with a single non-zero
element F2,2 = λ).

4. Markovian linear feedback

We now consider the case of Markovian feedback,
i.e. we consider the linear displacement in the feedback
Hamiltonian (114) depending on the photocurrent, as

u(t) = M I(t) , (125)

where I(t) = dyt
dt and dyt depends linearly on the first

moments vector as in Eq. (104). The evolution of the first
moments vector can thus be written as

dr̄c = Ar̄c + (E − σcB)
dw√

2
+ FM dyt (126)

= (A −
√

2FMBT)r̄c +

(
E − σcB√

2
+ FM

)
dw .

(127)

The goal of feedback is to remove, at least at steady-state,
the stochasticity present in the first moments evolution;
by looking at the equation above, it is clear that this can
be obtained by solving the equation,

E − σ
(ss)
c B +

√
2FM = 0 , (128)

leading to an optimal matrix Mopt

Mopt = − F−1(E − σss
c B)√

2
. (129)

Assuming that the matrix A′ = A −
√

2FMoptBT is Hur-
witz, the first moments vector goes deterministically to
zero, and, more importantly, one obtains the optimal re-
sult: an unconditional steady-state covariance matrix
equal to the conditional one, i.e. σss

unc = σss
c . We dubbed

this result as optimal as no excess noise matrix is added to
the conditional covariance matrix and consequently any
quadratic cost function as the one defined in Eq. (116)
with zero cost on the linear driving (i.e. with matrix
Q = 0) is minimized.

As we pointed out in the introduction of Sec. IV,
Markovian feedback is conceptually and experimentally
less demanding than state-based feedback as the feed-
back Hamiltonian only linearly depends on the last mea-
surement outcome dyt. In this sense it is quite remark-
able that by using only Markovian feedback we obtained
the optimal result above, i.e. an unconditional covariance
matrix equal to the conditional one (notice that this is an-
other peculiarity of the Gaussian dynamics). However, if
we want to make a fair comparison with the LQG-control
feedback strategy we have described in the previous sub-
section, we observe that this result is obtained paying a
high price.

• By looking at Eq. (129) it is clear that the optimal
Markovian feedback strategy can only be imple-
mented if the feedback matrix F is full-rank (and
thus invertible); if displacement in certain direc-
tions of phase space are not allowed, this Marko-
vian strategy cannot always be implemented.

• We remarked above that this result is optimal in
terms of quadratic cost function with zero cost for
the linear driving (i.e. for matrix Q = 0). This re-
flects the fact that the photocurrent I(t) = dyt/dt
has unbounded variation, so doing Markovian con-
trol is as onerous as doing optimal state-based con-
trol with unbounded matrix K. In fact even for
LQG-control, for a full-rank feedback matrix F and
in the limit Q → 0, one can show that the optimal
result σss

unc = σss
c is equivalently obtained.

We will see in the next section an example that will help
in understanding the results obtainable via different feed-
back strategies.

5. Example: Squeezing generation in an optical parametric
oscillator

We consider an optical parametric oscillator, i.e. a
cavity mode whose interaction with a pumped non-
linear crystal is described by the Hamiltonian ĤS =
−χ(q̂ p̂ + p̂q̂)/2. The noisy evolution is ruled by the mas-
ter equation

dϱ

dt
= −i[ĤS, ϱ] + κD[a]ϱ , (130)

where κ describes the loss rate of the cavity.

Unconditional evolution
The unconditional evolution is Gaussian and can be de-
scribed by Eqs. (100) and (101), with matrices (see Sec.
6.1 of Ref. [34]):

A =

(
−(χ + κ/2) 0

0 χ − κ/2

)
, D = κ12 . (131)

In the following we will restrict to stable systems, and
thus we will assume that the drift matrix A is Hurwitz,
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i.e. |χ| < κ/2 (for simplicity we will also assume positive
coupling constant χ > 0). The steady-state unconditional
covariance matrix can be readily obtained,

σss
unc =

( κ
κ+2χ 0

0 κ
κ−2χ

)
(132)

It is evident that squeezing in the q̂ quadrature, i.e.
⟨∆q̂⟩2 = σ11/2 < 1/2, is always obtained for any value
of 0 < χ < κ/2. In particular, in the limit of instability
(χ → κ/2), one gets as maximum squeezing achievable
⟨∆q̂⟩2 = 1/4, corresponding to a 3dB squeezing limit13.

Conditional evolution via homodyne detection —
Optimal Markovian feedback

We now assume that a continuous monitoring of the q̂
quadrature is performed via continuous measurement of
the output modes with efficiency η. This corresponds to
a SME

dϱ(c) = −i[Ĥs, ϱ(c)] dt + κD[a]ϱ(c) dt +
√

ηκH[a]ϱ(c) dw ,
(133)

leading to a continuous photocurrent dyt =√
ηκTr[ϱ(c)(a + a†)] dt + dw. Also in this case the

dynamics is Gaussian and can be described via Eqs.
(102) and (103), where the matrices B and E read

B = E =

(
−√

ηκ 0
0 0

)
. (134)

In the following we will restrict to the ideal case of perfect
monitoring η = 1. In detail, one shows that the first
moment evolution can be written as

d⟨q̂⟩c = −(χ + κ/2)⟨q̂⟩c dt +
√

κ

2

(
2⟨∆q̂2⟩c − 1

)
dw ,

(135)

d⟨ p̂⟩c = −(κ/2 − χ)⟨ p̂⟩c dt+ , (136)

showing how the stochastic part enters only in the evolu-
tion of the monitored q̂ quadrature.
Also in this case the steady-state covariance matrix can
be obtained analytically, yielding

σss
c =

(
κ−2χ

κ 0
0 κ

κ−2χ

)
. (137)

This clearly corresponds to an enhanced squeezing in the
q̂ quadrature respect to the unconditional result for any
value of χ. In particular near instability, i.e. for χ → κ/2,
one gets infinite squeezing as the variance goes to zero.

13 Squeezing is often quantified, in decibels, as dB = 10 log10
⟨∆q̂⟩2

⟨∆q̂⟩2
0

,

where ⟨∆q̂⟩2
0 = 1/2 denotes the vacuum variance. In this instance,

one has dB = 10 log10 2 ≈ 3.01.

Remarkably, this result can be obtained uncondition-
ally with first moments equal to zero, by implementing
the optimal Markovian feedback strategy we discussed
above. We remind that this implies a full-rank feedback
matrix, e.g. F = λ12, and unbounded linear displace-
ment generated by the corresponding feedback Hamilto-
nian. In turn the optimal Markovian matrix has a single
non-zero element (Mopt)1,1 = (χ/λ)

√
2/κ, such that

the corresponding feedback Hamiltonian, linear in the
instantaneous photocurrent I(t) = dyt/dt, reads

Ĥfb =

(
χ

√
2
κ

dyt

dt

)
p̂ . (138)

As expected the generator of the optimal feedback Hamil-
tonian is the momentum operator p̂, as the goal is to re-
move the stochastic part in the evolution of the q̂ quadra-
ture. For this reason, in this specific example, one could
get the optimal result via Markovian feedback, also with
a non-full rank F matrix, e.g.

F =

(
λ 0
0 0

)
. (139)

State-based LQG-control:
We will now address the same problem, but we will im-
plement the optimal state-based LQG-control feedback
previously described in this section. As we want to max-
imize squeezing of the q̂ quadrature (i.e. to reduce its
variance), the cost function that we want to minimize is
obtained via Eq. (116) by choosing the matrices

P =

(
1 0
0 0

)
, Q = q12 . (140)

We are thus giving the same cost for displacement along
any quadrature in phase-space, while the parameter q is
a weighting constant balancing the two contributions to
the cost function. If the magnitude of linear driving is
relatively unimportant, the parameter q can be chosen
small, with the limit q → 0 if we allow for unbounded
displacement.

We will first consider the case where the feedback ma-
trix F is full rank, for simplicity F = λ12, i.e. one can
implement displacement along any direction in phase-
space. The matrices Y and Kopt can be readily obtained
via Eqs. (121) and (120) (we will not report here all the
analytical results as some of them are quite cumbersome)
and, consequently the steady-state excess noise matrix
Σss via Eq. (124). As a result, one obtains the uncondi-
tional covariance matrix

σss
unc = σss

c +

(
fA(χ, κ, λ, q) 0

0 0

)
,

with fA(χ, κ, λ, q) =
4qχ2

κ
√

q(4λ2 + q(κ + 2χ)2)
. (141)

We thus observe added noise on the unconditional vari-
ance of the q̂ quadrature, represented by the function
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fA(χ, κ, q). As expected, this function is monotonically
increasing with q (larger cost of displacement, implies
larger noise on the unconditional steady-state) and we
have

lim
q→0

fA(χ, κ, λ, q) = 0 , (142)

that is, for zero cost of the displacement, one gets the
optimal result σss

unc = σss
c .

It is easy to check that the same result can in fact ob-
tained if we consider a feedback matrix F that is not
full rank, but that allows displacement only along the q̂
quadrature, that is as the one described in Eq. (139). In
fact, as we pointed out before, the stochastic part in the
first moment evolution is present in the evolution of the q̂
quadrature only. Analogously, if we apply LQG-feedback
control, but with a feedback matrix

F =

(
0 0
0 λ

)
. (143)

that corresponds to Hamiltonian of the form Ĥfb =
λ uq(t)q̂, and thus allows only displacement only along
p̂, the feedback operation is completely useless, one ob-
tains Kopt = 0, and one gets the unconditional covariance
matrix

σss
unc =

( κ
κ+2χ 0

0 κ
κ−2χ

)
, (144)

as in the no-monitoring/no-feedback scenario.
Finally we will consider a feedback matrix F not full rank,
but of the form

F = λ

(
1 1
0 0

)
, (145)

corresponding to a feedback Hamiltonian of the form
Ĥfb = λ u(t)(q̂ + p̂), and thus leading to displacement
along the conjugated quadrature x̂−π/4 = (q̂ − p̂)/

√
2.

In this case the unconditional covariance matrix reads

σss
unc = σss

c +

(
fB(χ, κ, λ, q) 0

0 0

)
, (146)

with fB(χ, κ, λ, q) =
8qχ2

q(κ + 2χ) +
√

q(8 + q(κ + 2χ)2)
.

As above we thus obtain added noise on the q̂ quadrature,
represented by the function fB(χ, κ, λ, q). One can check
that this function is monotonically increasing with q and
that

fB(χ, κ, λ, q) ≥ fA(χ, κ, λ, q),

that is in general the added noise in this scenario is al-
ways larger than the one obtainable in the ideal scenario
of full-rank feedback matrix: clearly, in this case one can
still displace along q̂, but with the same amount of driv-
ing, i.e. at fixed cost q, the displacement will be lower

than the one obtainable in the ideal case. However one
still obtains

lim
q→0

fB(χ, κ, λ, q) = 0 , (147)

that is for zero driving cost, one can still obtain the opti-
mal result of zero excess noise matrix.

VI. OUTLOOKS

In this introductory notes we have simply started to
scratch the surface of a very vast topic that has many
ramifications. We mention here a few theoretical research
directions that we regard as topical, without the pretense
of being exhaustive nor unbiased.

In the main text we have presented derivations only
for an environment initially in the vacuum state, this
is most often the scenario of a quantum system play-
ing the role of an emitter that spontaneously emits elec-
tromagnetic radiation which can be detected, i.e. the
setup of fluorescence [53]. The same approach can be
extended to other temporally uncorrelated initial states,
such as thermal (Gibbs) states [12, 45] and broadband
squeezed vacuum [14, 54], or coherent states (this is
equivalent to a classical driving on the quantum sys-
tem [14]). We provide a brief account of these scenarios
in Appendix A. However, many of these ideas can be
taken beyond the strict Markovian white noise formal-
ism we have employed here, and more general initial
states can be dealt with, at the expense of more com-
plicated dynamical equations, such as Fock [55–57] and
finite-bandwith squeezed states [58]. To the best of our
knowledge, the effect of feedback strategies in these more
general scenarios has not been investigated yet.

From the point of view of concrete applications, the
interplay of measurement-based feedback with machine
learning techniques, as recently studied in [59–61], will
certainly become more important in the future. As men-
tioned in the introduction, continuous monitoring is in-
trinsically related to statistical inference problems, in-
deed the idea of using continuously monitored quantum
system as sensors is one of the most well-developed as-
pects of the formalism. In particular, these ideas have
been studied both from a general quantum statistics point
of view [62, 63] and for more concrete problems in the
spirit of (noisy) quantum metrology [64–67], and for real-
time tracking of external fields [68, 69].

Techniques based on feedback and continuous mea-
surements have started to be employed also in the context
of quantum thermodynamics, e.g. for quantum batter-
ies [70, 71]. We also mention that ideas and concepts
useful in the field of continuously-monitored quantum
systems general appear in other fields too, since output
currents of open quantum systems and their fluctuations
are a central object in condensed matter and thermody-
namics [72].
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Finally, we conclude by mentioning that we have
treated here only measurement-based feedback, however
another approach is possible, i.e. coherent feedback, in
which the output modes are not measured, but fed back
to the input of the system [73]. While coherent feed-
back seems intuitively more powerful, the comparison
between the two approaches requires a nuanced discus-
sion [74].
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Appendix A: Stochastic master equations for more general
bath statistics

To simplify the discussion and make our treatment
more pedagogical we have only dealt with an initial vac-
uum state of input modes, i.e. a zero-temperature bath
in which the system can emit quanta of radiation. In
this appendix we briefly describe the results obtained for
more general statistics of the input modes, but remaining
in the assumption of no temporal correlations. We focus
in particular on a squeezed thermal bath in the so-called
broadband approximation and on the case of coherent
driving. We will only consider the SMEs pertaining to
continuous homodyne detection, since trying to describe
photon counting in this ideal scenario of a photodetector
with infinite temporal resolution, i.e. infinite bandwidth,
is problematic. As a matter of fact, a detector sees a di-
vergent photon flux for a thermal squeezed input field
and does not provide information on the system, see [14,
Sec. 4.3.3].

1. Generic Gaussian bath

We start by reminding ourselves the statistics for the
operators {b̂ω} for a generic Gaussian bath exhibiting
squeezing at frequency ω0 and with zero first moments:

⟨b̂ω⟩B = 0 ,

⟨{b̂ω, b̂†
ω′}⟩B = (2N + 1)δ(ω − ω′) ,

⟨{b̂ω, b̂ω′}⟩B = M δ(2ω0 − ω − ω′) .

(A1)

Here, the fact that N and M are constants and not func-
tions of ω reflects the the so-called “broadband” approx-
imation, which results into the following white-noise
properties for the input operators {b̂t}:

⟨b̂t⟩B = 0 ,

⟨{b̂t, b̂†
t′}⟩B = (2N + 1)δ(t − t′) ,

⟨{b̂t, b̂t′}⟩B = M δ(t − t′) .

(A2)

For simplicity we assume M to be real-valued in all the
calculations, nonetheless the final results will be given
for the more general case of a complex-valued M (the
more general derivation follows the same idea).

For non negligible values of N and M, i.e. when ω0
is not large enough to assume the average number of
thermal photons N = N(ω0) ≈ 0 or for a squeezed
bath (M ̸= 0), one has to replace the vacuum state in
Eq. (34) with a generic squeezed thermal state µt, hav-
ing a diagonal covariance matrix σ = diag(2N + 1 +
2M, 2N + 1 − 2M). The master equation ruling the un-
conditional dynamics can then be obtained by following
the same procedure outlined in Sec. II A 1, obtaining the
well-known result [14, 58]

dϱ(t)
dt

= κ(N + 1)D[ĉ]ϱ(t) + κND[ĉ†]ϱ(t)

+
κM

2
[ĉ†, [ĉ†, ϱ(t)]] +

κM∗

2
[ĉ, [ĉ, ϱ(t)]]. (A3)

To derive the SME corresponding to continuous ho-
modyne detection we will follow the procedure used in
Ref. [12]. We start by transforming the bath state into a
Wigner probability distribution obtaining the operator
(in the system Hilbert space)

W̃(t) =
∫ d2λ

π2 TrB
[

R e{λ(B̂†
t −α∗)−λ∗(B̂t−α)}

]
(A4)

= Wt(α)ϱ(t). (A5)

where

Wt(α) =
1

π
√
(N + 1/2)2 − M2

exp

{
−
(N + 1/2)|α|2 − M

2 (α2 + α∗2)

(N + 1/2)2 − M2

}
(A6)
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denotes the Wigner function of the Gaussian state µt.
The state then evolves according to Eq. (35), which in the
Wigner function picture and up to order O(

√
κdt), reads

W̃(t + dt) = W̃(t) +
√

κdt
[
(α∗ − 1

2
∂α)ĉW̃(t)−

−(α +
1
2

∂α∗)ĉ†W̃(t)− (α∗ +
1
2

∂α)W̃(t)ĉ+

+ (α − 1
2

∂α∗)W̃(t)ĉ†
]
+ O(κdt) . (A7)

We now consider the measurement of the operator x̂ =

(B̂t + B̂†
t )/

√
2; the unnormalized conditional state in

terms of the Wigner function, upon obtaining the mea-
surement result x, can then be obtained by integrating
W̃(t + dt) over the variable y = −i(α − α∗). By perform-
ing the derivatives and the integrals, one obtains

W̃c(t) = px(t)

{
ϱ(t) +

√
κdt
L

x
[
(N + M + 1)ĉϱ(t)− (N + M)ĉ†ϱ(t) + (N + M + 1)ϱ(t)ĉ† − (N + M)ϱ(t)ĉ

]}
+ O(κdt) ,

(A8)

where px(t) is a Gaussian distribution centered in zero
and with variance L = 2N + 1 + 2M. By calculating the
trace of the conditional state we obtain the probability of
obtaining the result x from the measurement,

px(t + dt) = Tr[W̃c(t)] (A9)

= px(t)
(

1 +
√

κdtxL−1⟨ĉ + ĉ†⟩t + O(κdt)
)

that, at the order O(
√

κdt), corresponds to a Gaussian
probability distribution centered in

√
κdt/2⟨ĉ + ĉ†⟩t and

with variance L/2. We can thus introduce the new

stochastic increment dyt and the corresponding photocur-
rent I(t) such that

dyt = I(t)dt =
√

2dtx =
√

κ⟨ĉ + ĉ†⟩ dt +
√

L dwt .
(A10)

After having obtained the normalized conditional state
by using the formula

ϱ(c)(t + dt) =
W̃c(t + dt)
px(t + dt)

, (A11)

and by doing the substitution in (A10), one obtains the
SME

dϱ(c)(t) = ϱ(c)(t + dt)− ϱ(c)(t)

=
√

κH
[
(N + M∗ + 1) ĉ − (N + M)ĉ†

]
ϱ(c)(t)

dwt√
L

+ κ(N + 1)D[ĉ]ϱ(c)(t) + κND[ĉ†]ϱ(c)(t) +
κM∗

2
[ĉ, [ĉ, ϱ(c)(t)]] +

κM
2

[ĉ†, [ĉ†, ϱ(c)(t)]] , (A12)

where we have added the terms of order O(κdt) from the
unconditional master equation. We remark that in the
case of a thermal bath (with no squeezing, M = 0) one
thus obtains

dϱ(c)(t) =
√

κH[(N + 1)ĉ − Nĉ†]ϱ(c)(t)
dwt√

2N + 1
+ κ(N + 1)D[ĉ]ϱ(c)(t) + κND[ĉ†]ϱ(c)(t) , (A13)

with a photocurrent dyt =
√

κ⟨ĉ + ĉ†⟩t +
√

2N + 1 dwt.

A detailed derivation of the SME in the case of thermal
bath for a general-dyne detection can be found in [45];
in particular for heterodyne detection one finds
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dϱ(c)(t) =
√

κH[(N + 1)ĉ − Nĉ†]ϱ(c)(t)
dw(1)

t√
2(N + 1)

+
√

κH[(N + 1)(iĉ)− N(−iĉ†)]ϱ(c)(t)
dw(2)

t√
2(N + 1)

+ κ(N + 1)D[ĉ]ϱ(c)(t) + κND[ĉ†]ϱ(c)(t) , (A14)

with photocurrents

dy(1)t =
√

κ⟨ĉ + ĉ†⟩tdt +
√

2(N + 1) dw(1)
t ,

dy(2)t =
√

κ⟨i(ĉ − ĉ†)⟩tdt +
√

2(N + 1) dw(2)
t .

(A15)

We now give an alternative derivation in the case of
a squeezed vacuum bath, that is when the condition
|M|2 = N(N + 1) holds. In this scenario the input states
of all the input modes, i.e. in the usual collision model

approach, can be written as

µt = Ŝ(r)|0⟩t⟨0|Ŝ(r)† , (A16)

where we have introduced the squeezing operator
Ŝ(r) = exp{(r/2)(B̂†2

t − B̂2
t )} with r = ln(1 + 2N +

2
√

N(1 + N))/2, and we have assumed M ∈ R. One
can then notice that the derivation of unconditional and
SMEs can be reduced to the one with an input vacuum
state, by considering the modified evolution operator

ˆ̃U(t, t + dt) = (1⊗ Ŝ(r)†)Û(t, t + dt)(1⊗ Ŝ(r)) (A17)

with Û(t, t + dt) as in Eq. (23). The squeezing operator
acts on the input operators as Ŝ(r)† B̂tŜ(r) = µB̂t + νB̂†

t ,
with µ = cosh r and ν = sinh r; consequently one obtains

ˆ̃U(t, t + dt) = exp
[√

κdt
(

ĉ ⊗ (µB̂†
t + νB̂t)− ĉ† ⊗ (µB̂t + νB̂†

t )
)]

,

= exp
[√

κdt
(
(µĉ − νĉ†)⊗ B̂†

t − (µĉ† − νĉ)⊗ B̂t

)]
= exp

[√
κdt

(
ˆ̃c ⊗ B̂†

t − ˆ̃c
† ⊗ B̂t

)]
(A18)

where have defined the operator ˆ̃c = µĉ − νĉ†. It is then
straightforward to observe that the unconditional and
the homodyne SMEs can be be simply obtained from
the zero-temperature ones, by simply replacing the jump
operator as

dϱ(t)
dt

= κD[µĉ − νĉ†]ϱ(t) , (A19)

dϱ(c)(t) = κD[µĉ − νĉ†]ϱ(c)(t) dt +
√

κH[µĉ − νĉ†]ϱ(c)(t) dwt ,
(A20)

where the homodyne photocurrent reads

dyt = I(t)dt =
√

κe−r⟨ĉ + ĉ†⟩t dt + dwt . (A21)

2. Coherent driving

We now assume a monochromatic driving, correspond-
ing to a zero-temperature bath with non-zero first mo-
ments

⟨b̂ω⟩B = β δ(ω − ω0) ,

⟨{b̂ω − ⟨b̂ω⟩B , b̂†
ω′ − ⟨b̂†

ω′⟩B}⟩B = δ(ω − ω′) .
This is then translated into the following relations for the
input operators

⟨b̂t⟩B = β̄ ,

⟨{b̂t − β̄, b̂†
t′ − β̄∗}⟩B = δ(ω − ω′) ,

where β̄ =
√

2πβ is in general a complex number and
will be considered for simplicity real in what follows.
The equations here above tell us that the input state of
the collision model can be taken equal to a coherent state
|β⟩t, satisfying the property B̂t|β⟩t = (β̄

√
dt)|β⟩t. Under

this assumption the density operator describing system
and environment at time t + dt reads
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R(t + dt) = ϱ(t)⊗ |β⟩⟨β|+ (A22)

+
√

κ
(

ĉϱ(t)⊗ B̂†
t |β⟩⟨β| − ĉ†ϱ(t)⊗ B̂t|β⟩⟨β|+ h.c.

) √
dt

+ κ
(

ĉϱ(t)ĉ† ⊗ B̂†
t |β⟩⟨β|B̂t

)
dt +

κ

2
(
√

2ĉ2ϱ(t)⊗ B̂†2
t |β⟩⟨β| − ĉ† ĉϱ(t)⊗ B̂t B̂†

t |β⟩⟨β|+ h.c.) dt .

By applying the coherent state property above, and by
keeping the terms up to order O(dt), one can then de-
rive the unconditional master equation as in Sec. II A 1,
yielding

dϱ(t)
dt

= −i[Ĥβ, ϱ(t)] + κD[ĉ]ϱ(t) , (A23)

where a (driving) Hamiltonian term is now present:

Ĥβ = i
√

κβ̄(ĉ − ĉ†) . (A24)

Similarly, also in the SME one simply needs to add the
driving term, obtaining

dϱ(c)(t) = −i[Ĥβ, ϱ(c)(t)] dt + κD[ĉ]ϱ(c)(t) dt

+
√

κH[ĉ]ϱ(c)(t) dwt (A25)

with dyt =
√

κ⟨ĉ + ĉ†⟩t dt + dwt.
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[36] D. Chruściński and S. Pascazio, A Brief History of the
GKLS Equation, Open Syst. Inf. Dyn. 24, 1740001 (2017),
arXiv:1710.05993.

[37] F. Campaioli, J. H. Cole, and H. Hapuarachchi, A Tuto-
rial on Quantum Master Equations: Tips and tricks for
quantum optics, quantum computing and beyond (2023),
arXiv:2303.16449.

[38] D. F. Walls and G. J. Milburn, Quantum Optics (Springer,
Berlin, London, 2011).

[39] J. Lammers, State Preparation and Verification in Continu-
ously Measured Quantum Systems, Ph.D. thesis (2018).

[40] A. C. Doherty and K. Jacobs, Feedback control of quantum
systems using continuous state estimation, Phys. Rev. A
60, 2700 (1999), arXiv:quant-ph/9812004.

[41] K. R. Parthasarathy, An Introduction to Quantum Stochastic
Calculus (Birkhäuser Basel, Basel, 1992).

[42] G. Lindblad, On the generators of quantum dynami-
cal semigroups, Commun. Math. Phys. 48, 119 (1976),
arXiv:1402.7287v1.

[43] V. Gorini, A. Kossakowski, and E. C. G. Sudarshan, Com-
pletely positive dynamical semigroups of N-level systems,

J. Math. Phys. 17, 821 (1976).
[44] M. B. Plenio and P. L. Knight, The quantum-jump ap-

proach to dissipative dynamics in quantum optics, Rev.
Mod. Phys. 70, 101 (1998), arXiv:quant-ph/9702007.

[45] M. G. Genoni, S. Mancini, and A. Serafini, General-dyne
unravelling of a thermal master equation, Russ. J. Math.
Phys. 21, 329 (2014), arXiv:1405.3565.

[46] H. M. Wiseman, Quantum trajectories and quantum mea-
surement theory, Quantum Semiclass. Opt. 8, 205 (1996),
arXiv:quant-ph/0302080.

[47] S. Gammelmark and K. Mølmer, Bayesian parameter in-
ference from continuously monitored quantum systems,
Phys. Rev. A 87, 032115 (2013), arXiv:1212.5700.

[48] P. Rouchon, Models and Feedback Stabilization of Open
Quantum Systems (2014), arXiv:1407.7810.

[49] P. Rouchon and J. F. Ralph, Efficient quantum filtering for
quantum feedback control, Phys. Rev. A 91, 012118 (2015),
arXiv:1410.5345.

[50] I. Guevara and H. M. Wiseman, Completely posi-
tive quantum trajectories with applications to quan-
tum state smoothing, Phys. Rev. A 102, 052217 (2020),
arXiv:1909.12455.

[51] J. Wang and H. M. Wiseman, Feedback-stabilization of an
arbitrary pure state of a two-level atom, Phys. Rev. A 64,
063810 (2001), arXiv:quant-ph/0008003.

[52] H. I. Nurdin and N. Yamamoto, Linear Dynamical Quantum
Systems (Springer International Publishing, Cham, 2017).

[53] P. Lewalle, S. K. Manikandan, C. Elouard, and A. N. Jor-
dan, Measuring fluorescence to track a quantum emit-
ter’s state: A theory review, Contemp. Phys. 61, 26 (2020),
arXiv:1908.04720.
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J. Combes, N-photon wave packets interacting with an
arbitrary quantum system, Phys. Rev. A 86, 013811 (2012),
arXiv:1202.3430.

[56] B. Q. Baragiola and J. Combes, Quantum trajectories for
propagating Fock states, Phys. Rev. A 96, 023819 (2017),
arXiv:1704.00101.
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