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Abstract
In the last few years many scholars, public and private organizations have been involved in the definition of guidelines and 
frameworks for individuating the principles to adopt in the development and deployment of AI systems. Some authors, how-
ever, noted that the effectiveness of these guidelines or ethical codes on the developer’s community is very marginal. One of 
the obstacles that opposes to the effective implementation of ethical principles is the lack of an approach for solving tensions 
which arise when principles are applied. A possible solution to such an issue could be the adoption of a risk-based approach 
which is also advocated by many sources. To our knowledge, no concrete proposals have been presented in literature on how 
to perform a risk-based ethical assessment. In this paper we contribute to close this gap by introducing a framework based 
on a qualitative risk analysis approach for assessing the ethical impact underneath the introduction of an innovation either 
technological or organizational in a system. We will also show how the framework can be used for individuating suitable 
safeguards to adopt for balancing potential ethical infringements that the innovation may entail once implemented. Some 
case studies in the cybersecurity context are also described for showing the effectiveness of our approach.
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1 Introduction

In the last few years many scholars, public and private organ-
izations have been involved in the definition of guidelines 
and frameworks for individuating the principles to adopt 
in the development and deployment of AI systems, see for 
example [1]. To date, at least 84 AI ethics initiatives have 
published their own reports, each proposing its own set of 
ethical principles and values [14]. Fortunately, some authors 
[6, 8] noted that there is a substantial overlap between the 
different sets of principles proposed, and suggested to con-
dense them in a set of 4, 5 principles that outline the funda-
mental traits of an AI application. These principles are [4]: 
respect of human autonomy, prevention of harm, fairness, 
and explicability.

In McNamara et al. [13] it has however been shown that 
so far, the effectiveness of all the above-mentioned efforts on 

the developer’s community is almost zero. Starting from this 
observation, scholars started to investigate weaknesses and 
forthcomings of the AI ethics initiatives. Among them: [8, 
19] have underlined the mere marketing aspect of many of 
them, [9, 14] the lack of enforcement mechanisms reaching 
beyond a voluntary and non-binding cooperation between 
ethicists and individuals, the same authors also questioned 
whether the principled approach, adopted in most of the 
above-mentioned studies, is the more adequate for AI ethics. 
This approach successfully applied in fields such as medi-
cine and bioethics does not seem suitable to AI. A virtue 
ethic approach in building AI ethics frameworks instead of 
a principled one is advocated in Hagendorff [10].

In the analysis of the different ethical frameworks most 
of the authors individuated a common obstacle that opposes 
to the effective implementation of ethical principles: the 
solution of tensions1 which arise when principles must be 
applied to AI systems. That is when AI applications are 
developed conflicting prescriptions of principles will emerge 
and no methods have been devised for solving them, leaving 
the solution of the trade-offs to the developers, who often do 
not have the knowledge for solving them and simply ignore 
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them. Resolving these conflicts is where the real work starts 
for AI ethics [14].

When a trade-off between two values emerges, a choice 
must be made to prioritise one set of values over another 
and a useful method for supporting the choice would be 
to estimate the risk2 associated to both values and decide 
based on the outputs. That is, an ethical risk assessment 
methodology must be adopted. Such a methodology should 
provide the means for determining the risk associated with 
the infringement of an ethical principle, given the likeli-
hood that such an infringement occurs and the “losses” it 
can cause.

A risk-based approach for solving tensions between ethi-
cal principles is advocated in [6] and it is solicited by the 
recent field of algorithms auditing where it is required for 
estimating the ethical risks underneath the adoption of a 
given algorithm/solution, and consequently decide on its 
adoption and in a such a case the counterbalance measures 
to adopt it [11, 17]. To our knowledge, no concrete proposals 
have been presented in literature on how an ethical assess-
ment could be performed.

This paper contains a contribution for addressing such a 
problem by introducing a framework for ethical risk assess-
ment which can be concretely adopted. More precisely when 
considering an innovation which must be introduced in a sys-
tem, our framework enables researchers to correlate the poten-
tial level of infringement of some ethical principle caused by 
the innovation with the risk that this innovation entails. For 
example, suppose we are considering enforcing an authentica-
tion system with an AI identity management system for reduc-
ing the risk of impersonation attacks, in this case we should 
consider that a reduction of the risk of our initial system, will 
imply an infringement of users’ privacy. Our framework will 
enable decision makers to correlate such a risk reduction with 
the level of infringement of the privacy principle.

Once decision makers have decided to adopt an innova-
tion despite the violation of some ethical principle, safe-
guards could restore the right balance. Our framework can 
also be used to individuate these safeguards.

To show the applicability of the proposed methodology 
we will show two case studies in which our framework is 
used for estimating the ethical impact of some AI innova-
tions applied to cybersecurity systems.

The paper proceeds as follows. After a brief introduction 
in Sect. 2 on the state of the art of the AI ethics fields and an 
overview of its main strength and weaknesses, in Sect. 3 we 
underline the importance of a risk assessment approach in 
the AI ethics field. In Sect. 4 we introduce our risk assess-
ment framework. In Sect. 5 we will apply our framework 

to a couple of case studies related to the introduction of AI 
innovations in cybersecurity systems. Section 6 is devoted 
to conclusions.

2  AI ethics

In the last few years scholars, government organizations 
and “big tech” all around the world developed a whole 
body of ethical guidelines or principles for driving the 
development and deployment of AI applications. The 
approach followed has been that of principalism. Even 
if some of these initiatives raised some criticisms [8, 20] 
since they have been mostly seen as marketing initiative, 
or an attempt by private sector institutions to avoid legisla-
tion or the creation of binding legal norms, they contrib-
uted to individuate and collect a very conspicuous set of 
requirements and principles. Cowls and Floridi [2] assess-
ing five documents, found 44 AI principles addressed while 
[10] analyzing 22 guidelines extracted 22 different ethical 
requirements. Starting from Cowls and Floridi [2] some 
work has been done for exploiting the substantial overlap 
between the different sets of principles. The main result in 
such a direction has probably been the work of the Euro-
pean Commission’s High Level Expert Group on artificial 
intelligence which proposed four principles [4, 7] which 
are briefly summarized in the following.

• Respect of human autonomy: AI systems should not 
unjustifiably subordinate, coerce, deceive, manipu-
late, condition or herd humans. Instead, they should be 
designed to augment, complement, and empower human 
cognitive, social, and cultural skills. The allocation of 
functions between humans and AI systems should follow 
human-centric design principles and leave meaningful 
opportunity for human choice.

• Prevention of harm: AI systems and the environments in 
which they operate must be safe and secure. They must 
be technically robust, and it should be ensured that they 
are not open to malicious use. Vulnerable persons should 
receive greater attention and be included in the develop-
ment, deployment, and use of AI systems

• Fairness: considered in both a substantive and a proce-
dural dimension. The substantive dimension implies a 
commitment to ensure equal and just distribution of both 
benefits and costs and ensure that individuals and groups 
are free from unfair bias, discrimination, and stigmatisa-
tion. The procedural dimension of fairness entails the 
ability to contest and seek effective redress against deci-
sions made by AI systems and by the humans operating 
them.

• Explicability: the capabilities and purpose of AI systems 
need to be openly communicated, and decisions – to the 

2 We briefly recall that the risk is an unwanted outcome resulting 
from an incident, event, or occurrence, and it is given by the product 
of a loss by the probability of the incident occurring.
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extent possible – explainable to those directly and indi-
rectly affected.

2.1  On the difficulty of translating ethical principles 
in practice

The main objective of defining ethical frameworks or guide-
line for AI systems is that of affecting and influencing the 
development and deployment of AI products. The study 
reported in McNamara et al. [13] however showed that still 
there is a long way to go before to reach this objective. Based 
on a controlled study, it turned out that the effectiveness 
of guidelines or ethical codes on the developers’ commu-
nity is almost zero, and that they have no influence on the 
behavior of professionals from the tech community. This 
motivated some authors to investigate the weaknesses and 
shortcomings which characterize AI ethics programs and 
make it difficult to use them in the design and governance 
of AI products. In [9, 10, 12, 21] two main veins of criticism 
emerged. The first one is related to the adoption of a princi-
palism approach for the definition of AI ethical frameworks. 
Following the approach successfully adopted by more tra-
ditional disciplines such as medicine and bioethics, most of 
the AI ethical guidelines have been compiled following a 
principalism approach. AI however lacks enforcement mech-
anisms, the tradition, the experiences and the commitment to 
public services that characterize these disciplines and could 
be less suitable to a principled approach (for a more detailed 
analysis see [14]), while an approach based on virtualism 
could be more fruitful [10].

A second vein of criticism is well described in Whittle-
stone [21] where the tensions which can arise between differ-
ent ethical issues when designing AI systems are described. 
Tensions usually emerge during the development of a sys-
tem, and a solid ethical as well as political backgrounds are 
required to solve them. Developers usually do not have these 
competences, thus either a methodology is provided to them 
for solving this issue or simply they will ignore them.

2.2  AI and cybersecurity

Experts agree in considering Cybersecurity as one of the 
most promising field of application of AI/ML techniques. 
The main reason for such a general believe is that current 
cybersecurity solutions will soon be unable to effectively 
monitor all the internet traffic and timely detect attack vec-
tors: IoT, cloud and 5G will generate levels of internet traf-
fic in terms of data volume, velocity, and variety which are 
becoming increasingly difficult to analyze [22]. In such a 
scenario, organizations and society in general face an urgent 
need to improve their defense strategy with a major empha-
sis on key performance indicators such as the average time 
to detect/respond/resolve an incident. AI techniques are the 

best candidate for carrying out such a role. They are seen as 
the enabling element for implementing a proactive cyberse-
curity approach [3] supporting organizations in preventing 
computer attacks.

It is well known that many cybersecurity measures may 
contribute to infringe some civil rights for example moni-
toring devices such next generation firewall and intrusion 
detection systems which inspect internet traffic (not only 
metadata) to detect the presence of malware, attack pat-
terns of malicious contents, can be easily transformed in 
surveillance tools for intercepting communication among 
peers. The dichotomy between cybersecurity and privacy 
is probable the most representative example of the conflict 
which characterize security with respect to other fundamen-
tal rights.

To harness the “disruptive” potentials of new AI appli-
cations researchers as well as government organizations all 
around the world developed a whole body of ethical guide-
lines or principles to which technology developers should 
adhere to as soon as possible. To apply these concepts to 
cybersecurity mechanisms is not easy, as often tensions 
showed up between the various principles which should 
be satisfied, and a risk-based approach must be undertaken 
as will be shown in the following sections.

3  On the importance of ethical assessment

A standard approach for dealing with tradeoffs in most scien-
tific discipline is to recur to a risk assessment methodology, 
i.e., a process which enables to assign a value (either quan-
titative or qualitative) to a certain event by considering the 
combination of the likelihood of the event and its severity. 
In our specific case an ethical risk assessment methodology 
should provide the means for determining the risk associ-
ated with the infringement of an ethical principle, given the 
likelihood that such an infringement occurs and the “losses” 
which can be determined by it.

The necessity of a such a methodology is solicited by 
many sources: the European Commission’s White Paper on 
Artificial Intelligence [5] calls for as risk-based approach to 
the adoption of AI systems, the recent field of Algorithms 
Auditing has underlined the need for a risk assessment pro-
cess for determining whether to adopt a given solution, or 
the counterbalance measures in case of its adoption [11, 17]. 
Floridi [8] underlines the necessity that the debate on AI 
ethics evolves from the what to the how: not just what ethics 
is needed but also how ethics can be effectively and success-
fully applied and implemented. That is principles must be 
put into practice. In Hangerdorff [9] it is observed that ethics 
must partially transform to “microethics”. This means that at 
certain points, a substantial change in the level of abstraction 
must happen insofar as ethics aims to have a certain impact 
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and influence in the technical disciplines and the practice of 
research and development of artificial intelligence. As long 
as ethicists refrain from doing so, they will remain visible 
in a general public, but not in professional communities.

In the next section we introduce an ethical risk analy-
sis methodology, which is also an example of micro ethical 
work which can be implemented easily and concretely in 
practice.

4  A framework for ethical assessment

In this section we introduce a framework for correlating the 
risk associated by the introduction of an innovation in a sys-
tem, with the level of infringement of an ethical principle 
which can be caused by the innovation itself. For example, 

if an authentication system is under consideration, and we 
want to reduce its risk to be compromised from HIGH to 
LOW our framework will enable decision makers to ascer-
tain that in this case the level of infringement of the privacy 
principle will be VERY SIGNIFICANT (see Sect. 5 for 
more details). On the other hand, if we want that the level of 
infringement of the ethical principle be at most SIGNIFI-
CANT, then the risk of our authentication system cannot be 
lower than MODERATE.

Once such a choice has been done, the framework can 
also be adopted to individuate the safeguards to balance 
potential infringements. That is, once it has been chosen 
to deploy a solution with a SIGNIFICANT level of ethical 
infringement, the framework may support decision makers 
to individuate the most appropriate safeguards to balance 
such an infringement.

Table 1  A risk assessment matrix which reports on the rows the likelihood of an event and on the columns the estimated losses, any colored item 
represents the level of risk arising from the event for given likelihood and losses

LOSS 
SEVERITY

Negligible Minor      Moderate Major Catastrophic
EV

EN
T 

LI
KE

LY
HO

O
D Very likely 

to happen MODERATE HIGH HIGH VERY HIGH VERY HIGH

Likely to 
happen LOW MODERATE HIGH HIGH VERY HIGH

Possible to 
happen LOW LOW MODERATE HIGH HIGH

Unlikely to 
happen VERY LOW LOW LOW MODERATE HIGH

Very 
unlikely to 
happen

VERY LOW VERY LOW LOW LOW MODERATE

Table 2  Ethical risk assessment 
matrix, a three dimensions 
matrix which on the third 
dimension reports the level of 
infringement of some ethical 
principle

LOSS 
SEVERITY Negligible Minor Moderate Major Catastrophic

Infringement 
severity N S VS N S VS N S VS N S VS N S VS

EV
EN

T 
LI

KE
LI

HO
O

D Very likely to 
happen M L L H M L H M L V

H H M V
H H M

Likely to happen
L V

L
V
L M L L H M L H M L V

H H M

Possible to 
happen L V

L
V
L L V

L
V
L M L L H M L H M L

Unlikely to 
happen

V
L

V
L

V
L L V

L
V
L L V

L
V
L M L L H M L

Very unlikely to 
happen V

L
V
L

V
L

V
L

V
L

V
L L V

L
V
L

L VL VL M L L

VL stands for very low, L stands for low, M stands for moderate, H stands for high and VH stands for 
very high, N stands for none, S stands for significant, VS stands for very significant
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The main component of our framework is the ethical risk 
assessment matrix (see Table 2) which is a standard risk 
assessment matrix augmented with a further dimension for 
correlating the ethical risk underneath a system or a process. 

We briefly recall that a risk assessment matrix (see 
Table 1) is a table representing the risk associated to a 
system. In our case, the rows represent the probabilities of 
occurrence of some event occurring and are represented 
on a scale of 5 values (VERY UNLIKELY TO HAPPEN, 
LIKELY TO HAPPEN, POSSIBLE, UNLIKELY TO HAP-
PEN, VERY UNLIKELY TO HAPPEN). The columns 
represent the qualitative values of estimated losses should 
the above-mentioned event happens. Even these values are 
represented in a scale of 5 (NEGLIGIBLE, MINOR, MOD-
ERATE, MAJOR, CATASTROPHIC).3 Any element of the 
matrix represents the value of the risk (VERY LOW, LOW, 
MODERATE, HIGH, VERY HIGH) which is produced by 
the combination of the likelihood of an event with the losses 
caused by the event itself.

Using the risk assessment matrix, we can easily evaluate 
the overall risk of a system in the following way. Suppose 
the system we are considering is characterized by a probabil-
ity of malfunctioning VERY LIKELY TO HAPPEN and that 
it has been estimated that in such a case the losses have been 
estimated MODERATE. This implies that the risk related to 
such a malfunctioning is HIGH.

Assigning the correct values to columns and rows is the 
most complex task which requires to undertake specific con-
textual considerations and it is usually performed by agents 
with deep knowledge and experience in the field under con-
sideration. For example, for estimating the columns values 
i.e., for individuating the losses related to a malfunctioning 
we need to take care of the impact of the incident on the 
assets of the organization (people, information, infrastruc-
tures, services, reputation, etc.) as well as on the unquantifi-
able assets (quality of life, health, freedom, etc.).

The rows of the matrix show the likelihood that some 
event happens. Even in this case specific context sensitive 

evaluation must be undertaken such as considering the 
“quality” of the information treated by the system, its appli-
cation field, its impact on human behavior, etc.

Suppose we have estimated that the overall risk for an 
authentication system is HIGH. We may be interested in 
reducing such a risk from HIGH to MODERATE by intro-
ducing a more sophisticated tool for biometric authentica-
tion. Such a tool however will have an impact on privacy, 
and we are interested in estimating the “gains” in security 
against the “losses” in privacy. Such a correlation can be 
exploited by the ethical risk assessment matrix reported 
in Table 2 where a further dimension has been added to a 
standard risk assessment matrix. Such a dimension is used 
for representing the different levels of infringements to an 
ethical principle that the introduction of an innovation in a 
system may involve. In our specific case, we assume that a 
measure/event can have three different level of ethical impact 
on a system: NONE no impact, SIGNIFICANT the measure 
will have a significant impact and VERY SIGNIFICANT. 
The ethical risk assessment matrix can be used as follows, 
given a system characterized by a LIKELY TO HAPPEN 
event likelihood and a MAJOR loss, for reducing the overall 
risk of the system from HIGH to MODERATE we need to 
adopt a measure with a SIGNIFICANT IMPACT on some 
ethical principle.

Once an organization has decided to adopt a measure 
which compromises some principle, safeguards might be 
adopted to regain a balance. Even this process can be driven 
with the support of a matrix representation. To this aim 
we introduce the notion of a risk infringement matrix (see 
Table 3). Such a matrix has on the rows the robustness of 
safeguards which can be adopted for balancing an infringe-
ment, which for ease of exposition we represent on a scale 
of three values (namely None, Medium, High) and on the 
columns the severity of the infringement (None, Significant, 
Very Significant). Any element of the matrix represents the 
resulting level of infringement after the application of a 
given safeguard measure.

Table 3  A risk infringement matrix which reports on the rows the level of robustness of the safeguards which can be adopted, on the columns 
the severity of the infringement which must be managed

Infringement 

severity
Negligible Significant Very Significant

Safeguard 
robustness

None Negligible Significant Very Significant
Medium Negligible Negligible Significant
High Negligible Negligible Negligible

Any colored item represents the resulting level of infringement obtained when a given safeguard is applied to reduce an infringement of a certain 
severity

3 The dimensions as well as the values contained in the risk assess-
ment matrix are purely indicative and can be changed as needed.
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5  Ethical assessment of cybersecurity 
application

It is a general believe that current cybersecurity solutions 
will soon be unable to effectively monitor all the internet 
traffic and timely detect attack vectors: IoT, cloud and 5G 
will generate levels of internet traffic in terms of data vol-
ume, velocity, and variety which are becoming increasingly 
difficult to analyze [22]. In such a scenario, organizations 
face an urgent need to improve their defense strategy. AI 
techniques are the best candidate for such a role. On the 
other hand, it is well known that many cybersecurity meas-
ures may contribute to infringe some rights and that the 
unconstrained development of AI applications can lead to 
situations in conflict with fundamental human rights. Thus, 
the coupling between cybersecurity and AI needs to be scru-
tinized. In this section we show how this kind of analysis can 
be carried out using the framework previously introduced.

5.1  Identity and access management systems

AI systems can be successfully used to reduce errors dur-
ing the authentication phase or equivalently to reduce the 
rate of impersonation attacks. In these cases, AI/ML algo-
rithms needs a lot of data for working properly and this data 
is obtained by profiling human activities. As noted in [19] 
these systems may contribute to improve system resilience 
by tracking and collecting “sensor data and human-device 
interaction from your app/website. Every touch event, device 

motion, or mouse gesture is collected” thus leading to create 
a mass-surveillance effect.

It turns out that a tension arises between the privacy 
and prevention of harm principles. Our framework can 
support decision makers in solving such a tension in the 
following way. Using specific contextual considerations, 
the ethical risk assessment matrix presented in Table 3 is 
built considering the ethical impacts that an AI identity 
management system may have on the privacy principle as 
a function of the features enabled. NONE: personal profil-
ing data is not collected. SIGNIFICANT: biometric data 
is collected. VERY SIGNIFICANT: both biometric and 
behavioral data is collected (Table 4).

Looking at this matrix, if at the end of the risk analysis 
phase we estimated that our system is characterized by a 
MODERATE loss, but the incident likelihood is VERY 
LIKELY TO HAPPEN, we know that the risk is HIGH 
and it can be reduced to MODERATE by tuning our iden-
tity management system to a SIGNIFICANT infringement 
mode of use. On the other hand, if our system is char-
acterized by a MINOR loss with an incident likelihood 
which is LIKELY TO HAPPEN, it is not necessary to 
tune our mechanism with a very aggressive modality as 
the same performance can be obtained with a “milder” 
option.

Once we decided the “tuning” of our identity manage-
ment system, the infringement matrix reported in Table 5 
tells us that once we have chosen a SIGNIFICANT level 
of infringement of our ethical principle if we want to get 

Table 4  Example of ethical risk assessment matrix for analyzing the ethical impact of an AI identity management system, the abbreviations are 
the same as those adopted in Table 2

Loss severity Negligible Minor Moderate Major Catastrophic

Incident 
likeli-
hood

Infringement severity N S VS N S VS N S VS N S VS N S VS
Very likely to happen M L L H M L H M L VH H M VH H M
Likely to happen L VL VL M L L H M L H M L VH H M
Possible to happen L VL VL L VL VL M L L H M L H M L
Unlikely to happen VL VL VL L VL VL L VL VL M L L H M L
Very unlikely to happen VL VL VL VL VL VL L VL VL L VL VL M L L

Table 5  Infringement matrix adopted for individuating the most suitable measures to adopt for counterbalancing the infringement of the privacy 
principle caused by the adoption of cybersecurity measures aimed at improving the quality of the authentication system

Infringement severity Negligible Significant Very significant

Safeguards robustness None Negligible Significant Very significant
GDPR compliance with adequate technical and organization measures Negligible Negligible Significant
Further strong security mechanisms to protect Data and System Access; 

frequent audit; Virtue Ethics
Negligible Negligible Negligible
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a NEGLIGIBLE one, we need to take into consideration 
the introduction of cybersecurity countermeasures as those 
defined by the GDPR.

5.2  Cognitive SOC

Security operation centers (SOC) are infrastructures aimed 
at detecting/responding in real-time to computer attacks. 
Currently, in SOCs the experts are struggling in trying to 
take pace with the rate of alerts they receive daily. On aver-
age a SOC receive 11.000 alerts per day, nearly 20% of them 
are manually inspected/triaged, 28% are ignored and they 
can give rise to attack that go unnoticed for weeks or even 
months, compromising the organization infrastructure [16]. 
Given the scale and speed of threats in a near future, the 
only viable solution for containing the number of computer 
attacks is the adoption of threat intelligence automation. 
That is delegate to AI algorithms the management of most 
alerts, leaving to the human experts the most critical cases. 
This however raises a tension between the principles of 
respect of human autonomy and prevention of harm.

We can use our framework to assess the impact of threat 
intelligence automation. For brevity reason, we assume 
that the risk assessment matrix we obtain by our analysis 
is the same we get in the previous example and which is 
reported in Table 4. It turns out that if the system that the 
SOC must protect is characterized by a MAJOR loss with 
an incident probability which is LIKELY TO HAPPEN, 
the only way we have for reducing the risk of the sys-
tem, if this is our risk management decision, is to tune the 
SOC to work with a VERY SIGNIFICANT impact on the 
respect of human autonomy principle. If we are interested 
in counter balancing with suitable safeguards our decision, 
the infringement matrix reported in Table 6 tells us the 
adequate measures to put in place. Where, by monitoring 
measures we mean that a process must be in place to verify 
the correct behavior of the AI System with ability to over-
ride a decision when it is necessary.

6  Conclusions

When applying AI ethics in the development of systems, 
tensions among principles inevitably arise. The solution 
of these tensions requires political choices which con-
sider both the material and immaterial values involved. 
A risk–benefit analysis can be very useful for supporting 
the decision makers to undertake the right decision and is 
advocated by many sources. The adoption of a risk-based 
approach to ethical assessment can be greatly simplified 
by the adoption of a methodology or framework which 
will drive the researcher in such a process. The framework 
presented in this paper represents a first step in such a 
direction [1, 7, 12, 15, 19].
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