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Abstract: We study a family of McKean-Vlasov (mean-field) type ergodic optimal control problems with
linear control, and quadratic dependence on control of the cost function. For this class of problems we
establish existence and uniqueness of an optimal control. We propose an N-particles Markovian optimal
control problem approximating the McKean-Vlasov one and we prove the convergence in relative entropy,
total variation and Wasserstein distance of the law of the former to the law of the latter when N goes to
infinity. Some McKean-Vlasov optimal control problems with singular cost function and the relation of
these problems with the mathematical theory of Bose-Einstein condensation is also established.
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1. Introduction

In this paper we want to provide a complete study of a family of mean-field ergodic stochastic optimal control
problems, known as optimally controlled McKean-Vlasov dynamics. More precisely we consider the controlled
stochastic differential equation (SDE)

dXt = α(Xt)dt+
√
2dWt (1.1)

where α is a C1 control function from Rn to Rn and Wt, t ≥ 0, is an n dimensional standard Brownian motion,
with the following cost functional

J(α, x0) = lim sup
T→+∞

1

T

(
∫ T

0

Ex0

[ |α(Xt)|2
2

+ V(Xt,Law(Xt))

]

dt

)

. (1.2)

Here V : Rn × P(Rn) → R (where P(Rn) is the space of probability measures on Rn endowed with the metric
given by the weak convergence) is a regular function satisfying some technical hypotheses (see Section 2 below)
and Ex0 is the expectation with respect to the solution Xt to the SDE (1.1) such that X0 = x0 ∈ Rn. We
prove existence and uniqueness of the optimal control α ∈ C1(Rn,Rn) for the problem given by (1.1) and (1.2).
Furthermore we present an N -particle Markovian approximation of the previous problem and give a proof of
the convergence of the corresponding value functions and of the invariant finite dimensional probability laws to
those given by the one of the McKean-Vlasov dynamics. We remark that the cost functional explicitly depends
on the law of Xt and, under natural assumptions, we prove that the optimal control can also be expressed in
terms of the same law.

Recently there has been a growing interest in optimally controlled McKean-Vlasov dynamics (see, for ex-
ample, [11; 12; 13; 22; 23; 62; 61]). The main part ot the current literature focuses on finite or infinite time
horizon problems and usually does not discuss the approximation of the controlled McKean-Vlasov problem
by Markovian controlled N -particle systems. To the best of our knowledge some of the few exceptions are [24,
Chapter 6] (see also [22]), where, for the case of controlled McKean-Vlasov dynamics, the convergence of the
value function is considered (which implies the convergence of the optimal trajectory see again [24, Chapter
6]), and [44] and [32; 33]. In particular [44] studies the convergence problem under general conditions, without
symmetry assumptions and in the time-dependent setting using a martingale problem approach. In [32] the
techniques of [44] are generalized to the case of controlled McKean-Vlasov problems having generally dependent
noises, and in [33] a propagation of chaos result is proven for extended mean field control problems.
The optimally controlled McKean-Vlasov dynamics is closely related to mean-field games theory (see [23, Chap-
ter 6] for a discussion about the relation between the two approaches). Mean-field games theory, in the case of a
finite and infinite time horizon utility function, is much more developed both in the study of the limit problem
and in the study of N -particles approximations (see, e.g., the books [16; 23; 24] and references therein as well
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[40]). The PDE system related to the ergodic mean-field games is well studied (see, e.g., [15; 17; 18; 27; 46]). In
the mean-field games case, the ergodic stochastic problem is considered in [6; 9; 10; 34], see also [19].
Our convergence scheme is quite different from the one usually formulated in the literature on competitive
mean-field games, where the value function can be decomposed into the product of the one-particle marginals
(see [6; 46]). Indeed our N -particles process is an interacting controlled diffusions system where the chaoticity
property is achieved only asymptotically (that is in the infinite particles limit). It is important to note that, as
it is proved in [19], in the ergodic competitive mean-field game case, when the control depends on all N -players,
the convergence of the N -particle system to the mean-field one in general does not hold. This is one of the main
differences with respect to the (cooperative) McKean-Vlasov systems treated in the present paper. To the best
of our knowledge, this is the first paper facing in an ergodic framework the convergence problem of a Markovian
N interacting diffusions system to a Markovian limit system of McKean-Vlasov type.
The main idea of the paper is to exploit some methods of mathematical physics, in particular from the math-
ematical theory of Bose-Einstein condensation (see, e.g.[49; 50; 52; 53; 54; 59; 65; 66]), Nelson’s stochastic
mechanics (see, e.g., [20; 21; 38; 60; 75]), and variational stochastic processes connected with Schrödinger prob-
lem in optimal transport and the Hopf-Cole transformation (see, e.g., [8; 25; 28; 47; 48; 56; 77] see also [27; 73]).
Our method uses however a compactness argument, hence it does not yield per se convergence rates of optimal
trajectories (such convergence results exist in other settings, but under the stronger assumption of convexity,
see [22; 23]).

The paper contains three main results. The first one is the proof of existence and uniqueness of the optimal
control for the SDE (1.1) with cost functional (1.2) under the technical Hypotheses V (concerning the functional
V in equation (1.2)) and a convexity request CV for the cost functional discussed in Section 2. We show that
some results ([14]) guarantee that under appropriate conditions the control term is the logarithmic derivative
of the probability density of the process and so the cost functional can be expressed in terms of the process
probability density. By exploiting calculus of variations we then provide a necessary condition for the optimality
of the process probability density (Theorem 17). The method applied here makes no direct use of Hamilton-
Jacobi-Bellman equation.
Our second main result consists in the convergence of the value function (or rather the constant which gives the
value of the cost functional evaluated at the optimal control) and of the finite dimensional invariant distributions
of the Markovian N -particle approximation to the one of the McKean-Vlasov optimal control problem when
the number of particles N tends to +∞ (see Theorem 25, Theorem 37 and Remark 38). The convergence of
the value function, under the previous Hypotheses V and CV , is achieved using in an essential way de Finetti
theorem for exchangeable particles and some important properties of Fisher information (see Section 5). The
convergence of the finite dimensional distributions, under the additional quadratic growth Hypothesis QV (see
Remark 44 for an analysis of the role of Hypothesis QV in the proof of Theorem 37), is obtained by proving that
the relative entropy between the finite dimensional distributions, converges to 0 for N → +∞ (Theorem 37).
The latter is achieved by exploiting some results from the theory of interacting particles systems and optimal
transport (see [39]).
The third main result is the convergence in total variation of the law of the N -particles approximation to the
law of the McKean-Vlasov system. In this way we also establish (see Theorem 46) that the strong Kac’s chaos
holds for the probability law of the N -interacting controlled diffusions system in the limit of infinitely many

particles (in the sense of [45]). Namely we prove that, under Hypotheses V , for any k > 0, if P
(k)
0,N is the law (on

path space) of the first k particles of the optimal N -particles approximation and P0 is the law (on path space) of

the optimal McKean-Vlasov system we have H(P
(k)
0,N |P⊗k

0 ) → 0 as N → +∞ (where H(·|·) denotes the relative
entropy of the first measure with respect to the second one). This kind of convergence implies the convergence
in total variation (Corollary 48) and in Wasserstein metric Wp (for 1 ≤ p ≤ 2) (Corollary 50). Let us remark
that the result that is most closely related to our own are in [32; 44], where a more general problem is treated
in the finite time horizon case proving a convergence in Wasserstein metric. The ergodic case treated and the
type of convergence proved in our paper are however new. Indeed, for example, differently from [44], we start
the system at the invariant measure, we have to prove that the N -particles invariant measures converge to the
limit one. Furthermore we think that the entropy convergence does not hold in the general setting considered
in [44], since when the noise is multiplicative, with diffusion coefficients depending on the control or the law of
the solution process, the law of the N -particles approximation and of the limit solution are not longer mutually
absolutely continuous.

The plan of the paper is as follows. In Section 2 we define our class of ergodic McKean-Vlasov optimal
stochastic control problems, making explicit all our hypotheses and providing a non trivial family of cost
functions satisfying them. In Section 3 we prove existence and uniqueness of the optimal control for our problem.
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In Section 4 we introduce the MarkovianN -particles controlled system used to approximate the McKean-Vlasov
dynamics. In Section 5 we prove the convergence of the value function of the N -particles approximation to the
one of the McKean-Vlasov problem, and in Section 6 the convergence of the probability law at fixed time
is discussed. In Section 7 the process convergence result on the path space in the infinite particles limit is
established. A comparison with the mathematical physics literature and a comment on the result for the case
of singular potentials are provided in Section 8.

2. The setting and the hypotheses

We consider controlled SDE given by (1.1), with the assumptions stated there. Thus X = (Xt)t≥0 is an n di-
mensional process, W is an n dimensional Brownian motion and α(Xt) is the control process, with α : Rn → Rn

a C1 function. We denote by Lα = ∆ + α · ∇ the generator associated with the equation (1.1) and by L∗
α the

adjoint of Lα with respect to the Lebesgue measure.

We take a functional
V : Rn × P(Rn) → R,

where P(Rn) is the set of probability measures on Rn. We also define for any µ ∈ P(Rn) (such that V(·, µ) if µ
integrable)

Ṽ(µ) :=
∫

Rn

V(x, µ)µ(dx). (2.1)

If K : P(Rn) → R is a function we say that K is Gâteaux differentiable if for any µ, µ′ ∈ P(Rn) there exists a
bounded continuous function ∂µK(·, µ) : Rn → R such that

lim
ǫ→0+

K(µ + ǫ(µ′ − µ))−K(µ)

ǫ
=

∫

Rn

∂µK(y, µ)(µ′(dy)− µ(dy)), (2.2)

(the left hand side of (2.2) is well defined, when the limit is defined, since, when ǫ ≥ 0, µ + ǫ(µ′ − µ) is a
probability measure being the convex combination of two probability measures). Since the function (∂µK)(y, µ)
is only uniquely determined up to a constant (since

∫

Rn(µ
′(dy) − µ(dy)) = 0 being µ and µ′ two probability

measures), we can choose the normalization condition given by

∫

Rn

(∂µK)(y, µ)µ(dy) = 0.

If a function K̄ : Rn × P(Rn) → R depends also on x ∈ Rn we say that K̄ is Gâteaux differentiable if K̄(x, ·) is
Gâteaux differentiable for any x ∈ Rn. In this case we write

lim
ǫ→0+

K̄(x, µ + ǫ(µ′ − µ))− K̄(x, µ)

ǫ
=

∫

Rn

∂µK̄(x, y, µ)(µ′(dy)− µ(dy)).

We formulate the following hypotheses on V (see (1.2)):

• Hypotheses V:
i The map V is continuous from Rn ×P(Rn) to R (where P(Rn) is equipped with the weak topology of
convergence of measures).

ii There is a positive function V such that

|∂αV (x)| ≤ CαV (x) V (x) ≤ C1V (y) exp(C2|x− y|), x, y ∈ Rn (2.3)

where α ∈ Nn is a multiindex of length at most |α| ≤ 2, Cα, C1 and C2 are positive constants, and
growing to +∞ as |x| → +∞. Furthermore there are three positive constants c1, c2, c3, with c2 > 0,
such that for any µ ∈ P(Rn):

V (x)− c1 ≤ V(x, µ) ≤ c2V (x) + c3 x ∈ Rn. (2.4)

iii The map V is Gâteaux differentiable and ∂µV(x, y, µ) is uniformly bounded from below and we have

∂µV(x, y, µ) ≤ D1 +D2V (x)V (y), x, y ∈ Rn (2.5)
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for some D1, D2 ≥ 0. Furthermore whenever

∂µṼ(y, µ) = V(y, µ) +
∫

Rn

∂µV(x, y, µ)µ(dx)

is well defined (namely when
∫

Rn V (x)µ(dx) < +∞), we require that ∂µṼ(·, µ) is a C
n
2 +δ(Rn,R)

Hölder function for some δ > 0.

• Hypothesis CV: the functional Ṽ is convex.
• Hypothesis QV : the function V , in Hypotheses V, is radially symmetric V (x) = V̄ (|x|), where V̄ is a
C1(R+,R) increasing function for which there are constants e1, ǫ > 0, e2, e3 ≥ 0 such that:

i V̄ (r) ≥ e1r
2+ǫ − e2,

ii V̄ ′(r) ≤ e3(V̄ (r))
3
2 , r = |x|.

Remark 1. The conditions (2.3) are some standard requests on the weight function V for having good properties
in the Sobolev and Besov spaces on Rn with weight V (see, i.e., [67; 68; 69]). We use some of these properties
in an essential way in Lemma 36 below.

Remark 2. An important consequence of Hypothesis Vi is that if µk is a sequence in P(Rn) converging weakly
to µ, as k → +∞, then for any compact set K ⊂ Rn we have supx∈K |V(x, µ) − V(x, µk)| → 0. This fact
is a consequence of the Prokhorov theorem (which says that P(Rn) is a complete metric space) and of the
Heine-Cantor theorem (which says that a continuous function from a compact metric space to a metric space
is uniformly continuous).

Remark 3. Hypothesis CV is essentially used in two points of the present paper: in Theorem 14, where it is
exploited for proving the uniqueness of the minimizer ρ0, and in Theorem 25, where the uniqueness proved in
Theorem 14 is applied to prove that potentials of the form (2.7) (below) satisfy the value functions convergence
condition (5.1). In both cases Hypothesis CV guarantees uniqueness of the minimizer in the limit problem. If
we do not assume Hypothesis CV we have to consider relaxed controls (see [7] for the Markovian ergodic case
and [44] for controlled McKean-Vlasov dynamics).
It is important also to note that a monotonicity condition is required in the mean-field games literature in order
to have uniqueness of Nash equilibrium (see, e.g. [23; 16]). More precisely if Ṽ is convex then ∂µṼ is monotone,
i.e. ∫

Rn

[∂µṼ(y, µ)− ∂µṼ(y, µ′)](µ(dy) − µ′(dy)) ≥ 0,

for any probability measures µ, µ′ ∈ P(Rn).

We consider the ergodic control problem given by the cost functions (1.2). Since the cost functional J(α, x0)
(on the left hand side of (1.2)) depends on the law of the controlled diffusion Xt of the time averaged ergodic
control problem, it is legitimate to look at it as a McKean-Vlasov control problem.

We define

J := ess supx0∈Rn

(

inf
α∈C1(Rn,Rn)

J(α, x0)

)

(2.6)

where ess sup is the essential supremum over x0 ∈ Rn. In the ergodic case the optimal value J is the analogous
of the value function of the finite time optimal control problem. With an abuse of name we call J the value
function associated with the problem (1.1) and the cost functional (1.2).

Remark 4. There are two important observations to do about the initial conditions chosen in the definition of
value function (2.6). The first one is that the function x0 7−→ infα∈C1(Rn,Rn) J(α, x0) is almost surely constant
in x0 with respect to the Lebesgue measure (see Theorem 17). This means that the ess supx0∈Rn is used only
to exclude a set of measure zero with respect to x0.
The second observation is that, although in Section 3 we consider only deterministic initial conditions, it is
possible to extend, in a straightforward way, our analysis by considering

J̄(α, p) := lim sup
T→+∞

1

T

(
∫ T

0

EX0∼p(x)dx

[ |α(Xt)|2
2

+ V(Xt,Law(Xt))

]

dt

)

,

where the process Xt has an initial probability law, Law(X0), which is absolutely continuous with respect to
Lebesgue measure of the form p(x)dx, with p a positive Lebesgue integrable function on Rn, and such that
∫

Rn V (x)p(x)dx < +∞. Indeed in both Theorem 7 and Lemma 11 (below) we can replace the deterministic
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initial condition with a random one, of the previous type, obtaining the corresponding statement. This fact
proves that

J = inf
α∈C1(Rn,Rn)

J̄(α, p),

for any p ∈ L1(Rn), where J is the same constant as in definition (2.6). In this paper, we decided to treat in
detail only the case of deterministic initial conditions in order to simplify the treatment of the general problem.

2.1. A family of potentials satisfying Hypotheses V, CV and QV

In this section we discuss a class of functionals V satisfying Hypotheses V and CV . More precisely we consider
the functionals V having the following form

V(x, µ) = V0(x) +

∫

Rn

v0(y)µ(dy) +

∫

Rn

v1(x− y)µ(dy), (2.7)

where V0, v0, v1 ∈ C
n
2 +ǫ(Rn), ǫ > 0 and µ ∈ Mc(R

n) (where Mc(R
n) is the space of signed measures on Rn

having total mass less than c ∈ R+) . Furthermore we require that V0 grows to plus infinity as |x| → +∞, and
there is a function V , satisfying the relation (2.3) and Hypothesis QV , such that V0(x) ∼ V (x) as |x| → +∞
(where ∼ stands for V0(x) is bounded from above and below by positive constants times V (x) as |x| → +∞).
We also assume that v0, v1 are bounded, v1(x) = v1(−x) and that there exists a positive measure π on Rn such
that, for any x ∈ Rn, v1(x) =

∫

Rn e−ikxπ(dk) (i.e. v1 is the Fourier transform of a positive measure).

Theorem 5. The functional V of the form (2.7) under the above assumptions on V0, v0, v1 satisfies Hypotheses
V and CV.
Proof. Hypothesis Vi follows from the fact that V(x, ·) is a sum of affine bounded functionals on Mc(R

n). Since
v0, v1 are bounded and V0 grows at +∞ when |x| → +∞, V satisfies Hypothesis Vii. By an explicit computation
we have

∂µ(V)(x, y, µ) = v0(y) + v1(x− y)

hence, since, for the previous assumptions, v0 and v1 are bounded and regular enough, V satisfies Viii.
Furthermore we get, by the definition (2.1) and the fact that the integral of v0 in (2.7) is constant

Ṽ(µ) =
∫

Rn

(V0(x) + v0(x))µ(dx) +

∫

R2n

v1(x− y)µ(dx)µ(dy)

and so
∂2
µ(Ṽ)(x, y, µ) = 2v1(x− y).

The previous equation implies that, if the bilinear form

B(µ̃, ν̃) = 2

∫

Rn

v1(x − y)ν̃(dx)µ̃(dy), µ̃, ν̃ ∈ M2c(R
n)

is nonnegative definite, then Ṽ is convex having nonnegative definite second differential. Since v1 is continuous
and bounded, by Theorem XVIII of Chapter VII in [70] (see also [63, Theorem IX.10]), the form B is positive
definite if and only if v1 is a positive definite function. By Bochner’s theorem (see, e.g., [63, Theorem IX.9]), v1
is a positive definite continuous function if and only if it is the Fourier transform of a positive measure. This
complete the proof of the theorem.

Remark 6. Using Theorem 5 it is possible to build other functionals satisfying Hypotheses V , CV and QV .
Indeed we can, e.g., compose functionals of the form (2.7) with the derivatives of an homogeneous symmetric
polynomial P : Rk → R which is convex and it has positive partial derivatives on Rk

+. More precisely let v1, ..., vk
be positive functions satisfying the same conditions of v1 in Theorem 5, and consider

V(x, µ) = V0(x)+

+

k∑

ℓ=1

∂zℓ(Pk)

(∫

R2n

v1(y
′
1 − y1)µ(dy

′
1)µ(dy1), · · · ,

∫

vk(y
′
k − yk)µ(dy

′
k)µ(dyk)

)∫

Rn

vℓ(x− yℓ)µ(dyℓ). (2.8)

Using the fact that Pk is an homogeneous polynomial, we get that the functional Ṽ associated with the operator
V given in (2.8), we get

Ṽ(µ) =
∫

Rk

V0(y)µ(dy) + deg(Pk)Pk

(∫

R2n

v1(y
′
1 − y1)µ(dy

′
1)µ(dy1), · · · ,

∫

vk(y
′
k − yk)µ(dy

′
k)µ(dyk)

)

.
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This implies that Ṽ is convex since it is the sum of a linear function, and the composition of positive convex
functionals

∫

R2n vℓ(yℓ − y′ℓ)µ(dyℓ)µ(dy
′
ℓ) and a convex function with positive derivatives Pk : Rk

+ → R. Since the
linear combination (with positive coefficients) of convex functional is convex we can use the previous construction
to build general non quadratic, and also non polynomial, cost functionals.

3. The McKean-Vlasov optimal control problem

3.1. The ergodic control problem

We are searching for the control function α ∈ C1 which minimizes the functional (1.2). First of all we need some
results and notations concerning equations of the form (1.1) when α ∈ C1 is admitting an invariant measure.
We denote by µt,x0 the probability measure on Rn giving the distribution of Xt when X0 = x0, x0 ∈ Rn. We
also write µ̃t,x0 for the following time averaged measure

µ̃t,x0(x) =
1

t

∫ t

0

µτ,x0(dx)dτ , x ∈ Rn and t ∈ R+

We denote by Tt, t ∈ R+, the (sub)Markovian semigroup associated with SDE (1.1), namely if f ∈ L1(Rn, µt,x) ≡
L1(µt,x) we have

Tt(f)(x) =

∫

Rn

f(y)µt,x(dy) = Ex[f(Xt)]. (3.1)

We denote by Lα : C∞(Rn) → C1(Rn) the operator

Lα(g)(x) = ∆g(x) +

n∑

i=1

αi(x)∂xi
(g)(x), g ∈ C∞(Rn) (3.2)

We say that a probability measure µ is an invariant measure for the process Xt, t ≥ 0, or equivalently, for
the semigroup Tt if, for any bounded measurable function f , we have

∫

Rn

Tt(f)(x)µ(dx) =

∫

Rn

f(x)µ(dx).

We say that a probability measure µ is infinitesimal invariant for Tt, t ≥ 0, and we write L∗
α(µ) = 0, if for any

g ∈ C∞(Rn) with compact support we have

∫

Rn

Lα(g)(x)µ(dx) = 0. (3.3)

Proposition 7. Consider an SDE of the form (1.1) with α ∈ C1, and suppose that it admits an invariant
measure µ. Then the following assertions hold:

i Tt is strong Feller,
ii µ is the unique ergodic invariant measure of Tt,
iii µ is absolutely continuous with respect to the Lebesgue measure,
iv for any x0 ∈ Rn, µ̃t,x0 → µ weakly as t → +∞,
v for any x0 ∈ Rn, µt,x0 → µ weakly as t → +∞,

vi if further |α|2 ∈ L1(µ) then for any f ∈ L1(µ) we have limt→+∞
1
t

∫ t

0 Ts(f)(x0) =
∫

Rn f(x)µ(dx) for µ-almost
all x0 ∈ Rn,

vii finally µ is the unique invariant measure of Tt if and only if it is the unique solution to the equation
L∗
α(µ) = 0.

Proof. By [55, Proposition 2.2.12] Tt is irreducible and strong Feller. This implies that Xt has an unique ergodic
invariant measure, from Doob’s Theorem in [30, Theorem 4.2.1], which means that µ is the unique solution
to the Fokker-Planck equation L∗

α(µ) = 0, where Lα is the infinitesimal generator of Tt (which is the unique
extension of the operator (3.2)) and L∗

α its adjoint, (proving the point ii). Furthermore, since α is C1 and Lα

is uniformly elliptic, by [14, Corollary 1.5.3], we have that µ is absolutely continuous with respect to Lebesgue
measure. Points iv and v are consequences of [30, Theorem 4.2.1]. Furthermore, using the fact that |α|2 ∈ L1(µ)
and by Theorem 5.2.9 of [14], the semigroup Tt is a strongly continuous semigroup on L1(µ). By Remark 1
in [76, Chapter XII Section 1], this implies point vi. The point vii follows by the uniqueness of the invariant
measure.
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Remark 8. By a classical result a sufficient condition for the existence of an invariant measure is that α is of
the form α = −DU −G, with U ∈ C

1+β
1 (RN ) for some β ∈ (0, 1), G ∈ C1(RN , (RN ), e−U ∈ L1(RN ), |G|e−U ∈

L1(RN ), divG =< G,DU >. In this case µ(dy) = exp(−U(x)dy)∫
exp−U(x)dx

is symmetric in L2(µ) (see, e.g., [55], Chapter

8 Theorem 8.1.26).

Remark 9. It is important to note that the condition α ∈ C1(Rn,Rn) is an essential hypothesis in Proposition
7 (and consequently in Lemma 11 and Theorem 17 below). Indeed, when α is in general only measurable and
L2 with respect (some) invariant measure µ there is the possibility of multiple invariant measures even in one
dimension (see, e.g., the discussions in [14, Chapter 4]).

Remark 10. Since, when α ∈ C1(Rn,Rn), and by Proposition 7 vii, the two notions of invariant measures,
namely then ones given by equations (3.1) and (3.3) respectively, are equivalent, hereafter we call invariant
measure a measure which respect both equations (3.1) and (3.3).

In the next lemma we shall provide a sufficient condition for the existence of an invariant measure for the SDE
(1.1) admitting a probability density. This allows to obtain a cost functional expressed in terms of a probability
density notably simplifying our minimization problem. Hereafter we use the following abuse of notation: If
µ is a measure on Rn absolutely continuous with respect to the Lebesgue measure with density ρ (namely
dµ(x) = ρ(x)dx) we write V(x, ρ) instead of the more precise V(x, µ) = V(x, ρdx).
Lemma 11. Under hypotheses Vi and Vii, if J(α, x0) as given by (1.2) (with α ∈ C1) is not equal to +∞ there
exists an unique and ergodic invariant probability density measure ρα ∈ W 1,n2 (Rn) for the SDE (1.1) so that
µα(dx) = ρα(x)dx, with µα the invariant ergodic probability measure for the SDE (1.1). Furthermore we have

J̃(α, ρα) ≤ J(α, x0)

for almost all x0 ∈ Rn with respect to Lebesgue measure, where

J̃(α, ρα) :=

∫

Rn

( |α(x)|2
2

+ V(x, ρα)
)

ρα(x)dx. (3.4)

Proof. Under hypothesis Vii when J(α, x0) is finite, for any x0 ∈ Rn, µ̃t,x0 , indexed by t ∈ R+, is a family of
tight measures. Indeed we have that, for any t > 0:

∫

Rn

V (x)µ̃t,x0 (dx) =
1

t

∫ t

0

∫

Rn

V (x)µτ,x0(dx)dτ

≤1

t

∫

Rn

∫ t

0

V(x, µτ,x0)µτ,x0(dx)dτ + c1

≤1

t

(∫ t

0

Ex0

[ |α(Xτ )|2
2

+ V(Xτ ,Law(Xτ ))

]

dτ

)

+ c1 < C

for some C ∈ R, where in the last step we used that J(α, x0) < +∞.
Since V is a function growing to infinity as |x| → +∞, the family (µ̃t,x0(dx), t > 0) is necessarily tight. Now
let µ(dx) be any weak limit of a subsequence of µ̃t,x0(dx), as t → +∞, then µ(dx) is an invariant probability
measure for equation (1.1). Indeed let f be a C∞ function with compact support then, by Itô formula, for t > 0:

∫

Rn

Lα(f)(x)µ̃t,x0(dx) =
1

t
(E[f(Xt)]− f(x0)).

Since f has compact support we have that limt→+∞
1
t
(E[f(Xt)] − f(x0)) = 0, which implies, α being locally

bounded, that

0 = lim
t→+∞

∫

Rn

Lα(f)(x)µ̃t,x0(dx) =

∫

Rn

Lα(f)(x)µ(dx).

This means that L∗
α(µ) = 0 and thus µ is an invariant probability measure for equation (1.1). By Proposition

7 iii, there exists a positive L1(Rn) function ρα(x) such that µ(dx) = ρα(x)dx.
What remains to be proved is that J(α, x0) ≥ J̃(α, ρα) (Lebesgue-)almost surely with respect to x0 ∈ Rn.

We have that lim inft→+∞

∫

Rn

|α(x)|2

2 µ̃t,x0(dx) ≥
∫

Rn

|α(x)|2

2 ρα(x)dx. Indeed, for any N ∈ N:

∫

Rn

|α(x)|2 ∧N

2
ρα(x)dx = lim

t→+∞

∫

Rn

|α(x)|2 ∧N

2
µ̃t,x0(dx)

≤ lim inf
t→+∞

∫

Rn

|α(x)|2
2

µ̃t,x0(dx) < +∞.
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Since limN→+∞

∫

Rn

|α(x)|2∧N

2 ρα(x)dx =
∫

Rn

|α(x)|2

2 ρα(x)dx the stated inequality is proved.
Now we want to prove that

lim sup
t→+∞

∫

Rn

V(x, µt,x0)µt,x0(dx) =

∫

Rn

V(x, µ)ρα(x)dx, (3.5)

almost surely with respect to x0 ∈ Rn. Let tm → +∞ be a sequence in R+ which realizes the lim sup in (3.5).
By Proposition 7 vi and denoting by BK the ball of radius K ∈ N and center in 0 we have that

lim
m→+∞

∫

Rn\BK

V (x)µ̃tm,x0(dx) = lim
m→+∞

1

tm
Ttm(IRn\BK

V )(x0)

=

∫

Rn\BK

V (x)ρα(x)dx,

for almost all x0 ∈ Rn and for all K ∈ N. Since the positive measure V (x)ρα(x)dx is regular, this means that the
sequence of positive measures V (x)µ̃tm,x0(dx) is tight. By Hypothesis Vii, the tightness of V (x)µ̃tm,x0(dx) implies

the tightness of the sequence of signed measures (with total mass uniformly bounded) 1
tm

∫ tm

0
V(x, µs,x0)µs,x0(dx)ds.

On the other hand, by Remark 2 (in Section 2) and using the fact that, by Proposition 7 iv, µt,x0 → µ weakly,
as t → +∞, we have

lim
m→+∞

1

tm

∫ tm

0

∫

K

V(x, µs,x0)µs,x0(dx)ds =

= lim
m→+∞

(∫

K

V(x, µ)µ̃s,x0(dx)ds+
1

tm

∫ tm

0

∫

K

(V(x, µs,x0)− V(x, µ))µs,x0(dx)ds

)

=

∫

K

V(x, µ)ρα(x)dx (3.6)

for any compact set K ⊂ Rn. Since 1
tm

∫ tm

0
V(x, µs,x0)µs,x0(dx)ds has a uniformly bounded mass and is tight,

relation (3.6) implies that 1
tm

∫ tm

0 V(x, µs,x0)µs,x0(dx)ds converges as m → ∞ to V(x, µ)ρα(x)(dx), weakly for
(Lebesgue) almost all x0 ∈ Rn. This proves equality (3.5) and concludes the proof.

3.2. A lower bound for the functional (3.4)

In order to minimize the functional (3.4) with respect to ρ, for ρ ∈ W 1,n2 (Rn), ρ(x) ≥ 0 and
∫

Rn ρ(x)dx = 1, we
set

Cρ = {α ∈ C1(Rn,Rn), L∗
α(ρ) = 0 and |J̃(α, ρ)| < +∞}. (3.7)

Then Cρ is the subset of C1(Rn,Rn) vector fields αρ ∈ Cρ such that L∗
αρ
(ρ) = 0 (where L∗

αρ
is the adjoint of the

infinitesimal generator of the equation (1.1) and the previous equality is understood in a distributional sense)
and |J̃(αρ, ρ)| < +∞.

Remark 12. Suppose that α ∈ C1(Rn,Rn) such that J(α, x0) < +∞, then by Lemma 11 there is a unique
positive probability density ρα which is invariant and thus, since α ∈ C1(Rn,Rn) by Proposition 7, it satisfies
the equation L∗

α(ρα) = 0. This implies that α ∈ Cρα
, where Cρα

is defined by equation (3.7) with ρ = ρα.

We introduce the following energy functional, for ρ ∈ W 1,n2 (Rn),

E(ρ) := EK(ρ) + EP (ρ) =
∫

Rn

|∇ρ|2
ρ

dx+

∫

Rn

V(x, ρ)ρ(x)dx. (3.8)

where the two terms on the right hand side correspond to the kinetic EK(ρ) and potential EP (ρ) energies,
respectively.
The next lemma states a useful monotonicity property of the cost functional J̃ .

Lemma 13. For any given ρ ∈ W 1,n2 (Rn) we have

E(ρ) = J̃

(∇ρ

ρ
, ρ

)

≤ inf
α∈Cρ

J̃(α, ρ),

where J̃(α, ρ) is defined in (3.4).
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Proof. By [14, Chapter 3, Theorem 3.1.2], if ρ is the density of the invariant measure of the SDE (1.1) we have
that ∫

Rn

|∇ρ(x)|2
ρ2(x)

ρ(x)dx ≤
∫

Rn

|α(x)|2ρ(x)dx,

for any α ∈ Cρ, with the equality holding if and only if α = ∇ρ
ρ
. Since

∫

Rn V(x, µ)ρ(x)dx does not depend on α

but only on the invariant measure ρ(x)dx, the theorem is proved.

3.3. Minimizer of the energy functional

We want to minimize the function E(ρ) given by (3.8) under the condition
∫

Rn ρ(x)dx = 1. It is useful to
introduce the following variable φ =

√
ρ. With this notation the energy functional (3.8) becomes

E(φ2) =

∫

Rn

( |∇φ|2
2

+ V(x, φ2)φ2(x)

)

dx, (3.9)

with φ ∈ L2(Rn) satisfying the condition
∫

Rn φ2(x)dx = 1.
The following result states that the above energy functional admits a unique minimizer which is strictly positive.

Lemma 14. Under hypotheses V and CV the variational problem (3.8), with φ ∈ L2(Rn) satisfying the condition
∫

Rn φ2(x)dx = 1, admits a unique minimizer ρ0 = φ2
0. Furthermore φ0 is C2+ǫ(Rn) for some ǫ > 0, it is strictly

positive and satisfies (weakly) the equation

−∆φ0(x) + 2V(x, φ2
0)φ0(x) + 2

∫

Rn

∂µV(y, x, φ2
0)φ

2
0(y)dyφ0(x) = µ0φ0(x), (3.10)

where the uniquely determined constant µ0 given by

µ0 = 2E(φ2
0) +

∫

Rn

∂µV(y, x, φ2
0)φ

2
0(y)φ

2
0(x)dydx (3.11)

Proof. By Hypothesis CV the functional EP (ρ) is convex and by the property of Fisher information (see Theorem
31 below), EK(ρ) is convex and strictly convex when it is finite. Furthermore by Hypothesis Vii E is coercive in
φ0 (in the sense that E(φ2) ≥ C||φ2||H1 ). This implies that there exists a unique minimizer φ0 =

√
ρ0.

On the other hand, making a variation of the form φ0 + ǫδφ, where ǫ > 0 and δφ is supposed to be a smooth
compactly supported function, under the additional constraint given by the normalization condition for (φ0)

2,
by the regularity property given by Hypothesis Viii, the minimizer φ0 must satisfy (in a weak sense) equation
(3.10). For determining the Lagrange multiplier µ0 it is sufficient to multiply both sides of equation (3.10) by
φ0 and then integrate by parts.
Using a bootstrap argument, beginning by (∂µṼ)(·, φ2

0) ∈ C
n
2 +ǫ′ , for some ǫ′ > 0 by Hypothesis Viii and by

elliptic regularization property of the Laplacian (see Theorem 8.10 in [37]), we obtain that φ0 ∈ H
n
2 +ǫ

loc (R2) and
thus φ0 ∈ Cǫ(Rn). Exploiting the regularity results for the Poisson equation (see Theorem 4.3 in [37]), we have
that φ0 ∈ C2+ǫ(Rn).
Finally, equation (3.10) implies that φ0 is the ground state of a quantum mechanical system on Rn with
potential 2∂µṼ(x, φ2

0) (where Ṽ is defined in (2.1)). Since, by Hypotheses Vii and Viii, 2V(x, φ2
0) + 2∂µṼ(x, φ2

0)
is bounded from below and diverges to infinity as |x| → +∞, by [64, Theorem XIII.47] we have that φ0 is
strictly positive.

Remark 15. In Lemma 14 Hypothesis CV is only used to prove the uniqueness of the minimizer ρ0. Indeed in
order to prove existence and positivity of φ0 we need only Hypotheses V .
Remark 16. The minimizer ρ0 in Lemma 14 satisfies the following equation

−∆ρ0(x) +
|∇ρ0(x)|2
2ρ0(x)

+ V(x, ρ0)ρ0(x) +
∫

Rn

∂µV(y, x, ρ0)ρ0(y)dyρ0(x) = µ0ρ0(x), (3.12)

as easily deduced from (3.10).

3.4. Existence and uniqueness of the optimal control

Finally we obtain the explicit form of the optimal control:
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Theorem 17. Under Hypotheses V and CV, the logarithmic gradient of the unique minimizer ρ0 = φ2
0 of E, that

is α = ∇ρ0

ρ0
, is the optimal control for the problem (1.2) for almost every x0 ∈ Rn with respect to the Lebesgue

measure.

In order to prove Theorem 17 we need the following lemma.

Lemma 18. Under Hypotheses V and CV we have that

J

(∇ρ0

ρ0
, x0

)

= E(ρ0), (3.13)

where ρ0 = φ2
0 is the unique minimizer of E.

Proof. We have that µ(dx) = ρ0(x)dx is the unique ergodic invariant probability measure of the strong Feller

SDE (1.1) with α = ∇ρ0

ρ0
. By the definition of E and equation (3.10) we have that x 7−→ |α(x)|2 = |∇ρ0(x)|

2

ρ0(x)2

belongs to L1(µ). This implies, using Proposition 7 vi, that we have

lim
t→+∞

1

t

∫ t

0

Ex0 [|α(Xs)|2]ds = lim
t→+∞

1

t

∫ t

0

Ts(|α(x)|2)(x0)ds =

∫

Rn

|α(x)|2ρ0(x)dx,

for (Lebesgue) almost every x0 ∈ Rn (this is due to the fact that µ is absolutely continuous and ρ0 is strictly
positive). The proof of the fact that

lim sup
t→+∞

1

t

∫ t

0

Ex0 [V(Xs,Law(Xs)]ds =

∫

Rn

V(x, µ0)ρ0(x)dx,

is given in Lemma 11 (see equation (3.5) and what follows from it).

Proof of Theorem 17. By Lemma 18, and the definition of J (given in equation (2.6)) we have that

J ≤ ess supx0∈RnJ

(∇ρ0

ρ0
, x0

)

= E(ρ0). (3.14)

In order to prove the statement of the theorem, it is sufficient to prove that

E(ρ0) ≤ J,

indeed, by Lemma 18 and inequality (3.14), this implies that J ≤ ess supx0∈RnJ
(

∇ρ0

ρ0
, x0

)

and thus the thesis.

By Lemma 11, we have J̃(α, ρα) ≤ J(α, x0) and by Lemma 13, and since, by Remark 12, α ∈ Cρα
, we get, for

any fixed α ∈ C1(Rn,Rn) such that J(α, x0) < +∞,

E(ρα) = J̃

(∇ρα

ρα
, ρα

)

≤ inf
α̂∈Cρα

J̃(α̂, ρ) ≤ J̃(α, ρα).

Combining the previous two inequalities and Lemma 14, we obtain that, for any α ∈ C1(Rn,Rn) such that
J(α, x0) < +∞,

E(ρ0) ≤ E(ρα) ≤ J̃(α, ρα) ≤ ess supx0∈RnJ(α, x0).

Taking the inf over α ∈ C1(Rn,Rn) from the previous inequality we get E(ρ0) ≤ J.

Remark 19. An important consequence of Theorem (17) is that under Hypotheses V and CV we have that

J = E(ρ0) = inf
φ∈H1(Rn),

∫
φ2dx=1

E(φ2),

where J is the value function associated with the problem (1.1) and the cost functional (1.2), defined by (2.6).

4. The N-particles approximation

In order to rigorously justify the limit McKean-Vlasov optimal control problem discussed in Section 3 , in this
section we propose for it a natural many particles approximation. We consider the process Xt = (X1

t , ..., X
N
t ) ∈

RnN satisfying the SDE
dX i

t = Ai
N (Xt)dt+

√
2dW i

t , (4.1)

where AN = (A1
N , ..., AN

N ) : RnN → RnN is a C1+ǫ function, for some ǫ > 0, and the W i
t , i = 1, . . . , N are

independent Brownian motions taking values in Rn.
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Remark 20. It is important to note that, although the Brownian motions W i
t , i = 1, . . . , N are independent, the

processes X i
t , i = 1, . . . , N are in general not independent since we do not require that Ai

N depends only on the
variable xi, but it can in general depend on all the variables (x1, ..., xn).

If V is a functional satisfying Hypotheses V , we introduce the functions sequence

VN (x) =

N∑

i=1

V



xi,
1

N − 1

N∑

k=1,k 6=i

δxi



 ,

where x = (x1, ..., xN ) ∈ RnN , N ≥ 2.
We consider the (normalized with respect to the number of particles N) ergodic control problem

JN (AN , x0) = lim sup
T→+∞

1

NT

∫ T

0

Ex0

[ |AN (Xt)|2
2

+ VN (Xt)

]

dt, (4.2)

and also the (normalized) energy functional

EN (ρN ) = EK,N (ρN ) + EP,N (ρN ) =
1

N

(∫

RnN

|∇ρN |2
2ρN

dx+

∫

RnN

VN (x)ρN (x)dx

)

, (4.3)

where ρN is a positive Lebesgue integrable function such that
∫

RnN ρN(x)dx = 1. We also consider the value
function

JN = ess supx0∈Rn

(

inf
AN∈C1(RnN ,RnN )

JN (AN , x0)

)

. (4.4)

Let us introduce the notation ρ
(1)
N (x1) =

∫

Rn(N−1) ρN(x1, x2, ..., xN )dx2...dxN for the one-particle probability
density and let us finally put φN =

√
ρN .

The next theorem, which is the analogue of Lemma 14 for our N -particles control problem, gives important
properties of the minimizer of the above energy functional. In particular, since the unique minimizer is sym-
metric, our N-particles control problem is intrinsically symmetric: for every fixed N the diffusion components
are not independent but they are identically distributed (see [58]).

Lemma 21. Under Hypotheses V, there exists a unique minimizer ρ0,N = φ2
0,N of the functional EN . This

minimizer is symmetric in x1, ..., xN , it is C2+ǫ(RnN ), for some ǫ > 0, and it is strictly positive. Furthermore
it is the only weak solution of the following linear PDE

−∆φ0,N (x) + 2VN(x)φ0,N = µNφ0,N , (4.5)

where
µN = 2EN(φ2

0,N ).

Proof. Lemma 21 can be seen as a special version of Lemma 14 when V does not depend on ρ. The uniqueness
of the minimizer is guaranteed by the fact that EN (φ2) is quadratic with coefficients bounded from below (see,
e.g., [51], Chapter 11).

Remark 22. It is important to note that, by uniqueness of the minimizer ρ0,N of the functional EN , it follows that
ρ0,N must be invariant with respect to coordinates permutations. Indeed it is simple to prove, using convexity of
the Fisher information (see below), that if ρ0,N is a minimizer also its symmetrization is a minimizer (see, e.g.,
[51], Chapter 7). An important consequence of the symmetry of ρ0,N with respect to coordinates permutations is

that, when we consider AN =
∇ρ0,N

ρ0,N
and we start from a symmetric probability measure pN (x), as, for example,

ρ0,N = pN itself, then the process (X1
t , ..., X

N
t ) is symmetric with respect to permutations (or equivalently

exchangeable). This observation plays a very important role in the rest of the paper.

Finally the analogue of Theorem 17 provides the optimal control.

Theorem 23. Under Hypotheses V, the logarithmic gradient of the unique minimizer ρ0,N = φ2
0,N of EN , that

is

(A1
N , ..., AN

N ) =

(∇1ρ0,N

ρ0,N
, ...,

∇Nρ0,N

ρ0,N

)

,

is the optimal control of the problem (4.2).

Proof. Theorem 23 can be seen as a special version of Theorem 17 when V does not depend on ρ.

Remark 24. A very useful consequence of Theorem 23 is that

JN := EN (ρ0,N ) = inf
φN∈H1(RnN ),

∫
φ2
Ndx=1

EN(φ2
N ).
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5. The convergence of value functions

In this section we prove the following convergence theorem.

Theorem 25. Suppose V satisfies Hypotheses V and CV then we have

lim
N→∞

JN = J, (5.1)

where J is as in (2.6). Furthermore we have

lim
N→∞

EK,N(φ2
0,N ) = EK(φ2

0) (5.2)

lim
N→∞

ρ
(1)
0,N (·) = lim

N→∞

∫

Rn(N−1)

ρ0,N(·, x2, ..., xN )dx2...dxN = ρ0(·) (5.3)

where the last limit is understood weakly in L1(Rn, V (x)dx) and ρ0 and ρ0,N are the unique minimizer of the
functionals E and EN respectively (with E given by (3.9) and EN given by (4.3)).

Before proving this theorem we need to introduce some preliminary results.

5.1. Some preliminary results

In this section we recall de Finetti’s theorem for exchangeable random variables in a setting that is useful for
our aims and we discuss some related technical questions. Hereafter we use the following notation: If µ is a
probability measure on Rn we denote by µ⊗k the probability measure on Rnk given by

µ⊗k = µ⊗ · · · ⊗ µ
︸ ︷︷ ︸

k times

.

We adopt a similar notation for functions.

Definition 26. Let {ξi}i∈N be a sequence of random variables such that each ξi lives in Rn. We say that the
sequence {ξi}i∈N is exchangeable if for any finite permutation p : N → N we have that {ξp(i)}i∈N has the same
joint probability law of {ξi}i∈N.

Proposition 27 (de Finetti theorem). Let {ξi}i∈N be a sequence of random variables on Rn. They are ex-
changeable random variables if and only if there exists a random measure ν taking values on P(Rn) such that

P[(ξi1 , ..., ξik)|ν] = ν⊗k,

for any k ∈ N and i1, ..., ik ∈ N such that ij 6= iℓ. P[(ξi1 , ..., ξik )|ν] is by definition the conditional probability law
of (ξi1 , ..., ξik) given the random measure ν.

Proof. The definitions and the proof can be found in [42, Theorem 1.1].

Remark 28. A consequence of the de Finetti theorem is the following. If f : Rnk → R is a bounded measurable
function then

E[f(ξ1, ..., ξk)] =

∫

P(Rn)

∫

Rkn

f(y1, ..., yk)µ(dy1) · · ·µ(dyk)Pν(dµ),

where Pν is the probability law of ν on P(Rn).

De Finetti theorem is in general not true for finite sequences {ξNi }i≤N of exchangeable random variables
on Rn. On the other hand we can take advantage of a limit result as follows. First we introduce the empirical
measure associated with the finite sequence {ξNi }i≤N defined as:

νN (dx) =
1

N

N∑

i=1

δξNi
(dx).

Proposition 29. Let {ξNi }i≤N ∈ RNn be a finite sequence of exchangeable random variables on Rn. The
sequence {ξNi }i≤N converges in distribution to an infinite sequence of exchangeable random variables {ξi}i∈N if
and only if one of the following equivalent conditions hold as N → ∞:

i (ξN1 , ..., ξNk ) → (ξ1, ..., ξk) in distribution and for any k ∈ N, k < N ,
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ii (ξN1 , ..., ξNk , νN) → (ξ1, ..., ξk, ν) in distribution and for any k ∈ N, k < N .

Proof. The proof can be found in [42, Theorem 3.2].

Let us recall the definition of the Fisher information associated to a probability measure with density ρN on
RnN (see. e.g. [39]).

Definition 30. For ρN ∈ W 1,1(RnN ) we put

IN (ρN ) :=

∫

RnN

|∇ρN |2
ρN

otherwise we set IN (ρN ) to be equal to +∞. We consider the normalized Fisher information IN := 1
N
IN

Hereafter if ρN is a probability density on RNn we denote by ρ
(k)
N the projection of ρN on the first k coordinates

namely

ρ
(k)
N (x1, ..., xk) =

∫

RN−k

ρN(x1, ..., xk, yk+1, ..., yN )dyk+1 · · · dyN .

Proposition 31. Let ρN be a probability density on RNn which is invariant with respect to coordinates permu-
tations, then we have:

i IN (and so IN ) is a proper (in the sense of having compact sublevels), convex, lower semicontinuous ( l.s.c.)
functional (in the sense of the weak convergence of measures on P(RnN);

ii for 1 ≤ ℓ ≤ N, Iℓ(ρ(ℓ)N ) ≤ IN (ρN );
iii the (non normalized) Fisher information is super-additive, i.e., for any ℓ = 1, ..., N :

IN (ρN ) ≥ Iℓ(ρ
(ℓ)
N ) + IN−l(ρ

(N−ℓ)
N )

with (in the case Iℓ(ρ
(ℓ)
N ) + IN−ℓ(ρ

(N−ℓ)
N ) < +∞) equality if and only if ρN = ρ

(ℓ)
N ρ

(N−ℓ)
N ;

iv if I(ρ
(1)
N ) < +∞, the equality I1(ρ(1)N ) = IN (ρN ) holds if and only if ρN = (ρ

(1)
N )⊗N .

Proof. The proof can be found, e.g., in [39] Lemma 3.5, Lemma 3.6 and Lemma 3.7.

We conclude this section by proving some useful results about the derivative of the infimum of a family of
functions and about the derivatives of convex functions.

Lemma 32. Let F : X × I → R be a continuous function which is differentiable with respect to t ∈ I, where
I ⊂ R is an open set and X is a metrizable compact space. Introducing V (t) = minx∈X F (x, t), t ∈ I, let us
suppose that sup(x,t)∈X×I |∂tF (x, t)| < +∞, that ∂tF is continuous, and that there exists a unique x∗(t) such

that F (x∗(t), t) = V (t). Then the map t → x∗(t) is continuous, V is C1(I) and

V ′(t) = ∂tF (x∗(t), t), t ∈ I. (5.4)

Proof. By Berge Maximum theorem (see, e.g., [4, Theorem 17.31]) under the hypotheses of the theorem, V is
continuous and x∗(t) is an upper semicontinuous correspondence. Since x∗(t) is a single value correspondence
(namely a function), this implies that x∗(t) is continuous (see, e.g., [4, Theorem 17.6]). On the other hand, by
[57, Theorem 3], we have that F is right and left differentiable and

V ′
±(t0) = lim

t→t±0

∂tF (x∗(t), t0).

Since both ∂tF (by hypothesis) and x∗ (as shown above) are continuous, we have that V is differentiable and
equation (5.4) holds.

Lemma 33. Let Fn : I → R, where I ⊂ R is an open set, be a sequence of C1(I) concave functions converging
point-wise as n → ∞ to the C1(I) concave function F : I → R. Then we have

lim
n→+∞

F ′
n(t) = F ′(t), t ∈ I.

Proof. For any t0 ∈ I and any ǫ > 0 there is h0 > 0 such that for any 0 < h ≤ h0 we have

F (t0)− F (t0 − h)

h
≤ F ′(t0) + ǫ. (5.5)
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On the other hand by the concavity of Fn we have

F ′
n(t0) ≤

Fn(t0)− Fn(t0 − h)

h
. (5.6)

Taking the limit as n → +∞ in (5.6) and introducing the result in (5.5) we obtain lim supn→+∞ F ′
n(t0) ≤

F ′(t0) + ǫ, that implies, by the arbitrary choice of ǫ,
lim supn→+∞ F ′

n(t0) ≤ F ′(t0). Using a similar reasoning we are able to prove that lim infn→+∞ F ′
n(t0) ≥ F ′(t0)

from which we get the thesis.

5.2. Proof of Theorem 25

We start by proving three lemmas. Let us denote by ρ0,N the probability density which is the minimizer of the
function EN (ρ) and let us consider a finite sequence of random variables (ξN1 , ..., ξNN ) ∈ RNn having probability
density ρ0,N .

Lemma 34. Under the hypotheses of Theorem 25 we have EN(ρ0,N ) ≤ E(ρ0) for any N ∈ N. Furthermore
the sequence {ξNi }i≤N is a sequence of exchangeable random variables such that the corresponding sequence of
probability distributions is tight and converges, as N → +∞, in distribution (up to passing to a subsequence) to
some infinite sequence of exchangeable random variables {ξi}i∈N.

Proof. The first thesis of the lemma follows from the following inequalities

EN (ρ0,N ) ≤ EN (ρ⊗N
0 ) = E(ρ0),

where we used the fact that EN (ρ⊗N ) = E(ρ) for any probability density on Rn.
First we note that by Remark 22, ρ0,N is unique and so it is symmetric with respect to permutations of
coordinates. This means that {ξNi }i≤N are exchangeable random variables. We note that

EN (ρ0,N ) =
1

2
IN (ρ0,N ) + EP,N(ρ0,N ) ≥ 1

2
IN (ρ0,N )− C,

for some constant C ≥ 0, where we used that, by Hypothesis Vii, V(x, µ) is uniformly bounded from below.
Using Proposition 31 ii and the inequality EN (ρ0,N ) ≤ E(ρ0) we have

Ik(ρ(k)0,N ) ≤ IN (ρ0,N ) ≤ 2E(ρ0) + 2C.

By the fact that Ik is proper with respect to weak convergence of measures (see Proposition 31 i), we have

that ρ
(k)
N is a sequence of tight probability densities on Rnk. Using a diagonalization argument there are a

subsequence Nj and a sequence of exchangeable and compatible probability measures µ
(k)
∞ on P(Rnk) (i.e. they

are such that the restriction on the first k coordinates of µ
(k′)
∞ is exactly µ

(k)
∞ for any k ≤ k′ ∈ N) such that as

j → +∞
ρ
(k)
0,Nj

(y)dy → µ(k)
∞ , y ∈ Rnk

weakly. Since µ
(k)
∞ are compatible and invariant with respect to coordinates permutations, by Kolmogorov’s

extension theorem (see, e.g., [41, Theorem 5.16]), there is a sequence of exchangeable random variables {ξi}i∈N

such that (ξ1, ..., ξk) has the law µ
(k)
∞ . By Proposition 29 i, {ξNj

i }i≤N is defined up to Nj and converges in
distribution to {ξi}i∈N, as j → +∞.

Lemma 35. Under the hypotheses of Theorem 25, we have JN → J, as N → +∞.

Proof. Since by Lemma 34, we have EN (ρ0,N ) ≤ E(ρ0), in order to prove that EN (ρ0,N ) → E(ρ0) as N → ∞
it is sufficient to establish a lower bound for lim infN→+∞ EN(ρ0,N ). Passing to a suitable subsequence we can
suppose that

lim inf
N→+∞

EN (ρ0,N ) = lim
N→+∞

EN (ρ0,N ).

Let ξNi and ξi be as in Lemma 34. Then by Lemma 34, by Proposition 29 ii, by Skorohod representation theorem
(see, e.g. [41, Theorem 3.2]) and using an abuse of notation identifying the subsequence with the whole sequence,
we can suppose that ({ξNi }i≤N , νN ) converges to ({ξi}, ν) almost surely, as N → +∞. We have that

EN (ρ0,N ) =
1

2
IN (ρ0,N ) + E[V(ξN1 , ν̃N)]
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where ν̃N = 1
N−1

∑

2≤i≤N δξNi . By Proposition 31 ii and lower semicontinuity of Fisher information (see Propo-

sition 31 i) we have that

lim inf
N→+∞

IN (ρ0,N ) ≥ lim inf
N→+∞

I1(ρ(1)0,N ) ≥ I1(Law(ξ1)) = EK(E[ν]). (5.7)

Since ν̃N − νN converges to 0 in total variation, by Fatou lemma, Hypothesis Vi and Jensen inequality, we have
that

lim inf
N→+∞

E[V(ξN1 , ν̃N )] ≥E[lim inf
N→+∞

V(ξN1 , ν̃N )]

≥E[V(ξ1, ν)] = E[E[V(ξ1, ν)|ν]]
=E[Ṽ(ν)] ≥ Ṽ(E[ν]) = EP (E[ν]) (5.8)

From the previous inequalities and the fact that ρ0 is the minimizer, we obtain that

lim
N→+∞

EN (ρ0,N ) ≥ E(E[ν]) ≥ E(ρ0),

and this concludes the proof of Lemma 35.

Let us return to the proof of Theorem 25. The first statement (5.1) is an immediate consequence of Lemma
35. In order to prove the remaining relations (5.2) and (5.3) we want to use a variational argument proposed, for
example, in [26] (see also [1]). The main idea is to introduce some modified functionals E(λ, φ2), E′(λ′, φ2, f),
EN (λ, φ2) and E′

N (λ′, φ2, f) (where λ, λ′ are real parameters and f is a suitable smooth function) such that
E(1, φ2) = E(φ2), E′(0, φ2, f) = E(φ2), EN (1, φ2) = EN (φ2) and E′

N (0, φ2, f) = EN (φ2), and also the derivatives
with respect to λ and λ′ are equal to the expressions involved in equations (5.2) and (5.3). We will prove that
EN → E and E′

N → E′ for any λ, λ′ and f in suitable sets, as N → +∞. This implies the convergence of the
derivatives of EN and E′

N with respect to λ and λ′ giving us the limits (5.2) and (5.3).
More precisely, we introduce a little modification of the functionals EN and E by writing

E(λ, φ2) =

∫

Rn

( |∇φ(x)|2
2

+ λV(x, φ2)φ2(x)

)

dx

E′(λ′, φ2, f) =

∫

Rn

( |∇φ(x)|2
2

+ V(x, φ2)φ2(x) + λ′f(x)V (x)φ2(x)

)

dx

EN (λ, φ2
N ) =

1

N

∫

RNn

( |∇φ(x)|2
2

+ λVN (x)φ2
N (x)

)

dx

E′
N (λ′, φ2

N , f) =
1

N

∫

RNn

(

|∇φ(x)|2
2

+ VN (x)φ2
N (x) + λ′

N∑

i=1

f(xi)V (xi)φ
2(x)

)

dx,

where f ∈ C∞
b (Rn) and such that ‖f‖∞ ≤ 1. If λ ∈ I ⊂ R and λ′ ∈ I′, where I and I′ are small enough

neighborhoods of 1 and 0 respectively, λV , λVN , V + λ′fV and V + λ′
∑

i fV satisfy hypotheses V and CV
whenever V and VN satisfy hypotheses V and CV . By Lemma 14 and Lemma 21, this means that there exist
some uniquely determined positive functions φλ

0 , φ
′λ′

0 ∈ H1(Rn) ∩ L2(Rn, V (x)dx) and φλ
0,N , φ′λ

0,N ∈ H1(Rn) ∩
L2(RnN ,

∑N
i=1 V (xi)dx) which are the minimizers of E(λ, ·2), E′(λ′, ·2), EN (λ, ·2) and E′

N (λ′, ·2) under the

conditions, respectively,
∫

Rn φλ
0 (x)

2dx = 1,
∫

Rn φ′λ′

0 (x)2dx = 1 ,
∫

RnN φλ
0,N (x)2dx = 1 and

∫

RnN φ′λ′

0,N (x)2dx = 1.

Lemma 36. Under the hypotheses of Theorem 25, there are X , X ′, XN and X ′
N , that are compact subsets of

H1(Rn) ∩ L2(Rn, V (x)dx) and H1(RnN ) ∩ L2(RnN ,
∑N

i=1 V (xi)dx) respectively, such that φλ
0 ∈ X , φ′λ′

0 ∈ X ′,

φλ
0,N ∈ XN and φ′λ′

0,N ∈ X ′
N for any λ ∈ I and λ′ ∈ I′ (with φλ

0 and φ′λ′

0 as defined just before the statement of
this lemma).

Proof. We give the proof only for φλ
0 , the proof for φ′λ′

0 , φλ
0,N and φ′λ′

0,N being completely analogous.

By Lemma 14 we have that φλ
0 satisfies the equation

−∆φλ
0 (x) + λV (x)φλ

0 (x) = µ0,λφ
λ
0 (x) − λ

(

2(∂µṼ)(x, (φλ
0 )

2)− V (x)
)

φλ
0 (x), (5.9)

where µ0,λ is given by expression (3.11). By Hypotheses Vii and Viii we have that
(

2(∂µṼ)(x, (φλ
0 )

2)− V (x)
)

is bounded from below. Writing
E = sup

λ∈I

E(λ, (φλ
0 )

2),
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which is finite for I small enough, by multiplying equation (5.9) by V (x)φλ
0 and integrating, using integration

by parts and formula (3.11), we obtain
∫

Rn

V (x)|∇φλ
0 (x)|2dx+

∫

Rn

φλ
0 (x)(∇V (x) · ∇φλ

0 (x))dx + λ

∫

Rn

(V (x)φλ
0 (x))

2dx ≤ E + CV,V (5.10)

for some constant CV,V depending on V . Exploiting the properties (2.3) for V , a weighted Young inequality on
φλ
0 |∇φλ

0 |, the fact that −kV (x) +V (x)2 ≥ k′V (x)2 − k′′ for any k ∈ R+ and some k′, k′′ depending on k and V ,
and multiplying both sides of (5.10) by a suitable constant we obtain that

∫

Rn

V (x)
(
|∇φλ

0 (x)|2 + V (x)(φλ
0 (x))

2
)
dx ≤ CI,V,V(E + 1), (5.11)

where CI,V,V is a positive constant depending only on I, V and V . By multiplying equation (5.9) by V (x)2φλ
0

and V (x)∆φλ
0 , using a similar reasoning and inequality (5.11) we obtain

∫

Rn

V (x)2
(
|∇φλ

0 (x)|2 + V (x)(φλ
0 (x))

2
)
dx ≤ C′

I,V,V(E + 1)

∫

Rn

V (x)(∆φλ
0 (x))

2dx ≤ C′′
I,V,V(E + 1)2,

for some positive constants C′
I,V,V , C

′′
I,V,V depending only on I, V and V .

Using the fact that, by the properties (2.3) of V ,
∫

Rn V (x)((∆φ(x))2 + V (x)φ(x)2)dx is an equivalent norm of
H2(Rn, V (x)dx) ∩ L2(Rn, V (x)2dx) (see, e.g. [67, Section 5.1.5] where this assertion is proven for more general
Besov spaces, see also [68; 69]) we get that φλ

0 is contained in some bounded subset X of H2(Rn, V (x)dx) ∩
L2(Rn, V (x)2dx) . Since V grows to +∞ when |x| → +∞, the embedding of H2(Rn, V (x)dx)∩L2(Rn, V (x)2dx)
in H1(Rn) ∩ L2(Rn, V (x)dx) is compact which implies that X is compact in H1(Rn) ∩ L2(Rn, V (x)dx).

Proof of the equalities (5.2) and (5.3) in Theorem 25. We are now able to prove equation (5.2) by establishing
that EP,N (ρ0,N ) → EP (ρ0), as N → +∞. We introduce the functions

EN (λ) = EN (λ, (φλ
0,N )2) = minφN∈XN

EN (λ, (φN )2)

E(λ) = E(λ, (φλ
0 )

2) = minφ∈X E(λ, φ2),

where XN and X are the compact sets built in Lemma 36. By Lemma 35 we have that EN (λ) → E(λ) for λ in
a neighborhood I of 1 small enough, as N → +∞. Furthermore, since, by Lemma 36, we have that XN and X
are compact metrizable sets, we can apply Lemma 32 to EN and E getting respectively

∂λEN (1) = EP,N (ρ0,N ) ∂λE(1) = EP (ρ0).
On the other hand, since E(λ, φ) and EN (λ, φN ) are affine functions in λ, we have that E and EN are concave
functions, being the minimum of concave functions. This means that, by Lemma 33, ∂λEN (1) → ∂λE(1), thus
proving the equalities (5.2).

Applying a similar reasoning to

E′
N (λ, f) = EN (λ, (φλ

0,N )2, f) = minφN∈X ′
N
EN (λ, (φN )2, f)

E′(λ, f) = E(λ, (φλ
0 )

2) = minφ∈X ′ E′(λ, φ2, f),

we prove that ∫

Rn

V (x)f(x)ρ
(1)
0,N (x)dx →

∫

Rn

V (x)f(x)ρ0(x)dx,

asN → +∞. Since f is any C∞(Rn) bounded function we have that ρ
(1)
0,N converges to ρ0 weakly in L1(Rn, V (x)dx),

as N → +∞, and this implies (5.3). This complete the proof of Theorem 25.

6. Convergence of the invariant measures

For positive L1(Rkn, dx) functions ρ1, ρ2 define

Hk(ρ1|ρ2) :=
{ ∫

Rkn log
(

ρ1(x)
ρ2(x)

)

ρ1(x)dx if supp(ρ1) ⊂ supp(ρ2)

+∞ elsewhere
,

and also, we define, with an abuse of notation, Hk(ρ1) := Hk(ρ1|1).

The main aim of the present section is to prove the following theorem.
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Theorem 37. Under Hypotheses V, CV and QV and using the notations of Theorem 25, we have

1

N
HN (ρ0,N |ρ⊗N

0 ) → 0, (6.1)

as N → +∞.

Remark 38. Thanks to Lemma 55 below, Theorem 37 implies that

Hk(ρ
(k)
0,N |ρ⊗k

0 ) → 0

as N → +∞.

The proof of Theorem 37 itself will be given in Section 6.2 below. First we prove the Kac’s chaoticity of the
sequence ρ0,N .

6.1. Kac’s chaoticity of the sequence ρ0,N

In this subsection we prove that the sequence of symmetric measures µ0,N (dx1 · · · dxN ) = ρ0,N (x)dx1 · · · dxN is
Kac’s chaotic with limit µ0(dx) = ρ0(x)dx in the sense of the following definition.

Definition 39. Let µ1, ..., µN , ... be a sequence of symmetric probability measures on Rn, ...,RnN , ... respec-

tively, denote by µ
(k)
K , for k ≤ K ∈ N, the projection of µK on Rnk, and let µ be a probability measure on Rn.

We say that µ1, ..., µN , ... is Kac’s chaotic with limit µ if µ
(k)
N weakly converges to µ⊗k on Rnk as N → +∞.

Theorem 40. Under Hypotheses V and CV we have that the sequence {µ0,N}N∈N is Kac’s chaotic with limit
µ0.

Proof. Here we use the concepts and notations introduced in Section 5.

Since the measures µ
(k)
0,N are tight by Lemma 34, the statement of the theorem is equivalent to proving that

any convergent subsequence of ξN = (ξN1 , ..., ξNN ) converges to a sequence of independent identically distributed
random variables (ξ1, ..., ξk, ...) having probability law µ0.
By Proposition 27 and Remark 28, this is equivalent to proving that ν = µ0 almost surely or equivalently
Pν = δµ0 , where ν is the measure related to the limit exchangeable sequence (ξ1, ..., ξk, ...) by Proposition 27.
By Lemma 34, the statement and the proof (in particular inequalities (5.7) and (5.8)) of Lemma 35 and
Proposition 31 iii we have

E(ρ0) ≥ Ik
(
E[ν⊗k]

)
+ EK(E[ν])

≥ I1 (E[ν]) + EK(E[ν]) = E(ρ0), (6.2)

Since, by Theorem 25, E[ν] = µ0, inequality (6.2) implies that

Ik(E [ν⊗k]) = I1(E [ν]) = I1(µ0). (6.3)

On the other hand, by Proposition 31 iii, from equation (6.3) we get

E[ν⊗k] = µ⊗k
0 . (6.4)

Since relation (6.4) is true for any k ∈ N we must have ν = µ0 almost surely, which implies the thesis of the
theorem.

6.2. Proof of Theorem 37

In order to prove Theorem 37 we introduce some concepts and some preliminary lemmas.

Lemma 41. Under hypotheses V, CV and QV on V, Ṽ and V , we have that there is R > 0 and some constants
a1, a2 ∈ R+ and a3, a4 ∈ R such that for any x ∈ R for which |x| ≥ R we have

exp

(

−a1

∫ |x|

0

√

V̄ (r)dr + a3

)

≤ ρ0(x) ≤ exp
(
−a2|x|2 + a4

)
. (6.5)

In order to prove the previous Lemma 41, we use the following Proposition 42.
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Proposition 42. Let BR ⊂ Rn be the closed ball of radius R > 0 and center 0 ∈ Rn. Let f, g be functions
smooth in Rn\BR and let K,H be measurable functions defined on Rn\BR such that:

i ∆|f | ≤ K|f |,
ii ∆|g| ≥ H |g|,
iii f, g → 0 as |x| → +∞,
iv H(x) ≥ K(x) ≥ 0 for any x 6∈ BR,
v |f(x)| ≥ |g(x)| for any x ∈ ∂BR,

then we have |f(x)| ≥ |g(x)| for all x ∈ Rn\BR.

Proof. The proof can be found in [71] Theorem 8.

Proof of Lemma 41. We prove only the left part of the relation (6.5), since the proof of the right part can be
done in a similar way using Hypothesis QV i (furthermore the complete proof of the right part can also be found
in [71]).
By Hypotheses V and Lemma 14 we have

∆φ0(x) ≤ C1V (x)φ0(x)

for a suitable constant C1 > 0 and for |x| ≥ R for some R ≥ 0. Writing Fa′
1,a

′
3
(x) = exp

(

−a′1
∫ |x|

0

√

V̄ (r)dr + a′3

)

and choosing a′1 > 2(e3 + 2(n− 1)) (where e3 is the same constant in Hypothesis QV ) by Hypothesis QV ii we
have

∆Fa′
1,a

′
3
(x) = a′1Fa′

1,a
′
3
(x)

(

−|x|V̄ ′(|x|) + a′1|x|(V̄ (|x|)) 3
2 − 2(n− 1)V̄ (|x|)

)

2|x|
√

V̄ (|x|)
(6.6)

≥ a′1
4
Fa′

1,a
′
3
(x)V (x). (6.7)

Choosing
a′
1

4 > C3, since, by Lemma 14, φ0 > 0, there exists an ā3 > 0 (depending on R and on a′1) such that

sup
x∈∂BR

Fa′
1,ā3

(x) ≤ sup
x∈∂BR

φ0(x).

By Proposition 42 we have φ0(x) ≥ Fa′
1,ā3

(x) for x ∈ Rn\BR, which implies that F2a′
1,2ā3

(x) = Fa1,a3(x) ≤ ρ0(x)

for x ∈ Rn\BR.

Lemma 43. Under Hypotheses V, CV and QV we have that |HnN (ρ0,N )|, |Hn(ρ0)| < +∞ and we have the
convergence

1

N
HN (ρ0,N ) → H1(ρ0) (6.8)

as N → +∞.

Proof. The fact that |HnN (ρ0,N )| is finite follows from the logarithmic Sobolev inequality for the Lebesgue
measure (see, i.e., Section 4.6.1 of [5]) in fact we have

0 ≤ 2

nN
HN (ρ0,N ) ≤ log

(
2

nNeπ

∫

RnN

|∇ρ0,N (x)|2
ρ0,N(x)

dx

)

= log

(
2

neπ
IN (ρ0,N )

)

,

where IN is the normalized Fisher information introduced in Section 5. A similar inequality holds also for
|H1(ρ0)|.
The convergence (6.8) follows from the following facts

i by Theorem 40, the sequence µ0,N(dx) = ρ0,N (x)dx is Kac’s chaotic and converging to µ0(dx) = ρ0(x)dx,
as N → +∞;

ii by Theorem 25, in particular equation (5.2), we get supN∈N
IN (ρ0,N ) < +∞;

iii by Hypothesis QV , we have supN∈N

∫

Rn

‖x‖2+ǫ

N
ρ0,N (x)dx < +∞.

Indeed the previous properties i, ii and iii of µN,0 are the hypotheses of Theorem 1.4 of [39], which implies the
statement (6.8).
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Proof of Theorem 37. By Hypothesis QV i, we have that, for every x ∈ Rn,

∫ |x|

0

√

V̄ (r)dr ≤ |x|
√

V̄ (|x|) ≤
√

V (x) + e2

e1

√

V (x) ≤ P1V (x) + P2, (6.9)

for suitable constants P1, P2 > 0, for all x ∈ Rn. Furthermore by Lemma 41, inequality (6.9) and QV i we get

| log(ρ0(x))| ≤ a1V (x) + a3 + a2|x|2 + a4 ≤ P3V (x) + P4 (6.10)

for suitable constants P3, P4 > 0. By Lemma 43 |HnN (ρ0,N )| is bounded and using inequality (6.10), we obtain

∫

Rn

| log(ρ0(x))|ρ(1)0,N (x)dx ≤ P3

∫

Rn

V (x)ρ
(1)
0,N (x)dx + P4 < +∞.

Thus we get that
1

N
HN (ρ0,N |ρ⊗N

0 ) =
1

N
HN (ρ0,N )−

∫

Rn

log(ρ0(x))ρ
(1)
0,N (x)dx. (6.11)

Using Lemma 43, inequality (6.10) and Theorem 25, the thesis follows.

Remark 44. Hypothesis QV is used crucially in two points of the proof of Theorem 37. The first time it is used
in Lemma 41 (and for a similar reason in inequality (6.9)) in order to be able to control the growth of | log(ρ0)|
at infinity by the function V (x). The second time, Hypothesis QV is exploited in the proof of Lemma 43, in
particular at the place where Theorem 1.4 of [39] is cited. Indeed, the proof of Theorem 1.4 of [39] uses in an
essential way the HWI inequalities (see [74] Chapter 20) controlling the relative entropy of two measures by
their Wasserstein W2,Rn distance (see Definition 47), which is finite when the second moment exists, and their
Fisher information.

7. Convergence of the probability law on the path space

In this section we prove the convergence on the path space of the N -particles system control problem (4.2),
when the initial condition is the invariant measure ρ0,N , as N → +∞, to the McKean-Vlasov optimal control
problem given by (1.2) and (4.2).

Hereafter we fix a constant T > 0 which is the final time of the considered process. Given the spaces
ΩT = C([0, T ];Rn) and ΩN

T = C([0, T ];RnN), we denote by P0 the law of the solution to the SDE (1.1) at the
optimal control α = ∇ρ

ρ
and with initial condition ρ0. Moreover, we denote by P0,N the law of the system of N

interacting diffusions (4.1) at the optimal control AN =
∇ρ0,N

ρ0,N
and with initial condition ρ0,N . We write P

(k)
0,N (for

N ≥ k) for the probability measure obtained by projecting P0,N onto Ωk
T (the path space of the first k particles).

We introduce the notion of relative entropy.

Definition 45. If P and Q are two probability laws on the same probability space Ω, such that P is absolutely
continuous with respect to Q, the relative entropy (Kullback–Leibler divergence) between P and Q is defined by

HΩ(P|Q) =

∫

Ω

log

(
dP

dQ
(ω)

)

P(dω),

and it is defined to be infinity if P is not absolutely continuous with respect to Q.

The following result establishes a strong form of entropy chaos for the probability laws associated with the
N -particles optimal control problem.

Theorem 46. Under hypotheses V, CV and QV we have that for all k ∈ N

lim
N↑+∞

HΩk
T
(P

(k)
0,N |P⊗k

0 ) = 0. (7.1)

The proof of Theorem 46 will be given in Section 7.2 below. First we would like to point out some consequences
of Theorem 46.



Albeverio S. et al./Mean-field limit 20

7.1. Some consequences of Theorem 46

In this section we want to discuss some consequences of Theorem 46 in particular concerning the convergence

of the probability measures P
(k)
0,N to P⊗k

0 with respect to the total variation metric and the Wasserstein metric
on the space of (Borel) probability measures P(Ω) on Ω.

Definition 47. Let Ω be a Polish space with metric dΩ, and let us denote by P(Ω) the set of probability
measures on Ω. If P,Q ∈ P(Ω) the total variation distance between P and Q is the following non-negative real
number

dTV,Ω(P,Q) = sup
A∈B(Ω)

|P(A) −Q(A)|,

where B(Ω) denotes the σ-algebra of Borel subsets of Ω.
If P,Q ∈ P(Ω) and p ≥ 1 we call the p-th Wasserstein distance between P and Q, Wp,Ω, the positive number

Wp,Ω(P,Q) =

(

inf

{∫

Ω×Ω

dE(x, y)
pπ(x, y), where π ∈ P(Ω× Ω) such that P1,∗π = P, P2,∗π = Q

}) 1
p

,

where P1 : Ω× Ω → Ω and P2 : Ω× Ω → Ω are respectively the projections on the first and second component
of Ω× Ω.

Corollary 48. Under hypotheses V, CV and QV we have that for all k ∈ N

lim
N↑+∞

dTV,Ωk
T
(P

(k)
0,N ,P⊗k

0 ) = 0. (7.2)

Proof. The thesis is a consequence of the well known Csiszar-Kullback inequality ([29],[43]), which is valid in
arbitrary Polish spaces, yielding

dTV,Ω(P,Q) ≤
√

2HΩ(P|Q). (7.3)

Hereafter if Ω is a separable Banach space and P ∈ P(E) we write

Mk,Ω(P) =

∫

Ω

||x||kΩP(dx). (7.4)

Lemma 49. Under Hypotheses V, CV and QV , there is k > 2 (depending on the constant ǫ > 0 in Hypothesis
QV ) such that for any h ∈ N

sup
{{

Mk,Ωh(P
(h)
0,N )|N ∈ N, N ≥ h

}

,Mk,Ωh(P⊗h
0 )
}

< +∞

Proof. We provide the proof for h = 1 and P0,N , being the general case a straightforward generalization.
Consider ǫ1 > 0 which we fix later in a suitable way. By Itô formula (applied to |X1

t |2), Jensen inequality, Doob
inequality and Young inequality we have

EP0,N





(

sup
t∈[0,T ]

|X1
t |2
)1+ǫ1



 ≤ 21+ǫ1EP0,N

[

sup
t∈[0,T ]

∣
∣
∣
∣
|X1

t |2 − 2

∫ t

0

A1
N (XN

s ) ·X1
sds− 2t

∣
∣
∣
∣

1+ǫ1
]

+

+22+ǫ1EP0,N





(
∫ T

0

|A1
N (Xs)||X1

s |ds
)1+ǫ1



+ 22+ǫ1T 1+ǫ1

≤ 22+2ǫ1EP0,N [|X1
0 |2+2ǫ1 ] + 23+2ǫ1E

[

sup
t∈[0,T ]

∣
∣
∣
∣

∫ t

0

X1
t · dW 1

t

∣
∣
∣
∣

1+ǫ1
]

+

+22+ǫ1T ǫ1EP0,N

[
∫ T

0

|A1
N (Xs)|1+ǫ1 |X1

s |1+ǫ1ds

]

+ 22+ǫ1T 1+ǫ1
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≤ 22+2ǫ1EP0,N [|X1
0 |2+2ǫ1 ] +

23+2ǫ1(1 + ǫ1)

ǫ1
EP0,N





∣
∣
∣
∣
∣

∫ T

0

X1
t · dW 1

t

∣
∣
∣
∣
∣

1+ǫ1


+

+21+ǫ1(1 + ǫ1)T
ǫ1EP0,N

[
∫ T

0

|A1
N (Xt)|2dt

]

+
23+ǫ1T ǫ1

1− ǫ1
×

×EP0,N

[
∫ T

0

|X1
t |

2(1+ǫ1)

(1−ǫ1) dt

]

+ 22+ǫ1T 1+ǫ1 . (7.5)

From inequality (7.5) using Jensen inequality, Itô isometry and the stationarity of the distribution of Xt we get

EP0,N





(

sup
t∈[0,T ]

|X1
t |2
)1+ǫ1



 ≤ 22+2ǫ1EP0,N [|X1
0 |2+2ǫ1 ] +

23+2ǫ1(1 + ǫ1)T
1+ǫ1

2

ǫ1

(
EP0,N

[
|X1

0 |2
]) 1+ǫ1

2 +

+21+ǫ1(1 + ǫ1)T
1+ǫ1EP0,N

[
|A1

N (X0)|2
]
+

23+ǫ1T 1+ǫ1

1− ǫ1
E

[

|X1
0 |

2(1+ǫ1)

(1−ǫ1)

]

+

+22+ǫ1T 1+ǫ1 (7.6)

By choosing ǫ1 small enough, i.e. such that 2ǫ1 < ǫ and 2(1+ǫ1)
1−ǫ1

< 2 + ǫ (recolling that ǫ > 0 is the constant in
Hypothesis QV ) inequality (7.6) implies

EP0,N





(

sup
t∈[0,T ]

|X1
t |2
)1+ǫ1



 ≤ P1(T, ǫ1)
(
EP0,N [|A1

N (Xt)|2 + |X1
t |2+ǫ]

)
+ P2(T, ǫ1) ≤

≤ Q1(T, ǫ1)JN +Q2(T, ǫ1) (7.7)

where P1(T, ǫ1), P2(T, ǫ1), Q2(T, ǫ1), Q2(T, ǫ1) ∈ R+ are suitable functions of T and ǫ1 > 0. Since, by Theorem
25, supN∈N

JN < +∞, the thesis is proved by choosing k = 2 + 2ǫ1.

Corollary 50. Under hypotheses V, CV and QV we have that, for all 1 ≤ p ≤ 2 and k ∈ N,

lim
N↑+∞

Wp,Ωk
T
(P

(k)
0,N ,P⊗k

0 ) = 0. (7.8)

Proof. The proof is based on the following inequality (see, e.g., [74] Theorem 6.15)

Wp,Ω(P,Q) ≤ 21−
1
p

(∫

Ω

‖x‖pΩ|P−Q|(dx)
) 1

p

, (7.9)

which holds for any separable Banach space Ω and 1 ≤ p. Indeed, applying Hölder inequality and the fact that
|P−Q| ≤ P+Q to relation (7.9), we get

Wp,Ω(P,Q) ≤ 21−
1
p (Mk,Ω(P) +Mk,Ω(Q))

1
k (dTV,Ω(P,Q))

k
(k−p)p , (7.10)

for any p < k. Thus, the thesis follows by applying Corollary 49 and Lemma 49 to inequality (7.10) with
Ω = Ωk

T .

Remark 51. If we have that V (x) ≥ d1|x|(2P−2)+ǫ − d2 for some constants d1, ǫ > 0, d2 ∈ R and P ≥ 2, then,
using the techniques of the proofs of Lemma 49 and Corollary 50, it is easy to prove convergence (7.8) for any
1 ≤ p ≤ P .

7.2. Proof of Theorem 46

Before giving the proof we prove some preliminary lemmas.

Lemma 52. Under hypotheses V, for any N ≥ 2 and s ≥ 0 we have

1

N
EP0,N [|A1

N (Xs)− α(X1
s )|2] =

∫

RnN

|∇1φ0,N (x)|2
2

dx− µ0+

+

∫

RnN

2

(

V(x1, ρ0)−
∫

Rn

∂µV(y, x1, ρ0)ρ(y)dy

)

φ2
0,N (x)dx, (7.11)

where µ0 is defined in (3.11).
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Proof. By a simple computation and recalling that, by Lemma 14 and Remark 15, φ0 is strictly positive and
C2 we have

1

N
EP0,N [|A1

N (Xs)− α(X1
s )|2] =

1

2

∫

RnN

∣
∣
∣
∣
∇1

(
φ0,N

φ0

)∣
∣
∣
∣

2

φ2
0dx.

We now prove that
∫

RnN

∣
∣
∣∇1

(
φ0,N

φ0

)∣
∣
∣

2

φ2
0dx is finite and equal to the right hand side of equation (7.11). Let us

denote by ΨR,N the ground state of equation (4.5) restricted to the ball BR, having radius R and centered in
0, with Dirichlet boundary condition (i.e. ΨR,N is the solution to equation (4.5) for the minimal constant µN ).
Integrating by parts, and exploiting that ΨN,R|∂BR

= 0 and equation (3.10) we obtain

1

2

∫

BR

∣
∣
∣
∣
∇1

(
ΨN,R

φ0

)∣
∣
∣
∣

2

φ2
0dx =

∫

BR

(

|∇1ΨN,R|2
2

− 1

2
∇1

( |ΨN,R|2
φ0

)

· ∇1φ0

)

dx

=

∫

BR

|∇ΨN,R|2
2

dx− µ0 +

∫

BR

2

(

V(x1, ρ0)−
∫

Rn

∂µV(y, x1, ρ0)ρ0(y)dy

)

|ΨN,R|2dx (7.12)

Using the fact that R ↑ ∞, and the density of regular functions with compact support is in H1(RnN ), we have
that EN (|ΨN,R|2) → EN (|φ0,N |2). By exploiting a reasoning similar to the one used in the proof of Theorem 25,

we prove that |ΨN,R|2 converges weakly to |φ0,N |2 (in L1(V (x)dx)) and that
∫

BR

|∇ΨN,R|2

2 dx →
∫

RnN

|∇φ0,N |2

2 dx.
This concludes the proof of the Lemma 52.

Remark 53. An important consequence of Lemma 52 and Theorem 25 is that, as N → ∞,

1

N
EP0,N [|A1

N (Xs)− α(X1
s )|2] → 0,

for any s ≥ 0.

We introduce the following notation: when P and Q are defined on ΩN
T we denote by HΩN

T
the normalized

relative entropy given, for all N ∈ N, by

HΩN
T
(P|Q) :=

1

N
HΩN

T
(P|Q). (7.13)

The following lemma provides the expression of the normalized relative entropy in our framework.

Lemma 54. Under the Hypotheses V we have that

HΩN
T
(P0,N |P⊗N

0 ) = − 1

N
HN (ρ0,N |ρ⊗N

0 ) +
1

2
EP0,N

[
∫ T

0

|A1
N (Xs)− α(X1

s )|2ds
]

. (7.14)

Proof. The proof runs in a way similar to the one performed for the Gross-Pitaevskii scaling limit in [58]. Here
are the details. As a consequence of Lemma 52 we have that ∀T > 0

EP0,N

∫ T

0

|A1
N (Xs)|2ds < +∞ (7.15)

EP0,N

∫ T

0

|α(X i
s)|2ds < +∞. (7.16)

The inequalities (7.15) and (7.16) are finite entropy conditions (see, e.g. [36]) which imply that for all T > 0

P0,N ≪ dx⊗W⊗N , P⊗N
0 ≪ dx ⊗W⊗N

(where ≪ stands for absolute continuity and W is the law of Brownian motion on ΩT and dx is the Lebesgue
measure on the initial condition X0 ∈ RnN ). By applying Girsanov’s theorem, we obtain in a standard way
that, for all T > 0, the Radon-Nikodym derivative restricted to the time T is given by

dP0,N

dP⊗N
0

= exp

{

log

(

ρ⊗N
0 (X0)

ρ0,N (X0)

)

−
N∑

i=1

∫ T

0

(Ai
N (Xs)− α(X i

s)) · dWs +
1

2

∫ T

0

|Ai
N (Xs)− α(X i

s)|2ds
}

. (7.17)
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The relative entropy reads

HΩN
T
(P0,N |P⊗N

0 ) =: EP0,N

[

log

(
dP0,N

dP⊗N
0

)]

=

= −EP0,N

[

log

(
ρ0,N (X0)

ρ⊗N
0 (X0)

)]

+

N∑

i=1

1

2
EP0,N

∫ T

0

|Ai
N (Xs)− α(X i

s)|2ds (7.18)

Since under P0,N the nN -dimensional processX is a solution of (4.1) with invariant probability density ρ0,N , we
get, recalling also (7.15) and (7.16), and by using the symmetry of Ai

N (x) and ρ0,N with respect to coordinates
permutations (see Remark 22)

HΩN
T
(P0,N |P⊗N

0 ) = −
∫

RnN

log

(
ρ0,N (x)

ρ⊗N
0 (x)

)

ρ0,N (x)dx +
1

2
NT

∫

RnN

|A1
N (x) − α(x1)|2ρ0,N(x)dx

By definition of normalized relative entropy this concludes the proof of Lemma 54.

We recall an interesting property of the relative entropy in the case in which the second measure is a product
measure.

Lemma 55. We consider Ω = Ω1 × Ω2, where Ω1 and Ω2 are Polish spaces. Let P be a measure on Ω and Q1

and Q2 probability measures on Ω1 and Ω2 respectively. We denote by Q = Q1 ⊗Q2 the product measure on Ω
of the measures Q1 and Q2 and we suppose that P ≪ Q. Then we have

HΩ(P|Q) ≥ HΩ1(P1|Q1) +HΩ2(P2|Q2), (7.19)

where P1 and P2 are the marginal probabilities of P.

Proof. The proof can be found in Lemma 5.1 of [31].

Proof of Theorem 46. We prove the statement by induction on k.

Take first k = 1. By applying Lemma 55 we have, for N ≥ 2,

HΩN
T
(P0,N |P⊗N

0 ) ≥ HΩT
(P

(1)
0,N |P0) +HΩN−1

T
(P

(N−1)
0,N |P⊗(N−1)

0 ), (7.20)

and by repeating the same procedure we obtain

HΩT
(P

(1)
0,N |P0) ≤ HΩN

T
(P0,N ,P⊗N

0 ), (7.21)

where H is the normalized entropy introduced in (7.13). Using Theorem 37, Lemma 54 and Remark 53 we have
proved the thesis for k = 1.
For generic k, let us write N = kNk + rk, with Nk ∈ N, rk = 0, ..., k− 1, and suppose that the statement is true
for any rk < k. By Lemma 55 we have

HΩN
T
(P0,N |P⊗N

0 ) ≥ NkHΩk
T
(P

(k)
0,N |P⊗k

0 ) +HΩ
rk
T
(P

(rk)
0,N |P⊗rk

0 ), (7.22)

which implies:

HΩk
T
(P

(k)
0,N |P⊗k

0 ) ≤ 1

Nk

{

HΩN
T
(P0,N |P⊗N

0 ) +HΩ
rk
T
(P

(rk)
0,N |P⊗rk

0 )
}

≤ N

Nk

{

HΩN
T
(P0,N |P⊗N

0 )
}

+
1

Nk

HΩ
rk
T
(P

(rk)
0,N |P⊗rk

0 ) (7.23)

Since when N ↑ ∞ we have N
Nk

→ k and, by Theorem 37, Lemma 54 and Remark 53,

limN↑+∞ HΩN
T
(P0,N ,P⊗N

0 ) → 0, we obtain the desired result from the induction hypothesis

lim
N↑+∞

HΩ
rk
T
(P

(rk)
N,0 |P⊗rk

0 ) → 0,

since rk < k.
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8. The case of the Dirac delta potential

In this section we propose to the reader a potential V of the following form

Vδ(x, µ) = V0(x) + gδx ∗ µ (8.1)

where V0 is a regular positive function growing at infinity, δx is the Dirac delta centered at x ∈ Rn, g ∈ R+

is a strictly positive constant and ∗ stands for convolution. The potential Vδ does not satisfies the regularity
Hypothesis Vi and Viii. On the other hand it satisfies Hypothesis Vii and CV , and (when the Gâteaux derivative
is well defined) we have ∂µ(Ṽδ) = 2δx−y, where Ṽδ is defined as in (2.1), which is a positive definite distribution.
A similar singular problem has been considered in the case of mean-field games in [35].

Here we do not consider the problem of proving that the optimal control ergodic problem has a unique
optimal control (i.e. we do not prove here the equivalent of Theorem 17 for the potential (8.1)). We suppose
here that there exists a family C̃V0 ⊂ C1(Rn,Rn) of vector fields α (in general we expect that it can depend on
the trapping potential V0 in (8.1), for example we can take C̃V0 = Cρ0 as defined in (3.7)) such that

inf
α∈C̃V0

(

lim sup
T→+∞

1

T

(
∫ T

0

Ex0

[ |α(Xt)|2
2

+ V0(Xt) + gρx0,α,t(Xt)
2

]

dt

))

=

= EX0∼ρ0(x)dx

[ |∇ρ0(Xt)|2
2ρ20(Xt)

+ V0(Xt) + g(ρ0(Xt))
2

]

, (8.2)

where ρx0,α,t is the probability density of the law of the solution to the SDE (1.1) starting at x0 ∈ Rn evaluated
at time t, and ρ0 is the density of the probability distribution minimizing the functional

Eδ(ρ) = EK(ρ) + Eδ,P (ρ) =
∫

Rn

( |∇ρ(x)|2
ρ(x)

+ V0(x)ρ(x) + g(ρ(x))2
)

dx. (8.3)

In other words we suppose that in the set C (introduced in Section 3.2) the optimal control for the problem
(1.1) with cost functional (1.2) and potential Vδ (see [3] for an alternative derivation of a stochastic process
associated with the above cost functional) exists and it is given by α = ∇ρ0

ρ0
. What we want to consider here is

an N -particle problem converging to the solution of the optimal control ergodic problem just described (namely
we are looking for an analogous of Theorem 46).

Obviously, since Vδ is not well defined for measures µ that are not absolutely continuous measures, we consider
here an approximating potential of the form

Vδ,N(x, µ) = V0(x) +

∫

Rn

vN (x− y)µ(dy),

where vN : Rn → R is a sequence of positive functions converging in the sense of distributions to a Dirac delta
δ0 when N → ∞. Let us choose a specific sequence of the following form

vN (x) = Nnβv0
(
Nβx

)
, x ∈ Rn (8.4)

for β > 0, where v0 is a positive smooth radially symmetric function with compact support. We take the N -
particles approximation having the control A(x1, ..., xN ) given by the logarithm derivative of ρ0,N that is the
minimal probability density of the energy functional Eδ associated with Vδ,N , namely

Eδ,N (ρ) = EK,N (ρ) + Eδ,P,N(ρ) =

=
1

N

N∑

i=1





∫

RNn

( |∇iρ|2
ρ

+ V0(xi)ρ

)

dx+
1

N − 1

∑

j=1,...,N,j 6=i

∫

RNn

vN (xi − xj)ρdx



 .

In the rest of the paper we show how the results on Bose-Einstein condensation (mainly for n = 3, see, e.g.,
[49; 50; 52; 53; 54; 59; 65]) can be used to study the convergence of the N -particles approximation of the control
problem with potential (8.1). For this reason hereafter we shall limit our discussion to the case n = 3.
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8.1. Intermediate scaling limit

The case 0 < β < 1, where β is the parameter used in the rescaling (8.4), which is known as intermediate scaling
limit, is very similar to the regular case that we treated in the first part of the paper. Indeed in this case we
can prove the following theorem.

Theorem 56. Under the previous hypotheses and notations, if 0 < β < 1 we have the N → +∞ convergence

statements Eδ,N (ρ0,N ) → Eδ(ρ0), Eδ,P,N(ρ0,N ) → Eδ,P (ρ0) and ρ
(1)
0,N → ρ0 (where the later convergence is in the

weak L1 sense) with the constant g =
∫

R3 v0(x)dx (where g ∈ R+ is the constant appearing in equation (8.1)
and (8.2)).

Proof. The proof of the theorem can be found in [50] for 0 ≤ β < 1
3 (for any n and a more general class of

potentials v0 than the one considered here) and in [1] for 0 ≤ β < 1 (for n = 3 and a positive-definite interaction
potential v0).

Theorem 56 is the analogue of Theorem 25 in this context and it proves that Eδ,N and Eδ satisfy the thesis
of Theorem 25. Thanks to Theorem 56 we can repeat the reasoning performed in Section 7, obtaining:

Theorem 57. Under the previous hypotheses and notations, if 0 < β < 1 we have that the law P
(k)
0,N of the

first k particles satisfying the system (4.1), with V replaced by Vδ, converges in total variation on the path space
C([0, T ],R3k) to P⊗k

0 (where P0 is the law on C([0, T ],R3) of the system (1.1) associated with (8.1)).

Proof. The proof can be found in [1].

8.2. Gross-Pitaevskii scaling limit

The case β = 1 is completely different with respect to the previous ones. The main difference between the cases
0 < β < 1 and β = 1 is that in this latter case the value function convergence result (5.2) does not hold.

Theorem 58. Under the previous hypotheses and notations, if β = 1 we have that Eδ,N(ρ0,N ) → Eδ(ρ0) and

ρ
(1)
0,N → ρ0 (where the latter convergence is in the weak sense in L1) for g = 4πa (where g ∈ R+ is the constant

appearing in equation (8.1) and (8.2), and a > 0 is the scattering length of the interaction potential v0 (a sort of

effective range of the interaction potential, for details see [53])). Furthermore putting ŝ = 1
g

∫

R3

|∇ρ0|
2

ρ0
dx ∈ (0, 1)

we have, as N → +∞:

EK,N(ρ0,N ) → Eδ,K(ρ0) + gŝ

∫

R3

ρ20(x)dx.

Proof. The proof of the first part of the theorem is a, by this time, well-known relevant result proven in
[52; 54; 59]. The second part is proven in [54].

In this case we cannot repeat the reasoning of Section 7 since we are not able to prove that the relative

entropy H(P
(k)
0,N |P⊗k

0 ) converges to 0 (in fact we do not know whether the entropy converges to 0 or to another
value). On the other hand it is possible to prove a weaker result for β = 1 (see [58] for a different kind of
convergence and [72] for a transition to chaos result).

Theorem 59. Under the previous hypotheses and notations, if β = 1 we have that the law P
(k)
0,N converges

weakly on the path space C([0, T ],R3k) to P⊗k
0 .

Proof. The proof can be found in [2].
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[48] Christian Léonard. A survey of the Schrödinger problem and some of its connections with optimal transport.

Discrete Contin. Dyn. Syst., 34(4):1533–1574, 2014.
[49] Mathieu Lewin. Mean-field limit of Bose systems: rigorous results. arXiv preprint arXiv:1510.04407, 2015.
[50] Mathieu Lewin, Phan Nam, and Nicolas Rougerie. The mean-field approximation and the non-linear

Schrödinger functional for trapped Bose gases. Transactions of the American Mathematical Society,
368(9):6131–6157, 2016.

[51] Elliott H. Lieb and Michael Loss. Analysis. American Mathematical Society, 2001.
[52] Elliott H. Lieb and Robert Seiringer. Proof of Bose-Einstein condensation for dilute trapped gases. Physical

review letters, 88(17):170409, 2002.
[53] Elliott H. Lieb, Robert Seiringer, Jan Philip Solovej, and Jakob Yngvason. The mathematics of the Bose

gas and its condensation, volume 34 of Oberwolfach Seminars. Birkhäuser Verlag, Basel, 2005.
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