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A B S T R A C T

The navigation of two-dimensional spaces by rhythmic patterns on two buttons is investigated. It is shown
how direction and speed of a moving object can be controlled with discrete commands consisting of duplets
or triplets of taps, whose rate is proportional to one of two orthogonal velocity components. The imparted
commands generate polyrhythms and polytempi that can be used to monitor the object movement by
perceptual streaming. Tacking back and forth must be used to make progress along certain directions, similarly
to sailing a boat upwind. The proposed rhythmic velocity-control technique is tested with a target-following
task. Users effectively learn the tapping control actions, and they can keep a relatively small distance from
a moving target. They can potentially rely on overlapping auditory rhythmic streams to compensate for
temporary deprivation of visual position of the controlled object. The interface is minimal and symmetric,
and can be adapted to different sensing and display devices, exploiting the symmetry of the human body and
the ability to follow two concurrent rhythmic streams.
1. Introduction

Rhythm and movement in space are tightly connected, as animal
locomotion is almost invariantly rhythmical. We can deduce several
features of a walking person from perceived patterns of footsteps (Visell
et al., 2009), including the speed of that person in the environment.
Similarly, we have the intuitive feeling about how fast a horse is
moving, by the pace and rhythm of gait patterns, that differ for walk-
ing, trotting, or galloping. Inanimate clockwork mechanisms are also
rhythmical and often associated with motion and locomotion, as the
pace of ticking is proportional to the resulting velocity. When there is a
small number of distinguishable animate or inanimate agents producing
rhythmic streams, we can separate them perceptually, and selectively
direct our attention to one of them.

Given the deep and tight relation between trajectories of motion
in space and rhythmic patterns, one might expect that rhythms have
been exploited for controlling as well as for monitoring moving objects.
Rhythm-based control of direction and speed of motion, besides its
mechanistic purpose, would also allow to differentiate different kinds
of motion by articulation (e.g., galloping or trotting) as well as by ex-
pressive content (e.g., aggressive or relaxed). Looking at the literature
of rhythmicity for interaction (see Section 2) the navigation of spaces
by generation and adjustment of rhythmic patterns seems to be largely

✩ A preliminary and partial version of this article appeared in the proceedings of the Sound and Music Computing conference, Stockholm, Sweden, 2023
(Rocchesso et al., 2023). The content has been largely extended and the reported experiment 2 is unpublished.
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unexplored, despite the control of virtual objects by a few buttons that
was ubiquitous in classic arcade games.

In games such as Pong, two buttons are indeed used for positional
control of an object on screen, although along a single dimension.
For moving along a planar path, as in Pac-Man, the classic choice is
between four buttons (as in the directional pad, or D-Pad Shirai, 1987)
and a rate-controlled pointing stick (Myers, 2024). While rhythmic
actions would definitely be possible on a four-buttons controller, in
particular to control the directional components of velocity, we are
interested in control minimality, with one or two points of action.
In particular, two buttons or two sensors would be naturally associ-
ated to rhythmic actions as found in walking of bipeds, and would
be convenient in a wide range of applications where a human can
produce rhythmic patterns via two hands or feet, two fingers, or two
controllable symmetric parts of the body. As a drawback, reducing
the number of buttons implies complicating the encoding of rhythmic
patterns, hence increasing the cognitive load of players.

We propose a technique to move an object over a two-dimensional
surface by bimanual tapping of a left button and a right button, where
specific rhythmic patterns are used to impart leftward, rightward,
upward, and downward components of motion, and the velocity mag-
nitude is controlled by the tapping rate. In particular, rhythmic cells of
https://doi.org/10.1016/j.ijhcs.2024.103358
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two or three taps, respectively called duplets or triplets, can be used to
move the object. Tapping a duplet or a triplet sets a new direction and
magnitude for a component of velocity along one of the main axes. The
commands are discrete, as only one of the two orthogonal components
of velocity can be changed at a given time. When the imparted rhythmic
cells are iterated and fed back as acoustic stimuli, two rhythmic streams
are generated, each representing movement along one of the orthogonal
axes.

In the proposed velocity-vector control technique, the magnitude of
each velocity component is set as inversely proportional to the temporal
interval between taps. For hand tapping, producing audible ticking,
rhythmic cells can be reliably produced within a range between a
few tenths of a second to a few seconds (McAuley, 2010). Therefore,
the ratio of vertical and horizontal tapping rates cannot be made too
large or too small. As a result, it is essentially impossible to move
the object along the main axes, and speed is limited in its magnitude
and possible directions. The discrete commands imparted to adjust
orientation and speed, and the fact that not all directions are feasible,
make it necessary to advance by zig-zaging or tacking.1 The resulting
trajectories are indeed similar to those of a sailing boat. In two verbs,
the object speed and trajectory are controlled by ticking and tacking,
or TickTacking (Rocchesso et al., 2023).

While the adjustment commands are discrete, the object moves
continuously on the plane and can be auditorily monitored through
repeated playback of the rhythmic cells of the two orthogonal com-
ponents of velocity. The horizontal and vertical components of ve-
locity can be heard as overlapping politemporal rhythmic patterns.
The resulting rhythmical flow can be perceptually decomposed into
its constituent orthogonal components by auditory streaming. The two
streams can be segregated if they are made sufficiently distinct, for
example by timbre, brightness, or spatial location (Hermes, 2023).
Similarly, when observing an object moving on the plane, the two
orthogonal components of its velocity can be determined by visual
perception, although speed and orientation are more easily separated
perceptually (Ware, 2019). Just as motion components can be visu-
ally found by projection and segregation of velocity along two (or
three) orthogonal directions, we can use two (or three) concurrent
acoustic (i.e., rhythmic) streams to represent these components. Given
our perceptual capability to separate overlapping acoustic streams,
we may effectively segregate up to three overlapping streams (Huron,
1989). Similarly, we may visually represent rates of change in three
dimensions or less.

The task of representing and perceptualizing speed by its orthogonal
components is relatively easy in two dimensions, where concurrent
‘‘orthogonal’’ rhythms can be used and effectively separated by the
listener. Integral listening may also be possible, as different directions
would determine different politemporal rhythms, that a listener may
learn to recognize. Still, the ability to detect changes in one stream does
not depend on the tempo of the other stream, temporarily working as a
background (Brochard et al., 1999). We argue that, by perceptual pro-
cesses of segregation or integration of rhythmic streams, it is possible
to guess the speed magnitude, orientation and direction of an object by
sound alone, thus making it possible to control its motion in space.

Given a point in spacetime where a command is imparted, all
possible directions of arrival lay within pyramidal volumes with an
apex at such point, and all possible outgoing directions lay within
reversed pyramidal volumes. Fig. 1 (left) depicts space–time with two
points of discrete velocity control. Given a vertical section of the space,
orthogonal to one of the two spatial axes, the widest fan corresponds to
the maximum tapping rate, and it may be constrained by device or by
human motor limits. The narrowest fan corresponds to the minimum

1 In sailing, tacking means to turn a boat’s head into and through the wind.
ere, it means to turn the movement direction into and through one of the
rthogonal main axes.
2 
tapping rate that is allowed by the input device to be recognized as a
rhythmic cell.

From the perspective of sonification of trajectories with rhythm,
nothing forbids to display directions close to the main spatial axes, as
one of the two concurrent tempi can be made to converge to zero. The
limits would only be related to the fastest and to the slowest tempi of
rhythm perception. In such case, for pure auditory display of velocity,
spacetime can be represented as pyramids with apices at points of
velocity change, as represented in Fig. 1 (right). As compared to the
spatio-temporal cone of special relativity, where the speed of light is
the limit, here we have pyramids instead, as the limits apply separately
to the two orthogonal spatial axes.

To assess if and how a user with minimal training can effectively go
anywhere on the plane by TickTacking, we ran an experiment where
participants had to follow the recorded race trajectory of a sailing boat,
with the goal of staying as close as possible to the target. We tested
the two conditions of control by duplets or by triplets and compared
the mean performance in the two cases. We also collected subjective
impressions and the responses to a questionnaire, to assess if and how
the two control conditions were differently engaging the participants.
We then tested if users can effectively exploit sonic rhythmic feedback
when visual feedback becomes temporarily unavailable.

The proposed interaction for velocity control is of interest for appli-
cations where the symmetry of the human body can be exploited. The
input device can consist of two buttons, keys or batons, as well as two
pedals or two myographic sensors. The rhythmic feedback, on the other
hand, is not bound to be delivered through audio devices, as it might
as well be tactile.

The interaction technique, although being based on human sen-
sorymotor abilities, is not found in everyday activities and it does
not belong to the experience of engaging with the physical world.
As such, TickTacking may be described as a kind of non-natural in-
teraction (Vatavu, 2023) that has the potential to reflectively engage
users.

The task of chasing a moving object with discrete rhythmic control
and multisensory feedback poses important challenges to the user, who
might have to learn new sensory-motor patterns, with the possibility
of developing performative skills and even virtuosity. For this reason,
the proposed interaction may open the way to further studies on
human neuro-motor capabilities, including integration and segregation
of sensory streams, and learning of sensory-motor tasks.

The article is structured as follows. In Section 2, we look at how
rhythm and bimanual input have been previously used in interaction
design, to draw trajectories in space and time. Section 3 explains the ra-
tionale for controlling movement through discrete rhythmic sequences.
Experiment 1 is reported in Section 4, where sequences of two or three
taps to control the orthogonal components of velocity are compared in
a target-following task. Section 5 focuses on two-taps sequences and
investigates, through experiment 2, how humans can rely on overlap-
ping auditory rhythms to overcome temporary deprivation of visual
feedback of the controlled object. Section 6 highlights the informative
limits of the two experiments in collecting evidence in support of the
effectiveness of multisensory rhythmic interaction for trajectory con-
trol. Section 7 concludes the contribution, by summarizing the findings
and indicating how the proposed interaction method may be exploited
in human-object interaction and in human-human interaction, and how
it may be a useful tool to investigate human neuro-motor control and
improve motor performance.

2. Interaction background

The rhythmic interaction with devices or technology-augmented
objects has been studied in a wide range of contexts and scales. The
amodality of rhythms (Freeman et al., 2017b) has produced studies
and solutions for one or more of the senses of touch, hearing, vision,
and proprioception. An analysis of the rhythms of our cities, as they
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Fig. 1. Spacetime of rhythmic velocity control (left) and display (right) with two points of speed-change.
are experienced in everyday urban lives, was proposed to better un-
derstand the relationship between human bodies and the space they
inhabit (Lefebvre, 2004). Urban rhythms have been explored through
the use of sound and music, and used as a key design dimension for
urban planning (Adhitya, 2018).

In sonic interaction design, systems and interfaces that support
rhythmicity and afford the development of virtuosity have been pro-
posed (Erkut et al., 2013). The role of rhythm in multisensory continu-
ous interaction has been investigated with design exercises (Rocchesso
et al., 2009), where different kinds of rhythmic feedback have been
shown to elicit different behaviors in mundane tasks, such as cut-
ting vegetables in the kitchen. Cutting rhythms are also relevant for
cinematic virtual reality, and the kinaesthetic affinity between film
editing and rhythmic interaction has been highlighted to focus atten-
tion and increase engagement (Erkut, 2017). Rhythmic tutoring has
been proposed for interaction by handclapping (Jylhä et al., 2011).
Rhythmic patterns, composed of short and long taps and breaks, have
been proposed as an input method, to replace single commands and
tested for recall (Ghomi et al., 2012). Rhythmic microgestures have
been proposed for non-visual interaction in mobility (Freeman et al.,
2017a). Selection by visual rhythmic patterns and motion synchroniza-
tion has been proposed (Bellino, 2022), for environments populated by
several interactive objects. Although there are rhythmically challenged
persons (Velautham and Chen, 2022), rhythmicity is generally found
useful in joint action. Temporal coordination, body movement and
interpersonal interaction can be elicited through designed interfaces
that require rhythmic synchronization (Rinott and Tractinsky, 2022).
The rhythmic propensity of autistic individuals has been given positive
value through technology, to foster social interaction (Chen, 2021).

Temporal proximity has been recognized as a unification principle
for multiple events that are perceptually grouped to form rhythmic
patterns, or gestalts (Bozzi and Vicario, 1960). Rhythm and motion
have been extensively investigated for human walking, especially for
the purpose of recreating and manipulating the experience of virtual
locomotion, as well as to augment walking experiences (Visell et al.,
2009; Maculewicz et al., 2015). Horse gait patterns have been used
to augment human locomotion by biking, so that one can get the
3 
bike to walk, trot or gallop (Landin et al., 2002). Rhythmic structures
are emotionally expressive (Gabrielsson, 2008), and the similarities
between music performance and everyday motor activity have been
described (Gjerdingen, 1994; Giordano et al., 2015). In this respect, the
question on how minimal the interface can be for a satisfying musical
experience has been addressed, and the single button represents the
lower bound of gestural complexity, yet affording expressive interac-
tion (Frame, 2023). Navigation in two dimensions with velocity control,
using a single-button interface, has been investigated (Bellino et al.,
2024), where users adjust the controlled-object speed through rhythmic
tapping, and its direction by pressing and tilting, with pitch-based
auditory feedback.

In this study we propose a rhythmic control of movement by means
of two buttons, effectively realizing a rate-control input device (Buxton
et al., 2011), where the natural controlled property is velocity, as the
tapping rate directly maps to speed, similarly to how the galloping
rate is related to horse speed. Although the input device does con-
trol movement of an object on a surface, it cannot be assimilated
to a pointing device (MacKenzie, 2013), as its purpose is to control
a velocity vector rather than hitting a target. A target can actually
be hit, although the trajectory to reach it would generally be non-
rectilinear. Drawing trajectories with two buttons may recall the act
of drawing with two knobs, as in Etch-A-Sketch, a classical drawing
toy that has recently become a research paradigm to investigate inter-
limb and inter-individual coordination (Annand et al., 2020; Vanderelst
and Peremans, 2022). While Etch-A-Sketch is based on continuous
manipulation, the proposed interface is based on discrete commands as
patterns of discrete taps. While in Etch-a-Sketch the absence of control
action implies no motion of the drawing point, in the proposed interface
motion is kept at constant speed and direction between discrete acts
of motion adjustment. Since the object keeps its movement between
control acts, regardless of absolute positioning, and considering the
constraints in spacetime (Fig. 1), the proposed interaction could be
described as inertial and relativistic.

3. Design rationale for rhythmic control of trajectories

Rhythmic control of movement through buttons, or other kinds of
simple sensors, would be desirable in a variety of applications and
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contexts, such as vehicle driving, interfaces for people with special
needs, or entertainment. In the spirit of subtle interaction, or ‘‘a way to
do less’’ (Pohl et al., 2019), we should aim at minimizing the number
of control points, to make it possible for the motion-control interface to
coexist with other input and output devices, and with other activities
that may be carried out concurrently. The control would be exerted
through tapping rate, that may directly map to speed, similarly to how
the ground-hitting rate is related to walking speed. Among the possible
ways to control the directional properties of velocity, we propose
mapping different rhythmic cells to the velocity components along the
four semi-axes, that is the two orthogonal axes, each in positive or
negative direction. We want the control to be discrete, that is to impart
only variations from Galilean steady motion of the controlled object.
Between any couple of imparted commands, it should be possible to
monitor the object constant-speed motion through visual motion or
auditory (or tactile) rhythmic feedback, while being possibly involved
in other activities.

3.1. Rhythms by tapping

If we are interested in controlling a velocity vector by tapping
rhythms, a sensible aim is minimal and subtle interaction, and we
should try to minimize the number of control points: What is the
minimal number of buttons?

In principle, if we design a rhythmic cell for each of the four semi-
axes, one button is enough. The mean Inter-Onset-Interval (IOI), or
alternatively the time interval between the first and last tap of the se-
quence, would set the absolute value of velocity. The minimal number
of taps per rhythmic cell is three, as we could, for example, count in
six and make the following assignment of patterns to directions:

6
4

ˇ ˇ > > >
←

ˇ ˇ > > > ˇ
→

ˇ

6
4

ˇ > ˇ > >
↓

ˇ ˇ > > ˇ >
↑

ˇ

his would require memorization of the sequences, explicit counting,
nd extensive training.

.1.1. Duplets on two buttons
With two buttons, physically disposed according to the left–right

ymmetry of the human body, we have the possibility to tap the left
utton (L), the right button (R), or both simultaneously (X). We can
se rhythmic cells of just two taps, and have a total of 32 possible
ssignments of L, R, and X to the first and second tap of the sequence. Of
hese 9 possibilities, we choose the rhythmic cells LL, RR, XX, and LR,
llowing for RL as well to accomodate for possible left–right inversions:

L
R 2
4 ˇ

←

ˇ ˇ
→

ˇ ˇˇ ˇ
↓

ˇ ˇ
↑

ˇ

These cells can be mentally represented with reference to the phys-
cal layout (left and right buttons) or to physical dynamics (simul-
aneous or alternate hitting evoking sinking down or bubbling up,
espectively). One IOI is sufficient to determine the rate along one of
he four directional semi-axes. A consistent sonic output would repeat
he horizontal and vertical rhythmic cell, or duplet, with insertion of

pause between each couple of duplets. Two overlapping sequences
f duplets would produce two streams that may be segregated by
osition (L pulse played on the left channel, R pulse played on the
ight channel) and by timbre (e.g., X pulse represented by a dull sound
4 
and LR sequence using a couple of pulses, the second brighter than the
first, as in ascending brightness). For effective auditory monitoring of
direction and speed, it is critical to choose sounds that make the streams
segregate (Bregman, 1994, 2005; Hermes, 2023), to make the two
(horizontal and vertical) components of velocity clearly discernible,
so that the user may replicate one of the two concurrent duplets
at a higher or lower rate, respectively to increase or decrease one
component of velocity.

3.1.2. Triplets on two buttons
With two buttons, we can move from duplets to triplets, and the L,

R, and X assignments to the three taps would give a total of 33 = 27
possible different tapping sequences. Among these, we choose a set of
four that seems the most intuitively robust, i.e., LLL for left, RRR for
right, XXX for down, and LRL for up (permitting the left–right inversion
RLR):

L
R 3
4 ˇ ˇ

←

ˇ ˇ ˇ
→

ˇ ˇˇ ˇˇ ˇ
↓

ˇ ˇ ˇ
↑̌

3.1.3. Expression
Triplets introduce an extra degree of freedom, that is the relative

length of the two IOIs, which do not have to be set equal. Two different
possible triplets governing the upward vertical component of velocity
may be, for example:

L
R 3
4 ˇ -

ˇ
↑

ˇ` (ˇ ˇ
↑

ˇ`

The absolute value of the speed component would be given by the sum
or the average of the two IOIs, with no apparent change in the resulting
motion. However, if the relative timing of the taps is maintained
during playback of the rhythm, the user has the possibility to act
expressively on the rhythmic display (Gabrielsson, 2008), as a range
of polyrhythms and polytempi can emerge from the two concurrent
streams of triplets. This is a window open to creative abuse of the tool.
If the two adjacent IOIs are about equal, the resulting sonic output
would be a superposition of two galloping rhythms, that should be
segregable by timbre and spatial location. Such rhythmic cells evoke
motion (Gjerdingen, 1994). To make the vertical semiaxes clearer, we
make the XXX sequence correspond to the repetition of a dull sound
and the LRL sequence correspond to a triplet of pulses, in ascending
order of brightness. Fig. 2 shows an example of polytempo obtained
by superposition of triplets LLL and LRL that represent movement in a
left-up direction.

Another possible source of expressiveness, for both duplets and
triplets, is the dynamics of taps, or accents. This implies having buttons
that can distinguish soft from hard pushes, as it is the case in musical
keyboards or keypads that are sensitive to key velocity. This additional
dimension does not affect motion but can make perceptual isolation of
rhythmic cells easier (McAuley, 2010), and the auditory display more
engaging and open to expressive action.

3.2. Trajectories

The control of speed components through rhythmic cells is discrete,
as each duplet or triplet corresponds to a discrete change of direction
and speed of the controlled object. The control action is similar to that
of a sailing boat, where direction and speed remain almost constant
between (almost) discrete turns or adjustments. This inspired us to
use traces of sailing regattas as target trajectories in the experiment
described in Section 4, to test the effectiveness of control. As in sailing,

any point on the surface can be reached, although not all directions
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Fig. 2. Spectrogram with superimposed stereo waveforms for two overlapping triplets LLL and LRL at different paces, representing motion in a left-up direction. Horizontal linear
scale for time, vertical logarithmic scale for frequency.
are actually affordable. In particular, we cannot sail straight against
the wind, but we effectively go up the wind by a sequence of tacks.
Similarly, we cannot produce sequences of taps that would move the
controlled object exactly along the orthogonal axes, as this would
correspond to an infinitely-long or to a zero-approaching IOI. There is
a sort of ‘‘dead angle’’ around each of the axes, as represented by the
interstices between the pyramids of Fig. 1, but a sequence of contrasting
rhythmic cells may produce zig-zag motion around a semi-axis.

In the experiments we are going to describe in Sections 4 and 5,
most participants were logged during an explorative phase of free nav-
igation. We logged the coordinates of the controlled object on screen,
so to derive velocity components 𝑣𝑥 and 𝑣𝑦 by discrete differentiation,
and to obtain an empirical collection of the distribution of velocity
angles (arctan 𝑣𝑦

𝑣𝑥
). This is illustrated in Figs. 3 and 9, where the dead

angles are visible as missing bins along the main axes of the polar
histograms.2 The histograms show a tendency, among persons with no
prior experience of the interface, to give similar rates to the horizontal
and vertical components of velocity, thus preferring movements along
the diagonals of the screen window.

3.3. Auditory or tactile rhythms

The rhythmic feedback can be either auditory or tactile. The former
can be intimate if delivered through headphones or earbuds, or public if
delivered through loudspeakers. Tactile feedback is inherently intimate.
The perception of rhythms can be similarly effective with the two
senses (Jokiniemi et al., 2008; Bernard et al., 2022), and the separation
between the two domains become blurry if devices based on bone
conduction are used.

An application scenario is that of the car, where two sensors and
some actuators can be easily applied on the steering wheel, so that the
rhythmic cells can be detected and repeatedly reproduced where the
action is, for a truly embodied experience (Dourish, 2001). Rhythmic
tactons have been proposed and used in HCI (Freeman et al., 2017b),
also for the car driving environment (Pakkanen et al., 2014). Although
frequency and timbre discrimination is much poorer with touch as
compared with audition, it should be possible to perceptually segregate
concurrent rhythmic streams that are being emitted by a point-like
vibrotactile actuator, based on bright/dull timbre differences (Russo
et al., 2012). The design of the tactile display may compensate for
the difficulty of rendering and segregating tactile rhythmic streams, by

2 Actually, there may be residual directions along the axes that are due to
saturation of object position when it reaches the edges of the window. These
have been removed from counting in the histograms.
5 
Fig. 3. Experimental distribution of velocity magnitudes (in pixels∕s) and directions
during preliminary practice of participants. Top: two taps, 9 recorded participants;
Bottom: three taps, 7 recorded participants.

using a larger number of (four) actuators to differentiate between the
components of velocity.

For the scope of this paper, we only consider auditory rhythmic
feedback through headphones.

4. Experiment 1

A pilot implementation of the proposed rhythmic interaction was
demonstrated at the European Researchers’ Night in Palermo on
September 30, 2022. Dozens of visitors of our booth tried out the
navigation by rhythmic tapping, with headphone- and screen-based
audiovisual feedback, and also performed a target-following task. We
had the possibility to record some trajectories and to see how the
proposed interaction could be learnt and used in reasonable time.

To see, in a controlled setting, if the proposed rhythmic interaction
is understandable and effective, and to compare the two input modes
of duplets and triplets, then we designed and ran an experiment.
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4.1. Objectives

The objectives of the experiment are:

To measure the performance in following a target moving on the 2-D
plane, by an interface with only two buttons, and rhythmic cells of
two or three taps, associated to the four coordinate semi-axes, and
produced with an inter-onset interval (IOI) inversely proportional to
the respective component of velocity;
To investigate the performative aspect of interaction, in terms of flow
and engagement, for the two cases of binary and ternary rhythmic
cells.

4.2. Research questions

The following research questions are being addressed experimen-
tally:

RQ1.1 Is it possible to control the movement of an object in the 2-D
space by rhythmic cells on two buttons?

RQ1.2 Does the acquired dexterity with rhythm-based movement con-
trol improve performance and increase engagement?

RQ1.3 Do more complex rhythmic cells induce more engaging experi-
ences, possibly at the expense of a harder-to-learn interaction?

Research question RQ1.1 is going to be addressed through measure-
ments of performance in a target-following task: A novice user with
minimal training should be able to maintain proximity of a controlled
object to a moving target. Question RQ1.2 is investigated through a
questionnaire and the reported experience, after measuring the per-
formance improvement between the two halves of the experimen-
tal session. Question RQ1.3 is investigated by considering three-taps
vs. two-taps rhythmic cells, looking for asymmetries in learning, and
comparing the measured performance data with user reports.

4.3. Participants

Participants were recruited among students of computer science of
the University of Palermo with a call for volunteers. The 10 participants
(1 female) reported normal or corrected to normal vision, and normal
hearing. Their median age was 22 years, with interquartile range of
4.5 years. Four participants declared some kind of musical practice. The
participants were all native Italian-language speakers, and all oral and
written interaction with them occurred in Italian.

Given the exploratory nature of the study and practical limitations
in recruiting participants and running the experiment, we accept a
small sample size. The study will be under-powered yet acceptable in
interaction design (Caine, 2016), as the interest is in highlighting an
effect that is ‘‘grossly perceptible’’ (Cohen, 1988), being comparable to
the variability in performance across participants. With 10 participants,
and significance level 𝛼 = 0.05, a large effect size (𝑑 between 0.8 and
1.0) determines a power ranging between 0.62 and 0.80.

The participants gave their informed consent before the experiment.
The experimental protocol was approved by the ethical committee of
the University of Palermo.

4.4. Apparatus

A custom audio-visual software was developed in the Processing 4
language and environment, with themidibus library and JSyn-based
sound library. The visual display was a Wacom Cintiq Pro DTH 3220,
and the application was run full screen at 1920 × 1080 pixels, 60 frames
per second. The active area of the screen was 697mm × 392mm. The
object being controlled on the screen had a comet shape, with a tail
that became proportionally longer at higher speed. At the four ends of
the semi-axes, short sequences of two or three L, R, or X letters were

shown, to help the user recalling the tapping commands that govern
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the velocity component in the corresponding direction. On the semi-
axes delimiting the quadrant of current velocity direction, the letter
marks were highlighted with a circle. The left part of Fig. 4 shows a
navigation snapshot in the described playground, with the controlled
object moving in south-south-east direction with a combination of XXX
and RRR triplets.

Two buttons of the ESI Xjam MIDI controller, as highlighted in
the right part of Fig. 4, with default settings, were used for rhythmic
input. Auditory feedback was given through Beyerdynamic DT 770
Pro circumaural headphones driven by a Native Instruments Komplete
Audio 6 interface, whose level was set comfortable and constant for
all participants. The custom software application was run under Win-
dows 10 with a reported default JSyn audio latency of 80ms. The
sounds for the auditory display were vocal imitations of percussive
sounds performed, recorded and edited by the first author. The au-
ditory display was repeatedly playing rhythmic cells corresponding
to the velocity components along the two orthogonal axes. Once a
duplet or a triplet was acquired it was repeatedly played back to
rhythmically display the corresponding velocity component, with a
pause of 100ms between successive repetitions, introduced to enhance
perceptual grouping (McAuley, 2010). Since there are two components
of velocity on a surface, two overlapping rhythms were being played
during interaction. The key velocity messages sent by the Xjam con-
troller were used to modulate the intensity of the pulses composing
the rhythms. In addition to sounds forming the polytemporal texture
of the auditory display, a percussive sound, steered to left, right,
or left+right channels, was used as immediate (within the latency)
feedback of button press, for the left and right button, as well as
for simultaneous taps. Being the control based on discrete commands
that change the velocity magnitude and direction, with the rhythmic
patterns consequently affected, the latency was only perceivable in the
feedback of button presses, and did not affect the repeated auditory
display of the rhythmic cells.

4.5. Procedure

Each participant was exposed to two versions of the interface, one
with duplets and the other with triplets, thus dividing the experimental
session into two halves. In each half, the participant was exposed to a
short (3min 14 s) video specific for duplets.3 or for triplets4 The video
illustrates the interface, including the controller with the two buttons
to be used, and explains how to control the velocity components by tap-
ping. Attention is drawn to the auditory feedback, and an audiovisual
example of navigation is given. A screenshot of the instruction video is
reported in Fig. 4. In the final part of the video, a target-following task
is introduced.

After seeing the video instruction and receiving possible clarifica-
tions from the experimenter, the participant was asked to navigate
freely on the plane, for about 5min by tapping the proposed duplet
or triplet rhythmic cells. This free navigation acted as the training
phase for that specific rhythmic cell. This free training was preferred
to a more constrained training because we observed in the pilot public
demonstration that users gradually become familiar with the interface
by randomly moving around and experimenting with it. For most
training sessions, the object position was logged, so that distributions
of the velocity vector could be collected, and they are shown in Fig. 3
for a large subset of participants. It can be observed that, for duplets,
participants in free navigation preferred velocity magnitudes around
50 pixels∕s. This corresponds, assuming diagonal motion, to the quite
short IOI of 170ms, being the velocity magnitude

|𝑣| = 𝑘
√

1
𝐼𝑂𝐼𝑥2

+ 1
𝐼𝑂𝐼𝑦2

, (1)

3 https://www.youtube.com/watch?v=ASxdLamllWQ.
4 https://www.youtube.com/watch?v=die9Dz513m8.

https://www.youtube.com/watch?v=ASxdLamllWQ
https://www.youtube.com/watch?v=die9Dz513m8
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Fig. 4. Screenshot of the instruction video. The left part shows a frame of the visual display that the participant would see during interaction, showing downward motion of the
controlled object. The right part shows the layout of the Xjam controller, where the two used buttons are highlighted.
where the constant 𝑘 is programmatically set to 100 times the framer-
ate. Very low values of velocity (lower than about 20 pixels∕s) may be
attributed to missed taps or erroneous input sequences, corresponding
to large inter-tap intervals. The system was programmed to restart
detecting the first pulse in the rhythmic cell when a tap arrived after
more than two seconds from the previously detected one.

After free training, the target-following task was run, as described in
Section 4.5.1, that lasted slightly less than 6min. The order of exposure
to duplets and triplets was counterbalanced among participants, to
mitigate carryover effect.

After both halves of experimentation, the participants were asked to
fill two Raw-NASA-TLX questionnaires (Hart, 2006), one for the duplet
and one for the triplet interface. The Raw-NASA-TLX questionnaire is
aimed at giving a six-fold assessment of perceived workload, along
the scales of mental demand, physical demand, temporal demand,
performance, effort, and frustration. The paper-and-pencil version with
21 gradations of the rating scales was used, with −10 corresponding
to ‘‘very low’’ demand and +10 corresponding to ‘‘very high’’ demand.
Moreover, the participants were asked to leave written comments about
the learning process, any tactics they may have followed, any sensation
of engagement, or any other thoughts they may want to report.

Overall, each participant session lasted about 40min.

4.5.1. Target following
Given the observed similarity between motion by discrete rhythmic

commands and sailing, the trace of a sailing regatta was used as the
trajectory of the target to be followed. Namely, the trace of Oracle
boat was taken from the America’s Cup Final of year 2013.5 The trace
is available as a sequence of 1710 timestamped observations of (x,y)
coordinates that were fit to the screen size and interpolated for smooth
display at the chosen frame rate and playback speed. The screen-
reconstructed regatta lasted slightly less than six minutes. Fig. 5 shows
the target trace as a thin blue line.

Participants were asked to keep the controlled object as close as
possible to the moving target.

4.6. Results

4.6.1. Target following
To qualitatively analyze the performance of participants in follow-

ing a target, we displayed the performed static trace, superimposed to
the target trajectory. A quantitative measure was obtained by comput-
ing the Euclidean distance of the controlled object from the target, in

5 https://archive.nytimes.com/www.nytimes.com/interactive/2013/09/
25/sports/americas-cup-course.html.
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Fig. 5. Trajectories of participant number 3. The thin blue line is the target trace. Top:
duplets; Bottom: triplets. Transparency of the line is proportional to speed.

pixels, at each frame. The instantaneous distances were then averaged
over the whole trajectory, to give a mean distance per subject, that is
reported in Table 1. The overall mean and standard deviation of the
mean distances are also reported in Table 1.

Fig. 5 shows the trajectories of participant number 3, who obtained
the smallest mean distance for duplets (exposed first) and the second to
smallest distance for triplets. Fig. 6 shows the average of all spacetime
trajectories of all participants, together with the target trajectory, for
duplets-based control.

https://archive.nytimes.com/www.nytimes.com/interactive/2013/09/25/sports/americas-cup-course.html
https://archive.nytimes.com/www.nytimes.com/interactive/2013/09/25/sports/americas-cup-course.html
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Table 1
Mean distances (in pixels) from target trajectory, per participant, for
duplet and triplet control.

Part. Distance/duplets Distance/triplets

1 120.58 100.97
2 161.45 181.19
3 75.33 78.28
4 96.53 184.06
5 97.34 110.62
6 112.67 205.25
7 132.87 103.57
8 75.32 173.79
9 86.56 76.52

10 94.05 182.34

(SD)mean (27.11)105.27 (49.87)139.66

Fig. 6. Average of all spacetime trajectories of all participants (red line), together with
the target trajectory (blue line), in the case of duplets.

Given that normality assumptions are fulfilled (Shapiro–Wilk test,
with 𝑝 > 0.05), parametric hypothesis testing was used to assess the
significance of the difference of the means. The mean distance for
duplets was 105.27 pixels (4.78% of diagonal length), and for triplets
it was 139.66 pixels (6.34% of diagonal length), but the difference of
34.4 pixels was not significant (𝐹1,9 = 4.469, 𝑝 = 0.064, 𝜂2 = 0.169). With
the collected data the null hypothesis of equality of distances cannot be
rejected.

It is also interesting to compare the performances on the first and
second halves of the experimental sessions, to see if there has been a
learning effect, regardless of the order of exposure to duplets or triplets.
Overall, in the first half the mean distance was 143.93 pixels (6.53% of
diagonal length), and in the second half it was 101.00 pixels (4.58%
of diagonal length). Given that normality assumptions are fulfilled
8 
Fig. 7. Performances for the first and second half of experiment 1, grouped by kind
of first exposure.

(Shapiro–Wilk test, with 𝑝 > 0.05), parametric hypothesis testing was
used to assess the significance of the difference of the means. The
difference of 42.93 pixels was large and significant (𝐹1,9 = 9.639, 𝑝 =
0.013, 𝜂2 = 0.264).

If an overall dependence of mean distance on the number of taps
failed to emerge from the one-way anova, the picture emerges more
clearly from a two-way mixed anova, with number of taps as a within-
subject factor, and kind of first exposure as a between-subject factor.
The normality (Shapiro–Wilk, 𝑝 > 0.5) and homogeneity of variance
(Levene, 𝑝 > 0.05) assumptions were fulfilled. In explaining the mean
distance from target, there was a statistically significant and large
interaction between group of first exposure and number of taps (𝐹1,8 =
27.39, 𝑝 < 0.001, 𝜂2 = 0.533). The simple main effect of group of first
exposure was significant for the 3-taps condition (𝑝 < 0.0001) but not
for 2 taps. The simple main effect of number of taps was significant for
first exposure to 3 taps (𝑝 < 0.01) but not for first exposure to 2 taps. In
the first half of the experiment, the between-subjects difference of the
means was significant and large (𝐹1,8 = 48.51, 𝑝 < 0.001, 𝜂2 = 0.86), but
that was not the case for the second half (n.s. difference).

Fig. 7 shows the distributions of mean distances for the first and
second halves of the experiment, grouped by first exposure. Three-taps
interaction produces a significantly worse performance when used in
the first half, thus indicating asymmetric skill transfer. In other words,
a gentle introduction to rhythmic interaction by TickTacking would
better be achieved by using duplets, that proved to be more effective
at first exposure, before moving to more complex rhythmic cells.

4.6.2. Questionnaire and report
Participants were asked to rate their mental demand, physical de-

mand, temporal demand, performance, effort and frustration on ordinal
scales. We considered each individual scale and refrained from extract-
ing a summary load index. For these reasons (Norman, 2010/12/01),
non-parametric testing is appropriate to compare the ratings between
conditions.

Table 2 reports the median and inter-quartile range of the responses
to the six questions of the Raw-NASA-TLX questionnaire. A Wilcoxon
signed-rank test (𝑧 = 36, 𝑝 = 0.014) shows a significant difference be-
tween duplets and triplets only for the question on overall satisfaction
with performance, and for such question the Wilcoxon effect size is
large (𝑟 = 0.845). The participants were generally more satisfied with
their performance for triplets, as a negative value in this scale indicates
a higher perceived value of success in performing the task. While the
medians of physical and temporal demands are low, the mental demand
and level of effort tend to be moderate. The frustration level is low.
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Table 2
Median (IQR) of the ratings for each of the six questions of the Raw-NASA-TLX
questionnaire, after having performed with duplets and with triplets.

Question Duplets Triplets p-value

Mental demand 2.5(3.5) 3.5(4.0) n.s.
Physical demand −6.0(4.5) −6.0(6.0) n.s.
Temporal demand −7.0(5.5) −7.0(11.0) n.s.
Performance 1.0(8.25) −5.5(3.5) 0.014 *
Effort 2.0(2.75) 2.5(5.5) n.s.
Frustration −6.0(4.5) −5.0(7.5) n.s.

Table 3
Median(IQR) of the ratings for each of the six questions of the Raw-NASA-TLX
questionnaire, after the first and second half of the session.

Question First Second p-value

Mental demand 3.0(4.0) 2.5(5.5) n.s.
Physical demand −6.5(5.75) −5.0(4.5) n.s.
Temporal demand −7.0(9.25) −7.5(7.5) 0.034 *
Performance −3.0(4.0) −5.0(9.75) n.s.
Effort 2.0(1.75) 0.0(3.75) n.s.
Frustration −5.0(11.2) −6.0(4.5) 0.034 *

The same ratings of the Raw-NASA-TLX questionnaire have been
nalyzed to check if the subjective task load changed between the first
nd second half of the sessions. Table 3 reports the median and inter-
uartile range of the responses to the six questions, for the two session
alves. A Wilcoxon signed-rank test shows a significant difference
etween the two halves for temporal demand and for frustration (𝑧 =

21, 𝑝 = 0.034) and for such questions the Wilcoxon effect size is large
(𝑟 = 0.758). The participants generally felt a lower time pressure and
lower frustration in the second half, as compared to the first.

Reading the comments that were left by participants at the end
of the experimental session, a few subjective experiences are worth
reporting:

Practice improves performance: Seven participants out of ten reported
higher confidence and ease in the second half, regardless of the order
of presentation of the number of taps;
It is an engaging game: Half of the participants reported a high level of
engagement. Some felt challenged and developed some tactics. Some
mentioned flow and concentration;
Three taps are more difficult yet more engaging: One participant
reported a greater freedom of movement with three taps, and another
one reported a higher difficulty;
The role of sound is not clear: Four participants reported doubts
on the usefulness of sound for the target-following task, and two
described it as unnerving. Two participants mentioned that they may
have been helped by sound;
Control glitches impair the performance: Three participants reported
that often the system failed to detect the imparted commands, due
to the mechanical compliance of buttons or to misalignment of the
rhythmic cells.

4.7. Discussion

Based on the measured performance in target-following tasks and
on questionnaires and free reports, we can look back at the research
questions listed in Section 4.2.

Question RQ1.1 admits a positive answer, as users with minimal
training could effectively follow a target with a mean distance as low
as 75.33 pixels (27.34mm, 3.42% of diagonal length, participant 3) for
duplets and 76.52 pixels (27.77mm, 3.47% of diagonal length, partici-
pant 9) for triplets (see Table 1). To have a measure for how good the
target-following trajectory is, we can compare it to random navigation
by a human. Namely, we can consider the five-minute free-navigation
training of one of the participants who exhibited good navigation
9 
ability. For example, taken the trajectory produced by participant 3
during training with duplets, and computing the instantaneous distance
from the target trajectory in the same time span, we get a mean
distance of 637.20 pixels, that is 28.93% of diagonal length, more than
eight times the mean distance the participant achieved during actual
target following. By noting how a user can keep the controlled object
relatively close to a moving target, we can say that movement can be
controlled by rhythmic cells on two buttons.

The performance clearly improved in the second half of the ex-
perimental session, thus showing acquired dexterity through practice.
Participants felt a lower temporal pressure and less frustration with
more practice. The reports of increased confidence and development of
a sense of engagement positively answer to research question RQ1.2.

An overall performance difference at the edge of significance, the
different subjective ratings of performance, as well as some individual
comments, point to three-taps-based control as initially less easy yet
potentially more engaging (RQ1.3). The performance with triplets was
significantly worse at first exposure, but the participants previously
exposed to duplets performed comparably well when later exposed to
triplets. More practice can turn anxiety to engagement, and an increase
in difficulty can turn boredom to engagement as well (Chanel et al.,
2008). More complex rhythms, such as those obtained with triplets,
offer a performative potential that may be developed through practice,
to turn frustration to engagement.

Even though the proposed interaction technique is based on rhythm,
the role of the polyrhythmic and polytemporal auditory display has
only been occasionally appreciated by participants. The focus of at-
tention was mainly visual, so the sounds could be unattended without
impairing the task. It is expected that, for tasks where the visual display
becomes temporarily unavailable, an auditory polytempo that can be
interpreted as a velocity vector would reveal its effectiveness. The role
of auditory display in determining the level of engagement remains
to be assessed, although the interface was found to be an engaging
audio-visual whole.

The implementation details of the proposed interaction technique
are not irrelevant. The quality of buttons plays a role, as keys for
fingerdrumming (as the ones being tested) require a different attitude
and physical effort than keys for typing. In particular, key-velocity
detection has been used in the experiment to modulate sound intensity,
but its expressive role and contribution to engagement have not been
investigated yet. There are inherent difficulties to achieve a faultless
detection of rhythmic cells, as pauses between cells may be mistaken
as within-cell IOIs. A better key-tap feedback, possibly accompanied by
tactile stimulation, may reduce misses and rhythm detection faults as
well.

5. Experiment 2

A second experiment was designed and run to investigate if rhyth-
mic sound feedback may actually be exploited for controlling move-
ment on a plane under temporary deprivation of visual feedback.
Attention was focused on the simplest rhythmic cells, those made
of duplets, and the target-following task was modified to hide the
controlled object for half of its lifetime, with blank visual feedback on
every other time segment of 5 s.

5.1. Objective

The objective of the experiment is:

Controlling movement by rhythmic cells of two taps on two buttons,
to compare the performances in following a target moving on the 2-
D plane under the two conditions: (i) full visual and full rhythmic
sound feedback, (ii) intermittently deprived visual feedback and full
rhythmic sound feedback.
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5.2. Research questions

The following research questions are being tested experimentally:

RQ2.1 Is it possible to control the movement of an object in the 2-D
space by rhythmic cells on two buttons, relying on audiovisual
feedback as well as on rhythmic sound feedback, when visual
feedback is intermittently available?

RQ2.2 Is there an asymmetry in skill transfer in acquired dexter-
ity with rhythm-based movement control, with and without
impairment of the visual feedback?

RQ2.3 Does the partial deprivation of visual feedback induce focusing
on auditory feedback and an increased appreciation of the
multisensory experience?

Research questions RQ2.1 and RQ2.2 are going to be addressed through
measurements of performance in a target-following task. Question
RQ2.3 is investigated through a questionnaire and the reported ex-
perience, after measuring the performance in the two halves of the
experimental session.

5.3. Participants

Participants were recruited among students and researchers of com-
puter science of the University of Palermo with a call for volunteers.
The 17 participants (4 female) reported normal or corrected to normal
vision. They all reported normal hearing, except for participant n. 5,
who reported wearing a hearing aid. The performance of this partic-
ipant was analyzed separately and excluded from aggregate analysis.
A perfect balancing in the sequence of conditions was organized for
the remaining 16 participants. The median age of the 16 retained
participants was 28.5 years, with interquartile range of 7.25 years. Five
participants on 16 declared some kind of musical practice. Fourteen
participants on 16 were native Italian-language speakers, and for them
all oral and written interaction occurred in Italian. For the remaining
two retained participants oral and written interaction occurred in En-
glish. None of the participants was previously selected for experiment
1.

Expecting an effect that is perceptible and comparable to the vari-
ability in performance across participants, we assume a large effect size.
With 16 participants, significance level 𝛼 = 0.05, and 𝑑 between 0.8 and
1.0, the power is ranging between 0.85 and 0.96.

The participants gave their informed consent before the experiment.
The experimental protocol was approved by the ethical committee of
the University of Palermo.

5.4. Apparatus

A custom audio-visual software was developed in the Processing
4 language and environment, with themidibus library and JSyn-
based sound library. The experiment was run on a MacBook Pro
(2.4 GHz 8-core Intel Core i9) with its built-in 16-inch retina dis-
play, and the application was run full screen at 1792 × 1120 pixels,
60 frames per second. The active area of the screen was 345mm ×
215mm. The experimental apparatus is depicted in Fig. 8. The visual
appearance and interaction were the same as in experiment 1, described
in Section 4, and depicted in Fig. 4. Two buttons of the ESI Xjam
MIDI controller, as highlighted in the right part of Fig. 4, with default
settings, were used for rhythmic input. Auditory feedback was given
through Beyerdynamic DT 770 Pro circumaural headphones driven
by a Motu M4 audio interface, whose level was set comfortable and
constant for all participants. The custom software application was run
under MacOS 14 Sonoma. The round trip audio latency was measured
by playing a click sound through the headphones and capturing it
back through a microphone, and it amounted to 64ms. The sounds
for the auditory display were the same vocal imitations of percussive
sounds as in experiment 1. The auditory display was repeatedly playing
10 
Fig. 8. The apparatus of experiment 2.

rhythmic cells corresponding to the velocity components along the two
orthogonal axes. Once a duplet was acquired, it was repeatedly played
back to rhythmically display the corresponding velocity component,
with a pause of 100ms between successive repetitions. Since there are
two components of velocity on a surface, two overlapping rhythms were
being played during interaction. The key velocity messages sent by
the Xjam controller were used to modulate the intensity of the pulses
composing the rhythms. In addition to sounds forming the polytem-
poral texture of the auditory display, a percussive sound, steered to
left, right, or left+right channels, was used as immediate (within the
latency) feedback of button press, for the left and right button, as well
as for simultaneous taps.

5.5. Procedure

Each participant was exposed to two versions of the interface, one
(no-hiding) with complete audiovisual feedback and one (hiding) with
intermittent visual hiding of the controlled object, thus dividing the
experimental session into two halves. Before starting with the first ex-
perimental half, the participant was exposed to a short (3min 14 s) video
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Fig. 9. Experimental distribution of velocity magnitudes (in pixels∕s) and directions during preliminary practice of 11 recorded participants in condition of full audio-visual
feedback.
specific for duplets-based control.6 The video illustrates the interface,
including the controller with the two buttons to be used, and explains
how to control the velocity components by tapping. Attention is drawn
to the auditory feedback, and an audiovisual example of navigation is
given. A screenshot of the instruction video is reported in Fig. 4. In the
final part of the video, a target-following task is introduced.

After seeing the video instruction and receiving possible clarifica-
tions from the experimenter, the participant was asked to navigate
freely on the plane, for about 5min by tapping the proposed duplet
cells. For most training sessions, the object position was logged, so that
distribution of the velocity vector could be collected, and it is shown
in Fig. 9. In velocity-magnitude distribution, a value of 50 pixels∕s
corresponds, assuming diagonal motion, to the quite short IOI of 170ms.
Lower values of speed correspond to larger IOIs, and higher values of
speed correspond to even shorter IOIs. Thereafter, the target-following
task was run, as described in Section 5.5.1, that lasted about 6min.
The training session and the target-following tasks were repeated in
the second half of the experiment. The instruction video was played
only once, before the first half. The order of hiding and no-hiding was
counterbalanced among participants, to mitigate carryover effect, as
well as to measure any asymmetric skill transfer.

As in Experiment 1, the participants were asked to fill two Raw-
NASA-TLX questionnaires, one for the first half and one for the second
half of the experiment.

Overall, each participant session lasted about 40min.

5.5.1. Target following
As in experiment 1, the trace of a sailing regatta was used as

the trajectory of the target to be followed. In the second half of the
experiment, the trace of Oracle boat was specularly inverted about the
horizontal and vertical axes, to avoid memorization of the trajectory.
The 1710 timestamped observations of (x,y) coordinates were fit to the
screen size and interpolated for smooth display at the chosen frame
rate and playback speed. The screen-reconstructed regatta lasted for
slightly less than six minutes. Fig. 10 shows the target trace as a thin
blue line, in the performances of participant number 13, who was the
best performing subject.

Participants were asked to keep the controlled object as close as
possible to the moving target.

5.6. Results

5.6.1. Target following
To qualitatively analyze the performance of participants in follow-

ing a target, we displayed the performed static trace, superimposed to
the target trajectory. In the case of intermittent visual hiding of the

6 https://www.youtube.com/watch?v=ASxdLamllWQ.
11 
Fig. 10. Trajectories of participant number 13 of experiment 2. The thin blue line
is the target trace. Top: full audiovisual feedback; Bottom: intermittent hiding of the
controlled object (yellow segments). Transparency of the line is proportional to speed.

target, different colors are given to the segments where it was visible
(red) and to the segments where it was invisible (yellow), as in Fig. 10.
This makes it possible to observe that, indeed, directional adjustments
are imparted also when the target is visually hidden, and the user can
only rely on auditory feedback.

A quantitative measure was obtained by computing the Euclidean
distance of the controlled object from the target, in pixels, at each
frame. The instantaneous distances were then averaged over the whole

https://www.youtube.com/watch?v=ASxdLamllWQ
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Table 4
Mean distances (in pixels) from target trajectory, per participant,
for no-hiding and hiding. Participant 5 has been excluded from
the analysis.

Part. Distance/no-hide Distance/hide

1 178.19 115.04
2 105.88 119.20
3 73.92 60.82
4 135.94 182.29

▷5 ���181.52 ���224.56
6 107.74 120.67
7 169.38 164.98
8 84.16 187.04
9 110.90 101.59

10 166.26 173.30
11 145.93 120.41
12 142.07 135.13
13 51.85 79.05
14 166.70 154.78
15 71.65 82.60
16 80.37 125.16
17 190.05 181.67

(SD)mean (43.68)123.81 (39.45)131.48

trajectory, to give a mean distance per subject, that is reported in
Table 4. The overall mean and standard deviation of the mean distances
are also reported in Table 4. Fig. 10 shows the trajectories of participant
number 13, who obtained the smallest mean distance for no-hiding
(exposed first) and the second to smallest distance for hiding.

Parametric hypothesis testing was used to assess the significance
of the difference of the means. The mean distance for hiding was
131.48 pixels (6.2% of diagonal length), and for no-hiding it was
123.81 pixels (5.9% of diagonal length), but the difference of 7.67 pixels
was not significant (𝐹1,15 = 0.698, 𝑝 = 𝑛.𝑠.). The normality assumptions
were fulfilled (Shapiro–Wilk, 𝑝 > 0.5). The null hypothesis of equality
of distances cannot be rejected.

It is also interesting to compare the performances on the first and
second halves of the experimental sessions, to see if there has been
a learning effect, regardless of the order of exposure to hiding or no
hiding. Overall, in the first half the mean distance was 137.06 pixels
(6.5% of diagonal length), and in the second half it was 118.23 pixels
(5.6% of diagonal length). Given that normality assumptions are ful-
filled (Shapiro–Wilk test, with 𝑝 > 0.05), parametric hypothesis testing
was used to assess the significance of the difference of the means. The
difference of the mean distances of 18.83 pixels was of medium size and
significant (𝐹1,15 = 5.489, 𝑝 = 0.033, 𝜂2 = 0.054). A non-parametric
Wilcoxon signed-rank test (𝑧 = 112, 𝑝 = 0.021) also shows a significant
difference between the two halves, and the Wilcoxon effect size is large
(𝑟 = 0.569).

If an overall dependence of mean distance on hiding failed to
emerge from the one-way anova, the picture may emerge more clearly
from a two-way mixed anova, with hiding as a within-subject factor,
and kind of first exposure as a between-subject factor. The assumption
of normality was not strictly fulfilled for the distribution of perfor-
mances at first exposure in hiding condition (Shapiro–Wilk, 𝑝 = 0.03).
The assumption of homogeneity of variance (Levene, 𝑝 > 0.05) was
fulfilled. In explaining the mean distance from target, there was a
statistically significant, medium-size interaction between group of first
exposure and the hiding factor (𝐹1,14 = 5.454, 𝑝 = 0.035, 𝜂2 = 0.06). The
simple main effect of group of first exposure was significant for the hide
condition (𝑝 < 0.05) but not for no hiding. The simple main effect of
hiding was not significant for neither kind of first exposure. In both the
first and second half of the experiment, the between-subjects difference
of the means was not significant.

Fig. 11 shows the distributions of mean distances for hiding and
no hiding, grouped by first exposure. Interaction in hiding condition
produces a slightly worse performance when used in the first half of the
experiment, thus indicating asymmetric skill transfer, or how learning
is more effective when starting without visual impairment.
12 
Fig. 11. Performances for hiding and no hiding, grouped by first exposure.

Table 5
Median (IQR) of the ratings for each of the six questions of the Raw-NASA-TLX
questionnaire, after having performed with duplets and with triplets.

Question No-hide Hide p-value

Mental demand −3.5(8.0) 1.5(8.25) 0.01 **
Physical demand −8.0(3.25) −7.0(4.75) n.s.
Temporal demand −3.0(11.2) −1.5(9.75) n.s.
Performance −3.5(5.25) −1.5(3.75) 0.022 *
Effort 2.0(5.25) 5.0(3.0) 0.0005 ***
Frustration −6.5(5.25) −3.0(7.0) 0.046 *

Table 6
Median(IQR) of the ratings for each of the six questions of the Raw-NASA-TLX
questionnaire, after the first and second half of the session.

Question First Second p-value

Mental demand −1.0(6.25) −0.5(8.75) n.s.
Physical demand −7.5(3.25) 7.5(4.25) n.s.
Temporal demand −0.5(12.0) −3.0(10.8) n.s.
Performance −3.0(4.0) −3.0(6.0) n.s.
Effort 3.5(4.75) 3.5(7.0) n.s.
Frustration −5.0(7.5) −4.0(6.75) n.s.

5.6.2. Questionnaire and report
Table 5 reports the median and inter-quartile range of the responses

of the 16 retained participants to the six questions of the Raw-NASA-
TLX questionnaire. A Wilcoxon signed-rank test shows a significant
difference between hide and no-hide for the question on mental de-
mand, overall satisfaction with performance, effort, and frustration. For
such questions the Wilcoxon effect size is moderate to large (𝑟 > 0.49).
So, a significantly larger effort was required when the participants had
to rely on sound during visual hiding of the object being controlled.
The satisfaction with their performance was smaller with intermittent
visual deprivation, and higher was their sense of frustration.

The same ratings of the Raw-NASA-TLX questionnaire have been
analyzed to check if the subjective task load changed between the first
and second half of the sessions. Table 6 reports the median and inter-
quartile range of the responses to the six questions, for the two session
halves. A Wilcoxon signed-rank test shows no significant difference
between the two halves, for any of the asked questions. This confirms
that the first training session was enough to develop the required
dexterity for the task.

The participants left some comments at the end of the experimental
session, and the most relevant are here reported:

Practice improves performance: Nine participants out of sixteen com-
mented on the effectiveness of learning through practice. Three of
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these, exposed to intermittent object hiding in the first half of the
experiment, described how the added initial difficulty impaired the
learning process, making it difficult to take full advantage of the
available feedback while learning complex control patterns. One par-
ticipant, first exposed to full audiovisual feedback, noticed a little
difference between the first and the second half of the experiment;
Learning the coordination of tapping commands: Five participants
tried to express some tactics they used to impart the desired speed
and direction by coordination of different tapping sequences;
It is an engaging game: Four participants established a direct link
between the level of engagement and how challenging the task was,
especially in the condition of intermittent hiding. The task was often
described as a game, and four participants proposed software and
hardware variations that may render such game even more enjoyable
to play;
Sound is appreciated: Eight participants commented on how they
relied on sound, especially in the condition with intermittent visual
hiding. One of these added that sound makes the experience more fun.
A couple of other participants found the sound rhythms annoying, one
commenting that this is not the kind of sound that is found in games,
aiming at relaxing the player and increasing flow;
Control glitches impair the performance: Three participants reported
that often the system failed to detect the imparted commands, due
to the mechanical compliance of buttons or to difficulties in coping
with quick multiple taps. One of these proposed to add a mechanical
clicking feedback to the buttons.

5.7. Discussion

Based on the measured performance in target-following tasks and
on questionnaires and free reports, we can look back at the research
questions listed in Section 5.2.

Question RQ2.1 is positively answered, as users with minimal train-
ing could effectively follow a target with a mean distance as low as
51.85 pixels (9.98mm, 2.5% of diagonal length) for full audio-visual
eedback and 60.82 pixels (11.7mm, 2.9% of diagonal length) when
he controlled object was visually hidden for half of its lifetime (see
able 4). According to the results and to the reported comments on
he role of sound, participants were able to rely on rhythmic sound
eedback when visual feedback was not available. Only one participant
eported relying on imagined visual trajectory rather than on sound.
ndeed, the absence of a ‘‘deaf-blind’’ control condition does not allow
s to rule out the possibility to achieve a comparable level of per-
ormance even without sound feedback during the hiding segments.

e have noticed that adjustments in the direction of motion are often
erformed in the temporal segments of visual hiding, when only sound
eedback is available, but we cannot exclude that participants would
ake turns, or tacks, even without any sensory feedback, just based

n memory, mental visualization and proprioception (dead reckoning).
owever, human locomotion has been shown to suffer from random,

ystematic and idiosyncratic angle estimation errors in absence of
xternal directional cues (Jetzschke et al., 2016), and similar drifting
s expected to occur for the proposed navigation by tapping, if the
ontrolled object is neither visible nor audible.

A learning process clearly emerged from the performance data, the
ask load reports, and the participants’ comments. However, when the
ntermittent visual hiding of the controlled object was presented in the
irst half of the experiment, the learning curve became steeper. In such
ase, the participant had to quickly learn, at the same time, how to
ontrol the velocity of the object and how to listen to the concurrent
hythms to have feedback on speed and direction. Participants who
ere first exposed to the full audiovisual condition, on the other
and, had a smooth learning process and found little or no problem
o face intermittent hiding in the second half, when they could only
ely on sound for half of the object lifetime. As from the analysis of

ection 5.6.1, question RQ2.2 admits a positive answer. o
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The analysis of the questionnaires and some comments left by
he participants give evidence to positively answer the research ques-
ion RQ2.3. In fact, a subjectively higher effort and mental demand
ere needed in the condition of intermittent visual hiding. When the

ontrolled object disappeared, participants had to focus on auditory
eedback, following and interpreting the concurrent auditory streams
o deduce the speed and direction of the object. The additional required
ffort, however, is often perceived as a challenge that makes interaction
ore engaging and enjoyable.

. Limitations

In proposing a new kind of non-natural interaction based on rhythm,
number of questions were raised, that were addressed only partially

n the two studies here reported.
The ability to control speed and direction has been verified through

target-following task, where it has been shown that a controlled
bject can be kept relatively close to the moving target. However, no
easure of accuracy of velocity control has been taken. This would

mply measuring just-noticeable differences in tempo perception, and
ariability in tempo production. Although such perceptual and mo-
or variations have been measured (McAuley, 2010), their impact on
ickTacking remains to be ascertained.

The number of participants to the two experiments is small, al-
hough the sample size meets local standards in experiment 2, and is
lose to local standards in experiment 1 (Caine, 2016). In particular,
lthough a relatively large difference in performance between two- and
hree-taps rhythmic cells was measured in experiment 1, it failed to
each significance, and this may well be a type II error due to low
ower.

In experiment 2, the difference of measured performance between
he two conditions (hiding and no-hiding) was small and not signif-
cant. However, some caution should be exercised while stating that
uditory feedback allows one to maintain the same level of performance
n presence of visual deprivation. The temporal hidden/visible ratio
f the controlled object was probably too high, and the intervals of
isual deprivation too short, to rule out the possibility of feedback
y imagination only (Vatavu, 2023). That is, users may internally
isualize the continuation of a trajectory without relying on any kind
f feedback, and neglecting the available auditory feedback.

. Conclusions

A rhythm-based technique to control the velocity of a moving object
n a surface has been proposed. It is based on two points of action,
hat could be two buttons that get tapped, or other kinds of sensors
hat can be controlled by two symmetric parts of the human body.
he rhythmic commands (duplets or triplets of taps) trigger discrete
hanges in magnitude, orientation, and direction of the velocity vector.
he moving-object velocity can be auditorily displayed as a polytem-
oral pattern, that is obtained by iteration of the imparted rhythmic
ells.

An implementation of the proposed interaction, using minimal two-
aps sequences or more complex three-taps sequences, was tested in a
arget-following task, similar to chasing a boat in a race. The interaction
echnique could be understood and learnt in a relatively-short time. A
arget moving object could be chased at a relatively-small distance by
ickTacking, and drawing trajectories by rhythm proved to be feasible
nd engaging.

Three-taps sequences introduce a degree of freedom in the inter-
al structure of the rhythmic cell, that can be exploited to vary the
hythmic feedback expressively, thus making velocity control a goal to
e achieved through a creative activity of rhythm improvisation. This
arger space for creative performance is obtained by making interaction
ore difficult to learn and to use proficiently. With duplets, on the
ther hand, the only expressive degree of freedom is found in the
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possibility to accentuate the taps differently, if the input device can
capture key velocity or similar variations of action.

The ability of users to effectively exploit the informative content of
the rhythmic auditory display, overcoming possible occasional depri-
vation of visual feedback, has been tested for duplets-based control.
However, it is possible that users fill in the blanks of visual feed-
back with their own imagination, regardless of auditory feedback.
Although several participants reported about their learning to exploit
auditory information, further experimentation, to stress the role of
auditory rhythmic feedback in absence of visual information, would be
necessary.

For the proposed interaction design and exploratory studies, the
combined reading of performance measurements and subjective reports
indicate that users learn to listen and to interpret the polytemporal
rhythms as a display of speed and direction. The reliance on audition
becomes relevant in all contexts where visual attention cannot be
diverted, as in driving, or to make velocity control accessible to the
visually impaired.

Although not explored and tested in this study, reliance on the sense
of touch is also possible. The tactile rendering of rhythms should be
considered for applications where auditory display is better supported
or replaced by the more intimate sense of touch. The perceptual segre-
gation of tactile rhythmic streams may be more difficult to achieve from
pointlike stimulations, due to technological and sensory limitations, but
more research is needed to define a design space for tactile stimuli.
Still, the mapping of four tactile feedback stimulation points to the four
semiaxes of the velocity space may be practical in some contexts and
applications, even keeping only two points of action.

Most people find the proposed velocity-control technique, and the
associated target-following task, quite weird or non-natural at first try.
However, the experiments have shown that, in a relatively short time,
they can learn how to change speed and direction by tapping, and to
monitor their directional motion by listening to polytemporal rhythmic
feedback. These results make the technique and task suitable for further
studies in sensory-motor learning and control, e.g., to investigate the
de-novo learning processes and how they may be affected by multisen-
ory rhythmic feedback. The proposed interface is indeed being used in
tudies of motor learning, and a model of automatic control mimicking
uman behavior is also being developed.

The presence of two control points makes it possible to assign the
nput devices (buttons or other sensors) to different persons. Going
eyond control of a moving object by a single person, interaction
y ticking and tacking may be exploited in an inter-individual coor-
ination perspective for joint action and performance, to investigate
ooperative motor control, and with applications in art, play, therapy,
nd training.
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