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Preface

This PhD thesis is divided into two parts, collecting two independent pieces of work I
completed during my PhD, both in the realm of number theory and arithmetic geometry.

The first part presents a joint work with J. Yelton, regarding semistable models of
hyperelliptic curves in the wild case. To this subject, which was already the topic of
my MSc. thesis, I devoted part of my research work during my PhD, until completing it
during summer 2022.

The second part of this thesis discusses some research findings related to a completely
unrelated topic proposed to me by my PhD advisor Fabrizio Andreatta, namely the one
of geometric constructions of differential operators on sheaves of p-adic modular forms.
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Part 1

Arithmetic of hyperelliptic curves



CHAPTER 1

Introduction

The focus of this work is to investigate the reduction types of hyperelliptic curves over
discrete valuation fields. Given a complete discrete valuation field K of characteristic
different from 2 with algebraically closed residue field, our starting point is to consider a
hyperelliptic curve Y over K; that is, Y/K is a smooth projective curve of positive genus
admitting a degree-2 morphism onto the projective line P1

K .
This work is concerned with constructing a semistable model of a given hyperelliptic

curve Y/K and understanding the structure of the special fiber of a semistable model of Y .
As this problem is already entirely understood in the case that the residue characteristic
is not 2 and the procedure in that case can be described entirely in terms of the distances
between the branch points with respect to the p-adic metric on K, our primary focus
will be on the case where the residue characteristic is 2. The increased complexity of
the problem for this case arises from the fact that a hyperelliptic curve comes with a
degree-2 map to the projective line: the fact that this degree is the same as the residue
characteristic implies that we are in a “wild setting”. Problems involving reduction of
curves in the “wild case”, in which one studies semistable models of curves with a degree-p
map to the projective line over residue characteristic p, have been investigated in a number
of works in recent decades (see §1.3 below), but mainly in the situation where the branch
points of the map Y → P1

K are p-adically equidistant. In this work, we will consider
general hyperelliptic curves over residue characteristic 2, with a particular focus on the
relationship between the combinatorial data of how the branch points are “clustered” and
the structure of the special fiber of a semistable model.

1. Our main problem

It is well known that an affine chart for a hyperelliptic curve Y/K of genus g ≥ 1 is
given by an equation of the form

(1) y2 = f(x) = c
d∏
i=1

(x− ai),

where f(x) ∈ K[x] is a polynomial of degree d ∈ {2g + 1, 2g + 2} that does not have
multiple roots, c ∈ K× is the leading coefficient of f(x), and the elements ai ∈ K̄ are the
roots of f . We call f the defining polynomial of (this chart of) the hyperelliptic curve Y .
The degree-2 morphism of Y onto the projective line is given simply by the coordinate
function x; this morphism is branched precisely at each of the roots of f as well as, in
the case that d = 2g + 1 (in other words, when f has odd degree), at the point ∞. After
applying an appropriate automorphism of the projective line (i.e. a suitable change of
coordinate) which moves one of the branch points to ∞, we obtain an equation of the
form in (1) with d = 2g + 1; we will adhere to this assumption about f throughout most
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1. OUR MAIN PROBLEM 7

of the work (see §4 for more details). Our aim will be showing how to explicitly form
semistable models of Y over finite extensions of K. We more fully explain various aspects
of the problem below.

1.1. Semistable models of curves. Given any smooth projective geometrically
connected curve C over a complete discrete valuation field K with ring of integers R ⊂ K
and algebraically closed residue field k, a model of C over R′, where R′ is the ring of
integers of some finite extension K ′ ⊇ K, is a normal projective flat R′-scheme C whose
generic fiber is isomorphic to C over K ′. We say that a model C is semistable if its
special fiber Cs is a reduced k-curve with at worst nodes as singularities. The following
groundbreaking theorem was proved by Deligne and Mumford in [6] and then through
independent arguments by Artin and Winters in [1] (see also [11, Section 10.4] for a
detailed explanation of the arguments in Artin-Winters).

Theorem 1.1. Every smooth projective geometrically connected curve C over K
achieves semistable reduction over a finite extension K ′ ⊇ K, i.e. C admits a semistable
model Css over R′, where R′ is the ring of integers in K ′.

The above result is not constructive and does not tell us how to find a semistable
model Css or exactly how large an extension K ′ ⊇ K is needed in order to define it. It
moreover does not specify, for a given curve C/K, anything about the structure of the
special fiber (Css)s. It is therefore natural to ask whether there is any general method by
which we may construct a semistable model Yss of a hyperelliptic curve Y/K defined by
an equation of the form in (1).

1.2. Special fibers of semistable models of curves. In this work, we are inter-
ested not only in how to construct a semistable model Yss of a hyperelliptic curve Y , but
also in how certain characteristics of the defining polynomial may determine the structure
of the special fiber of such a semistable model. The special fiber (Yss)s of a semistable
model Yss of a curve Y/K by definition consists of reduced components which meet each
other only at nodes. Each node, viewed as a point in Yss, has a thickness (see the initial
discussion in §2.1.1.6) which is a positive integer. The structure of the special fiber (Yss)s
can be described entirely in terms of the set of its irreducible components, the genus of the
normalization of each of these components, the data of which components intersect which
others at how many nodes, and the thicknesses of the nodes. The sum of the genera of
the normalizations of the irreducible components is known as the abelian rank of (Yss)s,
while the number of loops in the configuration of components and their intersections (i.e.
the number of loops in the dual graph of (Yss)s) is known as the toric rank of the special
fiber of Yss. The property of being semistable implies that the sum of these two ranks
equals the genus of Y . See §2.1.1.7 below for more details.

Replacing a semistable model Yss of Y over R′ with another semistable model of Y over
R′′ (where R′ and R′′ are the ring of integers of possibly different extensions of K) does
not affect its abelian or toric rank (see Proposition 2.6 below), and therefore these ranks
are intrinsic to the curve Y itself and particularly interesting to determine (meanwhile,
the thicknesses of the nodes change in a predictable manner between semistable models
over different extensions of R; see the discussions in §2.1.1.6 and §2.1.1.8).
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1.3. The reduction of a curve given by y2 = f(x). Our first näıve attempt to
produce a semistable model for Y is to perform simple changes of variables (if necessary)
over a low-degree field extension K ′ ⊃ K so that the coefficients appearing in the equation
in (1) are all integral and then to simply use this equation to define a scheme Y over the
corresponding ring of integers R′. More precisely, it is clear that after possibly scaling x
and y by appropriate elements of K̄×, we may assume that f is monic (i.e., c = 1), and
that the roots ai are all integral, with mini,j v(ai − aj) = 0. In particular, f has integral
coefficients, and so we may extend Y to a scheme Y/R′ whose generic fiber is Y and
whose special fiber Ys is given (over the affine chart x ̸=∞ of P1

k) by the equation

(2) y2 = f̄(x) :=

2g+1∏
i=1

(x− āi),

where each element āi is the reduction of ai ∈ OK̄ in the residue field k.
Suppose that the residue characteristic of K is different from 2. Then the curve

Ys/k is generically an étale double cover of the projective line P1
k, and its only possible

singularities are produced by multiple roots of the reduced polynomial f̄ ; consequently,
the reduced curve Ys is smooth if and only if the roots of f are all distinct modulo the
prime ideal of the splitting field.

Suppose on the other hand that the residue characteristic of K is 2. Then the curve
Ys/k is an inseparable cover of P1

k, and it always has non-nodal singularities whether or
not the reduction of the polynomial f has multiple roots. We summarize these (fairly
elementary) facts in the following proposition.

Proposition 1.2. Let Y/K and Y/R′ be defined as in the discussion above.

(a) Suppose that the residue characteristic of K is not 2. Then each singular point
of the special fiber Ys is of the form (x, y) = (ā, 0), where ā ∈ k is a multiple
root of the reduced polynomial f̄ . Given a singular point (ā, 0) of Ys, let s ⊂ K̄
be the subset of roots of f which each reduce to ā. Then,
(i) if s has cardinality 2, the singular point (ā, 0) is a node; and
(ii) if s has cardinality at least 3, the singular point (ā, 0) is not a node.

(b) Suppose that the residue characteristic of K is 2. Then the special fiber Ys has a
non-nodal singularity at each point whose x-coordinate is a root of the derivative
polynomial f̄ ′ (and these are the only singularities of Ys).

Proof. It is straightforward to verify, using a standard equation for another affine
open subset of Ys (which is given in §4) which contains the points over x =∞, that there
is no singular point over x =∞ due to the fact that f is monic so that its reduction f̄ has
maximal degree. To prove both parts of the proposition, it therefore suffices to consider
singular points on the affine part of Ys defined by the equation y2 = f̄(x).

Assume first that the residue characteristic is not 2. Then, applying the Jacobian
criterion and setting both partial derivatives of y2 − f̄(x) to 0, we get that a singular
point can only occur where y = 0 (which implies that x is a root of f̄) and x is a root of
f̄ ′. These conditions imply that the x-coordinate of a singular point must be a multiple
root of f̄ . After appropriately translating the x-coordinate, we may assume that a given
singular point is (0, 0), which implies that f̄(x) is exactly divisible by xn for some integer
n ≥ 2 which is the multiplicity of the root 0. The singular point (0, 0) is a node if and
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only if the polynomial consisting of the terms of degree ≤ 2 in the defining polynomial
y2− f̄(x) factors into distinct linear polynomials over k (this is indeed how singular point
and node are defined in [15, §I.1.2]). This clearly happens if and only if n = 2, which
finishes the proof of part (a).

Now assume that the residue characteristic is 2. This time, applying the Jacobian cri-
terion tells us that there is a singular point wherever we have f̄ ′(x) = 0. After translating
both coordinate variables x and y suitably, we may assume that a given singular point is
(0, 0). Now it is clear that the polynomial consisting of the terms of degree ≤ 2 in the
defining polynomial y2− f̄(x) does not factor into distinct linear polynomials over k since
it does not include an xy-term and is therefore the square of a linear polynomial instead.
This implies that the singular point is not a node, and part (b) is proved. □

1.4. Cluster data. We have just seen that the näıve attempt to construct a semistable
model of a hyperelliptic curve Y as in §1.1.1.3 always fails over residue characteristic 2.
Meanwhile, in the case that the residue characteristic is not 2, Proposition 1.2 more or
less implies that the näıve model Y/R′ is semistable if and only if (1) the roots of f are
equidistant (i.e. the valuations of the difference between the roots are all equal) so that
Ys is smooth, or (2) the roots of f are equidistant except for certain pairs of roots of f
which are closer to each other with respect to the discrete valuation of K (so that each
pair maps to a root of multiplicity 2 of the reduced polynomial f̄ and produces a node
of Ys). This suggests that when the residue characteristic of K is not 2, the data of the
valuations of differences between roots of f may be directly crucial for constructing a
semistable model of Y and for understanding the structure of the special fiber of such a
semistable model.

This notion is made precise in [7] by defining the cluster data associated to a hyper-
elliptic curve Y over a discrete valuation field K: roughly speaking, if Y is defined by
an equation of the form in (1), its associated cluster data consists of subsets s of roots
of the defining polynomial f , called clusters, which are closer to each other with respect
to the discrete valuation of K than they are to the roots of f which are not contained
in s, along with, for each non-singleton cluster s, the minimum valuation of differences
between roots in s, called the depth of s. For precise definitions, see Definition 5.2 below
or [7, Definition 1.1].

When the residue characteristic is different from 2, the process of construction of a
semistable model of Y as well as the structure of its special fiber is governed entirely by
the cluster data associated to Y . This can be deduced from the explicit constructions
given in [7, §4, 5] in any case, but we will present a variant of this construction in §5. The
rough idea is summarized as follows, under the simplifying assumption that f has degree
2g + 1.

(1) There is a one-to-one correspondence between discs D ⊂ K̄ (with respect to the
induced valuation on K̄) and smooth models of P1

K over finite extensions of R,
and each model of P1

K over a finite extension of R with reduced special fiber is
the compositum of a finite number of smooth models and thus corresponds to a
finite collection of discs D ⊂ K̄ (see §4.2 for more details).

(2) We define X (ss) to be the model of P1
K over a finite extension of R corresponding

in the above way to the set of discs Ds for all non-singleton clusters s, where each
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Ds ⊂ K̄ is defined to be the minimal disc whose intersection with the set of roots
of f coincides with s.

(3) There is a semistable model Yss with a degree-2 map to X (ss) which is constructed
simply by normalizing X (ss) in the function field K(Y ) after possibly replacing
K with a finite extension, which is at most the unique quadratic extension of the
splitting field of f .

The discs Di mentioned in Step (2) correspond to changes in coordinate of the form
x = αi + βixi for some αi ∈ K̄ and βi ∈ K̄×; for each such change in coordinate, we
may perform appropriate substitutions into the equation y2 = f(x) and transform y
appropriately to get a new equation of the form y2i = fi(xi) ∈ R′[xi], where R

′ is the
ring of integers of an appropriate finite extension K ′ ⊇ K; this new equation defines a
model of Y , which is the normalization of the model of P1

K corresponding to the disc
Di in the function field K ′(Y ). The desired semistable model Yss is comprised of these
normalizations. The idea is illustrated by the following example.

Example 1.3. Let K = Qunr
p for some p ≥ 5 and

(3) f(x) = x(x− p3)(x− p)(x− 1)(x− 1 + p4)(x− 2)(x− 3).

The set of roots of f is R := {0, p3, p, 1, 1− p4, 2, 3}. The clusters of these roots (i.e. the
subsets s consisting of roots which are closer to each other than they are to the roots in
R∖ s) are

s0 := R, s1 := {0, p3, p}, s2 := {0, p3}, s3 := {1, 1− p4},
as well as each of the singleton subsets of R (which we ignore). The data of these clusters
is represented by the following diagram.

cluster picture of R : 0 p3 p 1 1− p4 2 3
s2

s1 s3
s0

The discs Di ⊂ K̄ minimally containing each of the clusters si are then given by

(4)
D0 := Zp, D1 := pZp = {0 + pz | z ∈ Zp},
D2 := p3Zp = {0 + p3z | z ∈ Zp}, D3 := 1 + p4Zp = {1 + p4z | z ∈ Zp},

where Zp denotes the ring of integers of the algebraic closure Qp of Qp. The changes in
coordinates corresponding to each of these discs are given by

x = x0 = px1 = p3x2 = p4(x3 − 1),

where each xi corresponds to the disc Di in an obvious way, and we define corresponding
coordinates yi by scaling y by suitable elements of Qp(

√
p) as

y = y0 = p3/2y1 = p7/2y2 = p4y3.
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V1

V0 V2

L1

L0 L2

V3 L3

Figure 1. The special fiber (Yss)s, shown on the left, mapping to the
special fiber (X ss)s; each component Vi of (Yss)s maps to each component
Li := (XDi

)s of (X ss)s.

We now define corresponding models Yi/Zunr
p [
√
p] of Y/Qunr

p (
√
p) for i = 0, 1, 2, 3, given

by the below equations.

Y0 : y
2
0 = f(x) = f(x0)

Y1 : y
2
1 = p−3f(x) = x1(x1 − p2)(x1 − 1)(px1 − 1)(px1 − 1 + p4)(px1 − 2)(px1 − 3)

Y2 : y
2
2 = p−7f(x) = x2(x2 − 1)(p2x2 − 1)(p3x2 − 1)(p3x2 − 1 + p4)(p3x2 − 1)(p3x2 − 2)

Y3 : y
2
3 = p−8f(x) = (p4x3 − 1)(p4x3 − 1− p3)(p4x3 − 1− p)(x3)(x3 − 1)(p4x3 − 2)

(5)

Their respective reductions (that is, their special fibers (Yi)s) over the residue field Fp are
as follows.

(Y0)s : y
2
0 = x30(x0 − 1)2(x0 − 2)(x0 − 3)

(Y1)s : y
2
1 = 6x21(x1 − 1)

(Y2)s : y
2
2 = −6x2(x2 − 1)

(Y3)s : y
2
3 = 2x3(x3 − 1)

(6)

The desingularizations of each of these special fibers give rise to the components of the
special fiber of the desired semistable model Yss: here (Y0)s contributes a smooth compo-
nent V0 of genus 1; (Y1)s contributes a line V1 which intersects V0 at a single node; (Y2)s
contributes a line V2 which intersects V1 at 2 nodes; and (Y3)s contributes a line V3 which
intersects V0 at 2 nodes. The configuration is shown in Figure 1.

One can see from the configuration of components displayed in Figure 1 that the toric
rank of (Yss)s is 2; if one adds this to the sum of the genera of the components Vi, the
genus g = 3 = 2 + 1 of Y is recovered.

Remark 1.4. In the case that Y/K is an elliptic curve (i.e. g = 1) over residue charac-
teristic p ̸= 2, where the polynomial f has degree 3, there are at most 2 non-singleton
clusters of roots of f , and a similar procedure can be performed to get a semistable model
of Y over the (unique) quadratic ramified extension of the splitting field of f , which will
be smooth if and only if Y/K has potentially good reduction. This is more or less the
process outlined in the proof of [16, III.1.7(a)] combined with the proof of [16, VII.5.4(c)],
except that Silverman does not construct a separate component of the semistable model
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corresponding to a cardinality-2 cluster of roots (in the case that there is one). So, follow-
ing Silveman’s method, the special fiber of the semistable model always consists of only
1 component which has a node if and only if there is a cardinality-2 cluster of roots of f
(this is the case of multiplicative reduction).

When the residue characteristic of K is 2, it is natural to ask whether a semistable
model of Y can be constructed by a procedure governed entirely by the associated cluster
data in this way. In short, the answer is “no”, but in this work we develop methods of
finding a particular collection of discs in K̄ which corresponds to a model X (ss) of P1

K over
a finite extension of R, such that the model Yss of Y which is constructed directly from
X (ss) in a similar manner to Steps (2)-(3) above is guaranteed to be semistable (and to
satisfy several other nice properties discussed in §3). We will present and prove results
relating such a set of discs to the set of clusters s appearing in the cluster data associated
to Y .

2. A summary of our main results for residue characteristic 2

Although the arguments used in this work will recover what is already known about
the construction of semistable models of hyperelliptic curves in characteristic different
from 2, our primary aim is to understand how to construct a semistable model as well as
the structure of its special fiber when the residue characteristic is 2. This is addressed by
our main results.

2.1. Constructing equations for models with semistable reduction. It is clear
from Proposition 1.2 that if K has residue characteristic 2, a model of Y given by an
equation of the form y2 = f(x) ∈ R[x] cannot possibly have semistable reduction. We
must therefore find a model given by one or more equations of the more general form

(7) y2i + qi(xi)yi = ri(xi),

where qi(xi), ri(xi) ∈ R′[xi] are polynomials of degree less than or equal to g+1 and 2g+1
respectively (see §4.1 below for more details on this form of equation). This is generally
accomplished in the following manner. First (as in the case of residue characteristic not
2) we make a substitution of the form x = αi + βixi with αi ∈ K̄ and βi ∈ K̄× and
scale y by a suitable element of K̄× to get a coordinate ỹi and an equation of the form
ỹ2i = fi(xi) ∈ K̄[xi], where fi has integral coefficients and nonzero reduction. Then, in
order to turn this into an equation of the form in (7), we find a decomposition fi = q2i +4ri,
where qi(xi), ri(xi) ∈ K̄[xi] are polynomials of degree less than or equal to g+1 and 2g+1
respectively (this is a part-square decomposition as we define it below in Definition 4.13)
and set ỹi = 2yi + qi(x); note that this is essentially performing the standard operation
of “completing the square” in reverse.

There are two points of delicacy that must be taken into account when choosing the
elements αi, βi and the decomposition fi = q2i + 4ri. One is that αi and βi must be
chosen carefully so that all terms in the resulting equation of the form (7) have integral
coefficients, so that these equations may be defined over the ring of integers R′ ⊇ R of
the finite extension of K given by adjoining all elements αi, βi and coefficients of the
polynomials qi, ri. Secondly, one must be sure that all of the components of (X ss)s (each
corresponding to a choice of αi and βi) have really been found; otherwise, the model of Y
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corresponding to an incomplete set of coordinates xi will contain non-nodal singularities
in its special fiber and will therefore fail to be semistable.

2.2. Our main results. As discussed above, a semistable model Yss/R′ of Y (where
R′ is the ring of integers of a finite extension K ′/K) may be constructed, more or less,
as the normalization of a suitable model X (ss) of P1

K in the function field of Y , and X (ss),
in turn, corresponds to a finite collection of changes of coordinate x = βixi + αi (so
that its special fiber is composed of copies of the projective line over the residue field k
corresponding to each coordinate xi; see §4.2 below). Finding a collection of appropriate
substitutions x = βixi + αi is therefore in some sense the most essential step in finding
our desired semistable model Yss, just as it is in the case of residue characteristic not 2.
As in our discussion in §1.1.1.4, each new coordinate xi obtained from x in this way by
translation and homothety corresponds to a disc Di := {βiz + αi | z ∈ OK̄}, so finding
a semistable model of Y again largely amounts to choosing an appropriate collection of
discs in K̄. The difference now is that, unlike in the case of residue characteristic not 2,
these discs generally do not correspond in a one-to-one manner to non-singleton clusters
of roots of f .

In §3.4 of this work, we define a particularly nice (unique up to unique isomorphism)
semistable model Yrst of a given hyperelliptic curve Y which we call the relatively stable
model (see Definition 3.8 below). We will define a valid disc (Definition 5.11 below)
to be a disc D ⊂ K̄ among the collection of discs used the manner discussed above to
construct the semistable model Yrst (excluding such discs which correspond to components
of (X (rst))s over which the cover (Yrst)s → (X (rst))s is inseparable). The central results we
present in this work are on how to find valid discs. While the exact procedure provided
by these results cannot be described succinctly in this introduction, we give a partial
summary of the general outcome in the following theorem.

Theorem 1.5. Assume all of the above set-up for a hyperelliptic curve Y/K of genus
g given by an equation of the form y2 = f(x) ∈ K[x], where the polynomial f has degree
2g+1, and assume that the residue characteristic of K is 2. Let Yrst/R′ be the relatively
stable model of Y , where R′ is the ring of integers of an appropriate finite field extension
K ′ ⊇ K. Let R ⊂ K̄ denote the set of roots of f . For any cluster of roots s ⊊ R, we
write s′ for the minimal cluster which properly contains s.

The clusters of roots in R and the valid discs associated to Y are related in the
following manner.

(a) Given a valid disc D ⊆ K̄, the cardinality of D ∩ R is even (and we may have
D ∩R = ∅).

(b) If a cluster s has even cardinality, there are either 0, 1, or 2 valid discs D ⊆ R′

such that either D ∩R = s or D is the smallest disc containing s′.
(c) Let s be an even-cardinality cluster of relative depth m := min{v(a− a′) | a, a′ ∈

s}−min{v(a−a′) | a, a′ ∈ s′} (see Definition 5.1), and write f0(x) =
∏

a∈s(x−a)
and f∞(x) = f(x)/f0(x). There exists a rational number Bf,s ∈ Q≥0 which is
independent of the relative depth of s in the sense of Remark 6.27, such that
(i) if m > Bf,s, the number of valid discs as in part (b) is “2”;
(ii) if m = Bf,s, the number of valid discs as in part (b) is “1”; and
(iii) if m < Bf,s, the number of valid discs as in part (b) is “0”.
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Moreover, in the case of (i), the 2 guaranteed valid discs containing s give rise
to 2 components of (Yrst)s which intersect each other at 2 nodes, each having
thickness equal to (m−Bf,s)/v(π), where π is a uniformizer of K ′.

(d) Given an even-cardinality cluster s, the bound Bf,s from part (d) satisfies Bf,s ≤
4v(2). If we furthermore assume that s and s′ each have a maximal subcluster
of odd cardinality (e.g. a maximal subcluster which is a singleton), we have the
inequality

(8) Bf,s ≥
( 2

|s| − 1
+

2

2g + 1− |s|

)
v(2).

(e) The toric rank of some (any) semistable model of Y is equal to the number of
even-cardinality clusters satisfying item (i) above which themselves cannot be
written as a disjoint union of such even-cardinality clusters.

(f) Let s be a cluster of odd cardinality not equal to 1 or 2g+1. Then (Yrst)s consists
of two curves C0 and C∞ meeting as a single node in (Yrst)s; their arithmetic
genera are 1

2
(|s| − 1) and g − 1

2
(|s| − 1) respectively.

The statements in the above theorem are a combination of a (sometimes simplified
version of) statements of the main results presented and proved in this work. Parts
(a)–(c), apart from the final statement in (c), are adapted from Theorem 6.18 and Propo-
sition 6.26 below (see also Theorem 5.13); part (d) is adapted from Proposition 6.35(c);
the final statement in (c) comes directly from Proposition 8.4; part (e) is a rephrasing
of Theorem 8.1; and part (f) is a rephrasing of Corollary 8.19 (we note that this state-
ment actually also holds when the residue characteristic is different from 2). Formulas
for thicknesses are not explicitly given in the above-mentioned results but in general can
easily be computed using Proposition 3.4(b) combined with Proposition 4.8; we get the
assertion about thicknesses in part (c) from applying Proposition 8.5 to our results in §6.3
(see Proposition 6.24) which tell us explicitly what the depths of the 2 guaranteed valid
discs are in the situation of Theorem 1.5(c)(i).

The results in this work can be viewed as a vast generalization of the results in [17],
where J. Yelton explicitly constructed semistable models of elliptic curves with a cluster
of cardinality 2 and depth m (as well as elliptic curves with no even-cardinality clusters).
The threshold for m above which there are 1 or 2 valid discs containing that cardinality-2
cluster which is found in [17] comes as the following easy corollary to the above theorem;
we remark that this corollary can be deduced also from standard formulas for the j-
invariant of an elliptic curve (specifically, the particular choice of power of 2 multiplied
to the rest of the formula, which influences the valuation of the j-invariant in residue
characteristic 2; see Remark 9.5(a) below).

Corollary 1.6. Suppose that we are in the g = 1 case of the situation in Theorem 1.5
and that s is a cluster of cardinality 2. Then we have Bf,s = 4v(2).

Proof. The parent cluster of s (i.e., the minimal cluster strictly containing) is s′ = R,
which has cardinality 3. It is clear that both s and s′ have a singleton child cluster (i.e.,
a maximal subcluster consisting of only one root). Now, Theorem 1.5(d) gives that
Bf,s ≤ 4v(2) and

(9) Bf,s ≥
(2
1
+

2

1

)
v(2) = 4v(2).
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The equality Bf,s = 4v(2) follows. □

For examples of semistable models of hyperelliptic curves over residue characteristic
2 which are explicitly computed in the manner discussed above, see Examples 9.6 and
9.13 below, which are worked out directly from the results and processes developed in
§6 and §7. Note that in both of these examples, the set of clusters consists of a single
cardinality-2 cluster s as well as the full set R of the roots, so that following what happens
in the case of residue characteristic not 2, we would expect that (Yrst)s contains exactly
2 components obtained by centering at an element of the s and scaling according to how
close the 2 elements in s are. However, in this case, the choices of scaling factors βi are
not so “obvious” as in the situation of residue characteristic not 2 (as in Example 1.3),
and moreover, in Example 9.13 we get a further component.

Theorem 1.5 above describes the overall relationship between clusters and valid discs
associated to a hyperelliptic curve over residue characteristic 2, which is one of our main
points of focus, but in our more broad investigation we come up with a general method
of finding all valid discs. The process of finding all valid discs having a given center (in
particular, those containing a given cluster) is developed in §6 (the actual computations
that are necessary are aided by Algorithm 6.43), while for residue characteristic 2, the
process of finding centers of all valid discs (in particular the ones which do not contain
roots of f) is developed in Chapter 7, relying on the computation of a certain polynomial
F (T ) ∈ K[T ]; Corollary 7.8(a) states in particular that each valid disc not containing
roots of f is centered at a root of F .

3. Comparison to other works

A hyperelliptic curve is a special case of a superelliptic curve, i.e. a curve defined
by an equation of the form yn = f(x) for some n ≥ 2. There have been a number of
works discussing semistable models of superelliptic curves. When the exponent n in the
equation for a superelliptic curve is not divisible by the residue characteristic p, the process
of constructing a semistable model is relatively straightforward and is provided in [4, §3],
[3, §4], [7, §4, 5] (for hyperelliptic curves, using the language of clusters), and [9] (for
hyperelliptic curves, using the language of stable marked curves), as well as earlier works.
We recover our own variant of their results in the hyperelliptic case (i.e. when n = 2 and
p ̸= 2) based on Theorem 5.12 below, in the process of investigating the situation when
p = 2.

The existing results for the wild case of semistable reduction of superelliptic curves, i.e.
when the defining equation is of the form yp = f(x) where p is the residue characteristic,
have been far more limited. To the best of our knowledge, investigations into this case
began with Coleman, who in [5] outlined an algorithm for changing coordinates in such a
way that the defining equation is converted to a form whose reduction over the residue field
does not describe a curve which is an inseparable degree-p cover of the line; when p = 2,
this is more or less equivalent to our notion of part-square decompositions which will be
introduced in §4.3. This idea is further developed by Lehr and Matignon in [13] and later
in [10] (among several other works). Their results apply only to the very particular case
of equidistant geometry, meaning that the valuations of differences between each pair of
distinct roots of the defining polynomial f are all equal, which in the language of clusters
means that there are no proper, non-singleton clusters of roots. Much of their focus is
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on the (finite) extension of the ground field over which semistable reduction is obtained
and the action of the (finite) Galois group of this extension on the special fiber of their
semistable model. The wild case is also discussed in [3, §4], in which several examples
are computed and interpreted in terms of rigid analytic geometry; the working of these
examples is mainly done through clever guessing rather than a direct algorithm, however.

There are further similarities between the ideas presented in the work of Lehr and
Matignon and some of our results, which are applied to hyperelliptic curves whose branch
points are not necessarily geometrically equidistant. The notion of p-développements de
Taylor (Taylor p-expansions) introduced in [13, §2], while defined completely differently,
is alike in motivation and applications to our notion of sufficiently odd decompositions (see
§6.5 below), and our algorithm for computing sufficiently odd decompositions is a mild
variation of [13, Proposition 2.2.1], which is used to show that p-développements de Taylor
exist. Moreover, in each of [13] and [10], a polynomial over the ground field is defined
whose roots are the centers of all discs which give rise to components of the special fiber;
these polynomials (the p-dérivée in [13, Définition 2.4.1] and the monodromy polynomial
in [10, Definition 3.4]) are quite distinct but each is defined similarly and plays a similar
role to our polynomial F (T ) ∈ K[T ] given in Definition 7.2 below, whose roots in the
geometrically equidistant case certainly provide centers of all the valid discs.

Our work differs from the prior research discussed above in that our major focus is
on the relationship between clusters of roots and the structure of the special fiber of a
semistable model of a hyperelliptic curve when the residue characteristic is 2; to the best of
our knowledge, the only specific case in terms of cluster data which has been investigated
where equidistant geometry is not assumed is in the recent preprint [8], which treats a
case involving an even number of roots clustering in pairs.

We finish this subsection by remarking that our work does not prioritize much focus
towards describing the finite extension of K over which we are constructing our semistable
(relatively stable) model of Y or determining the minimal extension of K over which Y
achieves semistable reduction (although in building Yrst, we try to be economical in the
extension of K required). However, as our results are constructive, it is fairly straight-
forward to compute the (necessarily totally ramified) extension K ′/K over which Yrst is
defined. In general, the extension K ′/K is obtained from (possibly) a sequence of qua-
dratic extensions of the subfield K ′′ ⊂ K ′ over which the associated model X (rst) of the
projective line is defined using changes of coordinates x = αi + βixi as discussed above;
then K ′′ is clearly just the smallest field over which the discs of D(rst) are defined, where
a disc D of K̄ is said to be defined over a field extention K ′/K if there exist α and β in
K ′ such that D = Dα,v(β). In practice, each scaling element βi may be chosen to be any
element of a prescribed valuation, while a given translating element αi may be chosen to
be a root of f (and thus already in the splitting field) when the corresponding valid disc
contains roots of f ; it is only in the case where there are valid discs not containing roots
of f that one may have to choose αi to be a root of the (generally high-degree) polynomial
F (T ) ∈ K[T ] defined in §7.1. It would be interesting to pursue results that specify the
minimal extension K ′/K over which Yrst (or some semistable model of Y ) is defined under
various hypotheses on f (or specify only its degree or its maximal tame subextension) and
apply such results to other arithmetic questions (for instance, involving division fields of
the Jacobian variety of Y ).
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4. Outline

While our priority in this work is considering the case where the residue characteristic
p of our ground field K is 2, we try to be as general as possible so that we may at
times compare and contrast the situation of p = 2 with the situation of p ̸= 2, often
considering the latter as a special case which yields more simply-stated results. We shall
state the results for p ̸= 2 using our own set-up and terminology which arises naturally
from our method of recovering them but, as we have already mentioned, equivalent results
do already appear in the literature (particularly in [7]). Beginning in §4 and throughout
the rest of the work, we often refer to the two cases as “the p = 2 setting” and “the p ̸= 2
setting”.

The rest of our work is organized as follows. First, we establishing the algebro-
geometric setting that we need in §2, which begins with briefly providing the basic back-
ground definitions and facts relating to models of curves over local rings, and then pro-
ceeds to look more closely at the properties of the special fiber of such a model and how
to compare two models of the same curve by considering (−1)-lines and (−2)-curves (see
Definitions 2.3 and 2.9 below). All of this set-up allows us in the following section to de-
fine a particular “nice” semistable model of a curve Y which is a Galois cover of another
curve X, which we call the relatively stable model Yrst of Y (see Definition 3.8 below) and
which is the main topic of §3. Viewing a hyperelliptic curve Y/K as a degree-2 (Galois)
cover of the projective line P1

K =: X, the relatively stable model of Y is the one directly
treated in the rest of this work.

After this rather general set-up, we specialize to considering models of hyperelliptic
curves over discrete valuation rings. As a hyperelliptic curve is (by definition) a double
cover of a projective line, we first look at models of projective lines over discrete valuation
rings; the well-known characterization of such models is summarized in §4.1. Then in the
rest of §4, we look at models of hyperelliptic curves from the point of view of algebraic
equations which define them. More precisely, we derive equations which define normal-
izations of smooth models of the projective line (possibly looking over finite extensions of
K) in the function field of the hyperelliptic curve Y . In the p = 2 setting, we describe how
we use part-square decompositions (see Definition 4.13 below) of the defining polynomial
of Y to find these normalizations.

We next turn our attention to clusters in §5, laying out the definitions of clusters
and cluster data as in [7] (and other subsequent works) as well as introducing valid discs
(see Definition 5.11 below), which by definition correspond more or less to the smooth
models of the projective line comprising the model X (rst) of the projective line of which the
relatively stable model Yrst is the normalization in K(Y ). In this section, we essentially
recover (as Theorem 5.12) the method of constructing a semistable model of Y according
to cluster data in the p ̸= 2 setting by showing that in this case, there is a one-to-one
correspondence between valid discs and non-singleton clusters. The closest that we can
come to an analogous statement for the p = 2 setting is then presented as Theorem 5.13
(which provides some of the statements of Theorem 1.5), but we defer the proof this
theorem to §6.

The next two sections of our work focus on developing a method of finding valid discs
for any particular hyperelliptic curve Y . The objective of §6 is an investigation of how to
determine the existence and find the radius of a valid disc with a given center, whereas
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the goal in §7 is to show how to find those elements of K̄ which are centers of valid discs.
The main focus in §6 is on finding valid discs containing a given cluster of roots. In
the course of developing the methods presented in this section, given a polynomial f , we
define lower-degree polynomials f s

+ and f s
− determined by a particular even-cardinality

cluster s of roots of f such that part-square decompositions of f s
± can be used to determine

the existence and depths of valid discs containing s. One of the main findings is that an
even-cardinality cluster s has 2 associated valid discs if and only if the depth of s exceeds a
certain “threshold” Bf,s ∈ Q as in Theorem 1.5(c). In §6.4, we present and prove a number
of results which give exact formulas or estimates of Bf,s that apply to various situations,
in particular proving the inequalities in Theorem 1.5(d). In §6.6 we present an algorithm
for finding useful part-square decompositions of f s

± (Algorithm 6.43). Meanwhile, in
§7, we characterize the centers of valid discs by defining a polynomial (Definition 7.2
below) whose roots are centers of all valid discs, with certain exceptions, as described by
Theorem 7.6. The results of §6 and §7 together show how all valid discs may be found; in
particular, Theorem 7.6 is guaranteed (by Corollary 7.8) to find centers of all valid discs
which do not contain any roots of the defining polynomial f .

In §8, we proceed to examine the structure of the special fiber of our desired semistable
model Yrst given knowledge of the valid discs containing particular clusters of roots. In
this section, we show that in the situation of Theorem 1.5(c)(i) above, the guaranteed pair
of valid discs, under certain circumstances, produces a loop in the graph of components
of the special fiber of Yrst, or in other words, increases the toric rank of the hyperelliptic
curve by 1. This allows us to present (as Theorem 8.1) and prove a formula for the toric
rank in terms of viable valid discs, as seen in Theorem 1.5(d).

Finally, we devote §9 to providing more direct formulas for the aforementioned poly-
nomial F as well as the bounds Bf,s for low-genus hyperelliptic curves, classified according
to their associated cluster data (for the special case of genus 1, that is, for elliptic curves,
this recovers the results which were presented and proved in a more concretely elementary
way in [17]). In particular, Theorem 9.8 describes the possible structures of the special
fiber of Yrst for genus-2 hyperelliptic curves classified according to their cluster data and
broken into cases depending on valuations of certain elements of K̄ associated to the
defining polynomial.

5. Notations and conventions

Throughout this work, we adhere to the following notation:

• K is a field endowed with a discrete valuation v : K → Q ∪ {+∞}, complete
with respect to v; we assume the residue field k of K is algebraically closed; when
studying hyperelliptic curves over K (i.e., from §4 on), we will also always assume
that char(K) ̸= 2;
• R = OK = {z ∈ K | v(z) ≥ 0} is the ring of integers of K;
• p is the characteristic of k (that is, p is the residue characteristic of K);
• thanks to the completeness of K, given any algebraic extension K ′ ⊇ K, the
valuation v : K → Q ∪ {+∞} extends uniquely to a valuation on K ′ which we
also denote by v : K ′ → Q ∪ {+∞}: this turns K ′ into a non-archimedean field
with residue field k, whose ring of integers will be denoted R′ := OK′ ; when the
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extension K ′/K is finite, K ′ is actually a complete discretely-valued field, and R′

is hence a complete DVR; and
• K̄ is an algebraic closure of K.

Whenever we use interval notation (e.g. [a, b], (a, b), (a,+∞), etc.), the bounds will
always be elements of Q ∪ {±∞}, and the interval will be understood to consist of all
rational numbers (rather than all real numbers) between the bounds; i.e. we have [a, b] =
[a, b] ∩Q, [a,+∞] = [a,+∞) = [a,+∞) ∩Q, etc.

Let h ∈ K̄[z] be a polynomial; we denote its degree by deg(h). Then we again write
v : K̄[z] → Q ∪ {+∞} for the Gauss valuation; that is, for any polynomial h(z) :=∑deg(h)

i=0 Hiz
i ∈ K̄[z], we set

v(h) = v

deg(h)∑
i=0

Hiz
i

 = min
1≤i≤deg(h)

{v(Hi)}.

5.1. Models. Given a smooth projective geometrically connected curve C over K,
we typically use the same letter in curly font to denote a model C/R′ defined over the
ring of integers R′ of some finite extension K ′/K, and we denote its special fiber by Cs/k.
We denote by Irr(Cs) the set of irreducible components of Cs; to any given V ∈ Irr(Cs),
the notations a(V ),m(V ) and w(V ) are defined in §2.2 (for the definition of the invariant
w(V ) in the Galois cover setting, see §3.2). Moreover, we denote by Sing(Cs) the set of all
singular points of the k-curve Cs. We denote by a(Cs), t(Cs), u(Cs) the abelian, toric and
unipotent rank of Cs (see Subsection 2.1.1.7). If C ′ is another model of C, the notation
Ctr(C, C ′) denotes the set of points of Cs to which the irreducible components of C ′s that
do not appear in Cs are contracted: see §2.1.1.3.

5.2. Lines and hyperelliptic curves. Beginning in §4, the symbol X will normally
denote the projective line P1

K , and x will be its standard coordinate. Similarly, beginning
in §4, the symbol Y will in general be used to denote a hyperelliptic curve of any genus
g ≥ 1 over K and ramified over ∞ ∈ X(K) and endowed with a 2-to-1 ramified cover
map Y → X; over the affine chart x ̸=∞, Y can be described by an equation of the form
y2 = f(x), with f(x) ∈ K[x] a polynomial of odd degree 2g + 1. The set of the 2g + 1
roots of f(x) will be denoted R ⊆ K̄. We will use the notation R∪{∞} to mean the set
of all 2g + 2 branch points of Y → X, including ∞.

In §3, we work with Galois covers in greater generality, and in that section Y → X
indicates any Galois cover of smooth projective geometrically connected K-curves.

5.3. Discs and depths. In this work, we will often speak of the depths of clusters
and of discs in K̄; in the case of clusters, our definition of depth is the one used throughout
[7]. More general, we can define depth for a subset of elements of K̄ to measure how close
the elements in the subset are to each other, as follows.

Definition 1.7. Given a subset S ⊂ K̄, if a minimum of the valuations v(ζ − ζ ′) ∈
Q ∪ {+∞} among all elements ζ, ζ ′ ∈ S exists, we call it the depth of S.

In this work, all depths will be rational numbers so that there will always exist an
element of K̄ whose valuation is equal to any given depth.
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Given α ∈ K̄ and β ∈ K̄×, we denote by Dα,b the subset of K̄ described as Dα,b :=
{x ∈ K̄ : v(x − α) ≥ b}: it can be characterized as the maximal subset of K̄ containing
α and having depth b. By a disc (of K̄), we mean any subset of K̄ of the form Dα,b for
some α ∈ K̄ and b ∈ Q. At various times when it is convenient, we will instead write Ds,b,
where s ⊂ K̄ is a finite subset (in our contexts, it will often be a cluster of roots) rather
than a single element and b ∈ Q is at least the depth of s, to denote the (necessarily
unique) disc containing the subset s and having depth b. Note that the depth of a disc is
essentially minus a logarithm of its radius under the p-adic metric, and so a greater depth
corresponds to a smaller disc.

Given a disc D of K̄, the notation XD denotes the corresponding smooth model of
the line X = P1

K ; given D a finite non-empty collection of discs, we denote by XD the
corresponding model of the line X = P1

K having reduced special fiber (see §4.2).

5.4. Translations and scalings. Given a variable z, an element α ∈ K̄ and an
element β ∈ K̄×, the notation zα,β will be used to signify the translated and scaled variable
zα,β = β−1(z − α). Given a polynomial h(z), we will denote by hα,β the polynomial such
that hα,β(zα,β) = h(z); in other words, hα,β(t) = h(βt+ α).

5.5. Normalized reductions. In many situations, we will also invoke the operation
of taking a normalized reduction of a polynomial over K̄, defined as follows.

Definition 1.8. A normalized reduction of a nonzero polynomial h(z) ∈ K̄[z] is the
reduction in k[z] of γ−1h, where γ ∈ K̄× is some scalar satisfying v(γ) = v(h).

Remark 1.9. Clearly a normalized reduction of a polynomial h(z) is a nonzero polynomial
in k[x] and is unique up to scaling; thus, the degrees of the terms appearing in the
normalized reduction (which is what we will be chiefly interested in for our purposes) do
not depend on the particular choice of γ ∈ K× in Definition 1.8.



CHAPTER 2

Semistable models of curves and their special fibers

The purpose of this section is to recall and develop definitions and results on semistable
models of general curves over discretely-valued fields, which will later be applied to hy-
perelliptic curves.

1. Preliminaries on semistable models

In this subsection, we briefly recall a number of background results we will need about
models of curves, for which our main reference will be [11]. In this section, C is a smooth,
geometrically connected, projective curve over a complete discretely-valued fieldK, whose
ring of integers is denotedR, and whose residue field k is assumed to be algebraically closed
(see §1.5).

1.1. Curves and models. A model of C (over R) is a normal, flat, projective R-
scheme C whose generic fiber is identified with C. The models of C form a preordered set
Models(C), the order relation being given by dominance: given two models C and C ′ of C,
we will write C ≤ C ′ to mean that C ′ dominates C, i.e. that the identity id : C → C extends
to a birational morphism C ′ → C. The preordered set Models(C) is filtered, meaning that
given two models C1 and C2, it is always possible to find a model C dominating them both.

1.2. Special fibers of models and birational morphisms. The special fiber Cs
of a model C of C is (geometrically) connected and consists of a number of irreducible
components V1, . . . , Vn; these components are projective, possibly singular curves over the
residue field k, each one appearing in Cs with a certain multiplicity (which is defined as
the length of the local ring of Cs at the generic point of the component). We will denote
by Irr(Cs) = {V1, . . . , Vn} the set of such components. Since C → Spec(R) is proper and
flat, the Euler-Poincaré characteristic of the generic fiber C and that of the special fiber
Cs coincide; in other words, the genus g(C) of the smooth K-curve C coincides with the
arithmetic genus pa(Cs) of the k-curve Cs (see, for example, [11, Proposition 8.3.28]).

When C and C ′ are two models such that C ≤ C ′, the image of a component V ′ of C ′s
through the birational morphism C ′ → C is either a component V of Cs or a single point P
of Cs; in this second case, we say that the birational morphism C ′ → C contracts V ′. The
rule V ′ 7→ V defines a one-to-one correspondence between the irreducible components of
C ′s that are not contracted by C ′ → C and the irreducible components of Cs; we say that
V is the image of V ′ in Cs, and V ′ the strict transform of V in C ′s. In other words, taking
strict transforms defines an injection Irr(Cs) ↪→ Irr(C ′s), and Irr(C ′s)∖ Irr(Cs) is the set of
the irreducible components of (C ′)s that the birational morphism contracts.

The birational morphism C ′ → C is an isomorphism precisely over the open subscheme
C ∖ {P1, . . . , Pn}, where the Pi’s are the points of the special fiber of C to which some
V ′ ∈ Irr(C ′s) ∖ Irr(Cs) contracts. The fiber of C ′s above each Pi is connected of pure
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dimension 1, and its irreducible components are those components of C ′s that contract to
Pi. If V is a component of Cs and V ′ is its strict transform in C ′s, then the birational
morphism of models C ′ → C restricts to a birational morphism of k-curves V ′ → V .

1.3. Comparing models. Suppose that C and C ′ are two models of C. We can
compare them by looking at the components of their special fibers. To this aim, let us
make the auxiliary choice of a model C ′′ dominating them both, so that we can think
of Irr(Cs) and Irr(C ′s) as two subsets of a common larger set, namely Irr(C ′′s ). We will
denote by Ctr(C, C ′) ⊆ Cs(k) the set of points P ∈ Cs such that there exists an irreducible
component V ′′ ∈ Irr(C ′′s ) that is the strict transform of some component of V ′ ∈ Irr(C ′s)
and contracts to P . It is clear that the formation of Ctr(C, C ′) does not depend on the
choice of C ′′.

Remark 2.1. In the language of [11, Subsection 8.3.2], Ctr(C, C ′) is just the set of the
centers in C of the R-valuations of K(C) that are of the first kind in C ′ but not in C.

Roughly speaking, this is the way that one should think of Ctr(C, C ′): any given
component V ∈ Irr(C ′s) is either also present in the special fiber of C (i.e., V ∈ Irr(Cs))
or it is not, in which case it is contracted to some point PV ∈ Cs(k). The set Ctr(C, C ′)
is simply the set of all such PV ’s, as V varies in Irr(C ′s) ∖ Irr(Cs). We clearly have that
Ctr(C, C ′) = ∅ (i.e., all the irreducible components of C ′s are also present in Cs) if and only
if C dominates C ′.

1.4. Contracting components. Given a model C ′ of C and any proper subset
{V1, . . . , Vn} ⊊ Irr(C ′s), it is always possible to form a model C of C dominated by C ′ such
that the birational morphism C ′ → C contracts precisely the components V1, . . . , Vn ∈
Irr(C ′s); as a consequence, we have Irr(Cs) = Irr(C ′s)∖ {V1, . . . , Vn}.

Given a finite number of models C1, . . . , Cn, one can form a minimal model C dominat-
ing them all: it is enough to take any model C ′ dominating them all, and then contract
each V ∈ Irr(C ′s) that is not the strict transform of an irreducible component of (Ci)s
for some i. It is clear that Irr(Cs) coincides with the (non necessarily disjoint) union⋃
i Irr(Ci).

1.5. Regular models. If we consider a model C of C that is regular (i.e. regular as
an R-scheme), then it is possible to define the intersection number of any two components
of Cs; the resulting intersection matrix is negative semi-definite (see [11, Chapter 9]).

Definition 2.2. A component V of the special fiber of a regular model is said to be a
(-1)-line if it is a line (i.e., V ∼= P1

k) and its self-intersection number is −1. Similarly, it is
said to be a (-2)-line if it is a line whose self-intersection number equals −2.

If one contracts any set of (-1)-lines in a regular model, it remains regular.
Given any model C of C, it is possible to find a regular model C ′ dominating C.

Moreover, among all regular models C ′ dominating C, there is a minimum one (with
respect to dominance), which is named the minimal desingularization of C; it can be
characterized as the unique regular model C ′ dominating C such that C ′ → C does not
contract any (-1)-line of C ′s. If C ′ is the minimal desingularization of C, then the birational
morphism C ′ → C fails to be an isomorphism precisely above the points of Cs at which C
is not regular.
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If the genus of C is positive, then, among all regular models of C, there is a minimum
one (with respect to dominance). This model is named the minimal regular model and
will be denoted by Cmin; it can be characterized as the unique regular model of C whose
special fiber does not contain (-1)-lines.

1.6. Semistable models. A model C of C is said to be semistable if its special fiber
is reduced and its singularities (if there are any) are all nodes (i.e. ordinary double points).
More generally, we say that a model C of C is semistable at a point P ∈ Cs if Cs is reduced
at P and if P is either a smooth point or a node of Cs. Given a point P ∈ Cs, if the model
C is semistable at P then its completed local ring at P has the form R[[t]], if P ∈ Cs is a
smooth point, or R[[t1, t2]]/(t1t2 − a) for some a ∈ R, with v(a) > 0 if P ∈ Cs is a node.
The integer v(a)/v(π) ≥ 1, where π is a uniformizer of R, is known as the thickness of the
node. A semistable model is regular precisely when all of its nodes have thickness equal
to 1.

To describe the combinatorics of a semistable model C of a curve C, one can form
the dual graph Γ(Cs) of its special fiber, whose set of vertices is Irr(Cs) and whose edges
correspond to the nodes connecting them.

The notions of (-1)-line and (-2)-line given in Definition 2.2 for regular models can be
extended to semistable ones as follows.

Definition 2.3. If C is a model, V ∈ Irr(Cs), and C is semistable at the points of V , then
V is said to be a (-1)-line (resp. a (-2)-line) if it is a line (i.e., V ∼= P1

k) and the number
of nodes of Cs lying on it is equal to 1 (resp. 2).

Remark 2.4. It is possible to show that, if C is regular model that is semistable at the
points of a component V ∈ Irr(Cs), then the definition above is consistent with the one
given in Definition 2.2: this follows, for example, from the formula for self-intersection
numbers given in [11, Proposition 9.1.21(b)].

Lemma 2.5. Suppose that C is a model of C that is semistable at the points of two
components V1, V2 ∈ Irr(Cs). If V1 and V2 are (-1)-lines, then they cannot intersect each
other unless g(C) = 0.

Proof. Since V1 and V2 are (-1)-lines, if they intersect each other at a node, they
cannot intersect any other irreducible components of Cs. Since Cs is connected, this implies
that Cs only consists of the two lines V1 and V2 crossing each other at a node, implying
that pa(Cs) = 0 and consequently that g(C) = 0. □

Contracting (-1) and (-2)-lines does not ever disrupt semistability: more precisely, if
C ′ is a model that is semistable at the points of some components V1, . . . , Vn of Cs, and
the Vi’s happen to all be (-1) and (-2)-lines, then the model C that is obtained from C by
contracting all the Vi’s is semistable at the points where the Vi’s contract. Desingularizing
is also an operation that preserves semistability: if C is semistable at a point P ∈ Cs, and
C ′ is its minimal desingularization, then C ′ is still semistable at all points lying above P ;
moreover, the desingularization C ′ is easy to describe:

(a) if P is a smooth point of Cs, we have that C is regular at P , and the birational
map C ′ → C is consequently an isomorphism above P ; and

(b) if P is a node of thickness t, the inverse image of C ′s at P consist of a chain of t
nodes of thickness 1, joined by t− 1 (-2)-lines (see [11, Section 5.3]).
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More generally, if C is a model that is semistable at a point P and if C ′ is any model
dominating C but dominated by its minimal desingularization, then C ′ is semistable at
the points above P , and we have the following:

(a) if P is a smooth point of Cs, then the birational map C ′ → C is an isomorphism
above P ;

(b) if P is a node of thickness t, then the inverse image of C ′s at P consist with a
chain of m ≥ 1 nodes whose thicknesses add up to t, joined by m − 1 (-2)-lines
(see [11, Section 5.3]).

When a semistable model exists, we say that C has semistable reduction over R. By
Theorem 1.1 above, any curve C is guaranteed to have semistable reduction after replacing
R with a large enough finite extension.

If C has semistable reduction and positive genus, its minimal regular model is semistable
([11, Theorem 10.3.34]). If C has semistable reduction and genus at least 2, then the set
of its semistable models has a minimum (with respect to dominance), which is named the
stable model of C; it is denoted by Cst and can be characterized as the unique semistable
model of C whose special fiber contains neither (-1)-lines nor (-2)-lines. The stable model
Cst can be obtained from Cmin by contracting all the (-2)-lines appearing in its special
fiber.

1.7. Abelian, toric, and unipotent ranks. Given a model C of C, the Jacobian
Pic0(Cs) of the (possibly singular) k-curve Cs is an extension of an abelian varitety A by a
linear algebraic group, which in turn is an extension of a torus T by a smooth unipotent
algebraic group U . The ranks of A, T , and U are respectively known as the abelian, toric,
and unipotent rank of the special fiber Cs and will be denoted by a(Cs), t(Cs), and u(Cs)
respectively: they are three non-negative integers adding up to the genus pa(Cs) = g(C):
see, for example, [11, Section 7.5] or [2, Chapters 8 and 9]. We have the following.

(a) For all models C, the abelian rank a(Cs) coincides with the sum a(Cs) =
∑

V ∈Irr(Cs) a(V ),

where a(V ) := g(Ṽ ) is the genus of the normalization Ṽ of V .
(b) If C is a semistable model, the toric rank can be computed as t(Cs) = dimkH

1(Γ(Cs)),
where Γ(Cs) is the dual graph of Cs (see [2, Example 9.8] for a proof); in other
words, we have t(Cs) = Nnodes(Cs) − Nirr(Cs) + 1, where Nnodes(Cs) denotes the
number of nodes, and Nirr(Cs) is the number of irreducible components (i.e., the
cardinality of Irr(Cs)).

(c) The unipotent rank u(Cs) is 0 if C is a semistable model.

Under certain hypotheses, the abelian, unipotent and toric rank do not depend on the
chosen model. In particular, we have the following.

Proposition 2.6. If C and C ′ are two models of C over R, and if each of these models is
either regular or semistable, then we have a(Cs) = a(C ′s), t(Cs) = t(C ′s), and u(Cs) = u(C ′s).

Proof. It is clearly enough to prove the result (a) when C and C ′ are both regular, and
(b) when C is a semistable model and C ′ is its minimal desingularization. In case (a), one
can form a regular model C ′′ dominating them both and apply [11, Lemma 10.3.40]. In case
(b), it follows from the description given in §2.1.1.6 of the desingularization of a semistable
model that C ′ is also semistable, and we get Nnodes(Cs)−Nirr(Cs) = Nnodes(C ′s)−Nirr(C ′s),
which is to say t(Cs) = t(C ′s) Moreover, since any new components introduced by the
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desingularization process are lines, we have a(Cs) = a(C ′s), and finally, since both C and
C ′ are semistable, we have u(Cs) = u(C ′s) = 0. □

1.8. Field extensions. Suppose we are given a finite extension K ′/K (which, under
our assumptions, will necessarily be totally ramified, since the residue field k of K is
algebraically closed); let eK′/K be the ramification index (which coincides, in our setting,
with the degree of the extension), and let R′ ⊇ R denote the ring of integers of K ′. We
will freely say a model of C over R′ to mean a model of C ′ := C⊗KK ′ over R′ as defined
in §2.1.1.1. Given a model C of C over R, it is possible to construct a corresponding
model C ′ of C over R′, which is defined as the normalization of the base-change C ⊗R R′.
When C has reduced special fiber (and hence, in particular, when C is semistable), the
scheme C ⊗R R′ is already normal (for example, by Serre’s criterion for normality), and
so we have C ′ = C ⊗R R′: in this last case, the special fibers C ′s and Cs are canonically
isomorphic.

We remark that regularity is not preserved in general when R gets extended: if C is a
regular model over R, the corresponding model C ′ over an extension R′ may no longer be
regular. Semistability, however, is preserved: whenever C is semistable, C ′ is semistable
too; however, the thickness of each node of C gets multiplied by the ramification index
eK′/K in C ′.

In this section we look more closely at the special fibers of models (over R) of a smooth
projective geometrically connected K-curve C. In §2.2, in particular, we define a number
of invariants attached to each component of the special fiber of a model, while in §2.3, we
use them to state a criterion that allows us to identify those models of C that are part of
the minimal regular model when C has semistable reduction.

2. Invariants attached to a component of the special fiber

Given a model C of C and a component V ∈ Irr(Cs), we consider several invariants
attached to V , listed as follows:

(1) m(V ) denotes the multiplicity of V in Cs;
(2) a(V ) denotes the abelian rank of V , i.e. the genus of the normalization Ṽ of V ;
(3) w(V ) is defined only when m(V ) = 1, and it denotes the number of singular

points of Cs that belong to V , each one counted as many times as the number of
branches of V at that point; in other words, if Ṽ is the normalization of V , then
w(V ) is the number of points of Ṽ that lie over V ∩ Sing(Cs), where Sing(Cs) is
the set of singular points of Cs.

We now show that, under appropriate assumptions, the integers m, a, and w are left
invariant when the model is changed.

Lemma 2.7. Let C ′ be another model of C which dominates C, and let V ′ denote the
strict transform of V in C ′s. Then we have m(V ′) = m(V ) and a(V ′) = a(V ). Moreover,
if C ′ is dominated by the minimal desingularization of C, we also have w(V ′) = w(V ).

Proof. For m and a, the lemma immediately follows from the consideration that
C ′s → Cs is an isomorphism away from a finite set of points of Cs. We will now prove the
result for w.



26 2. SEMISTABLE MODELS OF CURVES AND THEIR SPECIAL FIBERS

Let Q be a point of V ′ which lies over some P ∈ V . We claim that C ′s is smooth
(resp. singular) at Q if and only if Cs is smooth (resp. singular) at P . This is obvious
whenever C ′ → C is an isomorphism above P . If C ′ → C is not an isomorphism above P ,
the claim follows from the two following observations. Firstly, since we are assuming that
C ′ is dominated by the minimal desingularization of C, it must be the case that C is not
regular at P , and consequently that Cs is singular at P . Secondly, the fiber of C ′ → C
above P is pure of dimension 1, and it consists of those components Ei of C ′s that contract
to P ; the point Q will thus belong not only to V ′, but also to one of the Ei’s, so that C ′s
will certainly be singular at Q. This completes the proof of the claim.

Now, since C ′ → C restricts to a birational morphism V ′ → V of k-curves, the set of
branches of V at a point P ∈ Cs equals the set of branches of V ′ at the points of C ′s lying
above P . If we combine this consideration with the claim we have just proved, we have
that V ′ → V induces a bijection between the set B of the branches of V at the singular
points of Cs and the set B′ of the branches of V ′ at the singular points of C ′s. The equality
w(V ′) = w(V ) follows. □

We now describe how the invariants we have defined allow us to detect (-1)-lines and
(-2)-lines.

Lemma 2.8. Let C be any model of C, and let V be an irreducible component of Cs.
Then,

(a) if C is regular and V is a (-1)-line of multiplicity 1, then a(V ) = 0 and w(V ) = 1;
(b) if C is regular and V is a (-2)-line of multiplicity 1, then a(V ) = 0 and w(V ) ∈
{1, 2};

(c) if C is semistable at the points of V , then V is a (-1)-line if and only if a(V ) = 0
and w(V ) = 1; and

(d) if C is semistable at the points of V , then V is a (-2)-line if and only if a(V ) = 0
and w(V ) = 2 (the reverse implication only holds if g(C) ≥ 2).

Proof. If V is a component of multiplicity 1 in the special fiber Cs of a regular model
C, then it follows from the intersection theory of regular models (see [11, Chapter 9])
that its self-intersection number of V is equal to minus the number of points at which V
intersects the other components of Cs, each counted with a certain (positive) multiplicity.
Once this has been observed, parts (a) and (b) follow immediately from the definition of
(-1)-lines and (-2)-lines for regular models (Definition 2.2).

Suppose now that V is a component of the special fiber Cs of a model C that is
semistable at the points of V (which, in particular, impliesm(V ) = 1). From the definition
of the invariant w and the structure of semistable models, it is clear that w(V ) equals the
sum 2wself(V ) + wother(V ), where wself(V ) is the number of self-intersections of V , while
wother(V ) is the number of intersections of V with other components of Cs; moreover, we
have wself(V ) = 0 if and only if V is smooth. But the line P1

k is the unique smooth k-curve
with abelian rank 0, so the component V is a line if and only if a(V ) = 0 and wself(V ) = 0;
according to Definition 2.3, the component V is thus a (-1)-line or a (-2)-curve if and only
if a(V ) = 0, wself(V ) = 0, and wother(V ) equals 1 or 2 respectively.

From the considerations above, both implications of (c), as well the forward implication
of (d), immediately follow. To prove the reverse implication of (d), one has to exclude
the possibility that a(V ) = 0, wself(V ) = 1, and wother(V ) = 0. But if this were the
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case, the unique irreducible component of Cs would be V (because wother(V ) = 0, but Cs
is connected), and the special fiber Cs would consequently be a reduced k-curve having
arithmetic genus equal to that of V , which is a(V ) + wself(V ) = 1. Since the arithmetic
genus of Cs coincides with g(C), we would get g(C) = 1; we therefore get the reverse
implication of (d) as long as g(C) ̸= 1. □

Inspired by the above lemma, we make the following definition.

Definition 2.9. Given a model C and an irreducible component V of Cs at whose points
C is semistable, the component V is said to be a (-2)-curve of Cs if m(V ) = 1, a(V ) = 0
and w(V ) = 2.

Remark 2.10. Lemma 2.8 ensures that, if V is a component of Cs and C is semistable at
the points of V , then, when V is (-2)-line, it is a (-2)-curve, and the converse also holds
provided that g(C) ̸= 1. If g(C) = 1, the proof of Lemma 2.8 shows that V may be
a (-2)-curve without being a (-2)-line, and this happens precisely when V is the unique
component of Cs and it is a k-curve of abelian rank 0 intersecting itself once (which is to
say, a projective line with two points identified).

The properties of being a (-1)-line or a (-2)-curve are preserved and reflected under
desingularization in the semistable case; this is the reason why the notion of a (-2)-curve
(rather than a (-2)-line) will turn out to be more convenient for us.

Proposition 2.11. Let C be a model; let V be a component of Cs; and let C ′ be a model
dominating C but dominated by the minimal desingularization of C. Assume that C is
semistable at the points of V . Let V ′ denote the strict transform of V in C ′s. We have
that C ′ is semistable at the points of V ′, and V ′ is a (-1)-line (resp. a (-2)-curve) if and
only if V is.

Proof. The fact that C ′ is semistable at the points of V ′ has been discussed in §2.1.1.6.
We have seen how, in the present setting, being a (-1)-line or a (-2)-curve is something
that can be characterized by means of the invariants a and w. Hence, the result follows
from Lemma 2.7. □

3. A criterion for being part of the minimal regular model

As initial evidence of the usefulness of the invariants a, m, w introduced before, we
provide a criterion for a model C to be part of the minimal regular model Cmin in the case
that C has semistable reduction.

Proposition 2.12. Assume that g(C) ≥ 1 and that C has semistable reduction. Let C
be any model. Then C ≤ Cmin if and only if for each component V of Cs, we have

(i) m(V ) = 1, and
(ii) either a(V ) ≥ 1 or w(V ) ≥ 2.

Proof. First assume that we have C ≤ Cmin. Then the invariants a, m, and w of a
vertical component V of C must be equal to those of its strict transform V min in Cmin,
thanks to Lemma 2.7 (more generally, they remain the same in any model lying between
C ≤ Cmin). Since Cmin is semistable, its special fiber is reduced; thus, we get m(V ) = 1.
Let us now assume that a(V ) = 0. If it were the case that w(V ) = 0, then Cs = V
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would be a line; since the arithmetic genus of Cs coincides with g(C), this contradicts the
condition that g(C) ≥ 1. If we had w(V ) = 1, then, via Lemma 2.8(c), V min would be a
(-1)-line, which is impossible, since the minimal regular model does not contain (-1)-lines.
Thus, the quantity w(V ) is necessarily at least 2.

Now assume that for each component V of Cs, the conditions (i) and (ii) given in
the statement hold. Let C ′ be the minimal desingularization of C. Assume by way con-
tradiction that C ′s contains a (-1)-line. Since the desingularization C ′ is minimal, such a
(-1)-line must necessarily be the strict transform V ′ of some component V ∈ Irr(Cs). By
Lemma 2.7, the quantities a(V ′), m(V ′) and w(V ′) are equal to a(V ), m(V ) and w(V )
respectively. Thus, from the condition m(V ) = 1, we deduce m(V ′) = 1; since V ′ is a
(-1)-line of multiplicity 1, Lemma 2.8(a) ensures that a(V ′) = 0 and w(V ′) = 1, hence
a(V ) = 0 and w(V ) = 1. But this contradicts our hypothesis, so we conclude that C ′s
cannot contain a (-1)-line. It follows that C ′ = Cmin, and we get C ≤ Cmin as desired. □



CHAPTER 3

The relatively stable model

In this section, we assume that Y → X is a Galois cover of smooth projective ge-
ometrically connected curves over K; let G := AutX(Y ) = AutK(X)(K(Y )) denote the
Galois group. We remark that, by the Riemann-Hurwitz formula, we always have that
g(Y ) ≥ g(X).

In §3.1 we collect some well-known background results about semistable models of
Galois covers, for which good references are [11] and [12]. In §3.2 and in §3.3, we study
nodes and (-2)-curves of a semistable model of Y with respect to the cover Y → X: these
preliminaries allow us to define, in §3.4, a particular semistable model of Y (relative to
the Galois cover Y → X) that we name the relatively stable model of Y ; we denote it
Yrst, and it arises as the normalization in K(Y ) of a semistable model X (rst) of the line
X. Existence and uniqueness results for Yrst hold provided that we have g(Y ) ≥ 2 or that
we have g(Y ) = 1 and g(X) = 0 (existence is only guaranteed if one allows replacing R
with a large enough extension). In §3.5 we will explain some methods for detecting the
components of Yrst.

1. Models of Galois covers

In the setting describe above, one can produce models of Y from models of X. More
precisely, to each model X of X we can attach a corresponding model Y of Y by taking
the normalization of X in the function field K(Y ) – we will say that Y comes from X
(or that Y is the model of Y corresponding to X ). Given two models X and X ′ of X, if
Y and Y ′ are the corresponding models of Y , then it is easy to show that X ≤ X ′ if and
only if Y ≤ Y ′: in other words, normalizing in K(Y ) defines an embedding of preordered
sets Models(X) ↪→ Models(Y ). The essential image of the embedding consists of those
models Y of Y on which G acts, i.e. those for which the action of G on the generic fiber
Y extends (in a necessarily unique way) to an action on the R-scheme Y . Given a model
Y of Y on which G acts, the model of X from which Y comes can be recovered as the
quotient Y/G.

If X is a model of X and Y is the corresponding model of Y , the set of irreducible com-
ponents Irr(Ys) is a G-set, and we have Irr(Xs) = Irr(Ys)/G. Given X ,X ′ ∈ Models(X)
and letting Y ,Y ′ be the corresponding models of Y , it is also not difficult to see that
Ctr(Y ,Y ′) = f−1(Ctr(X ,X ′)) (see §2.1.1.3 for notation), where f : Y → X is the cover
map.

The minimal regular model Ymin and the stable model Yst, when defined, are always
acted upon by G; we will use the notation X (min) = Ymin/G and X st = Yst/G to denote
the models of X from which they come.

29
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2. Vertical and horizontal (-2)-curves

Given a model Y of Y coming from a model X of X and a component V ∈ Irr(Ys) of
multiplicity 1, we replace the invariant w := w(V ) introduced in §2.2 with a richer datum
w := w(V ) that takes into account the action of G. We have that G acts on Irr(Ys), and
we denote by GV the stabilizer of V with respect to this action. If B := {b1, . . . , bw} are
the branches of V passing through the singular points of Ys, the stabilizer GV clearly acts
on B, and we define w(V ) to be the partition of the integer w(V ) = |B| given by the
cardinality of the orbits of the GV -set B.

Lemma 3.1. If Y ′ is a model acted upon by G which dominates Y and is dominated by
the minimal desingularization of Y , then we have w(V ′) = w(V ), where V ′ is the strict
transform of V in (Y ′)s.

Proof. The set B of the branches of V passing through the singular points of Ys
does not change as we replace Y with Y ′, and V with its strict transform, as was shown in
the proof of Lemma 2.7; since the birational map Y ′ → Y is G-equivariant, the stabilizers
GV and GV ′ coincide, and B is preserved not only as a set, but also as a GV -set. □

We recall that, when Y is semistable at the points of some component V ∈ Irr(Ys),
we say that V is a (-2)-curve whenever a(V ) = 0 and w(V ) = 2 (see Definition 2.9). In
our setting, the presence of a G-action on Y allow us to distinguish between vertical and
horizontal (-2)-curves, according to the two possible values for the invariant w(V ).

Definition 3.2. Given a component V ∈ Irr(Ys) such that Y is semistable at the points
of V , if V is a (-2)-curve we say that it is vertical or horizontal depending on whether
w(V ) = (2) or w(V ) = (1, 1).

The property of being a horizontal or vertical (-2)-line is preserved and reflected under
desingularization of semistable models.

Proposition 3.3. Let Y ′ another model acted upon by G which dominates Y but is
dominated by the minimal desingularization of Y . Given V a component of Ys such that
Y is semistable at the points of V , if V ′ denotes the strict transform of V in Y ′

s, we have
that Y ′ is semistable at the points of V ′; moreover, the transform V ′ is a (-1)-line (resp.
a horizontal (-2)-curve, resp. a vertical (-2)-curve) if and only if V is.

Proof. The proof is analogous to that of Proposition 2.11, taking into account
Lemma 3.1. □

3. Vanishing and persistent nodes

Given a model Y of Y corresponding to some model X of X, we can ask ourselves
how the properties of X and Y are related to each other. If we write f : Y → X = Y/G
for the quotient map, we present an important result concerning the semistability of X
and Y .

Proposition 3.4. In the setting above, we have that X is semistable at f(Q) whenever
Y is semistable at some Q ∈ Ys. More precisely, we have the following.

(a) If Q is a smooth point of Ys, then f(Q) is a smooth point of Xs;
(b) If Q is a node of thickness t of Ys, we have two possibilities:
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(i) if the stabilizer GQ ≤ G of Q permutes the two branches of Ys passing
through Q, then f(Q) is a smooth point of Xs;

(ii) if, instead, the stabilizer GQ ≤ G of Q does not flip the two branches of Ys
passing through Q, then f(Q) is a node of Xs, and its thickness is t|GQ|.

In particular, if the model Y is semistable, then so is the model X .
Proof. The proof consists of an explicit local study of the quotient map f : Y → X ,

which can be found in [11, Proposition 10.3.48]. □

Definition 3.5. A node Q of Y is said to be vanishing or persistent with respect to
the Galois cover Y → X depending on whether it falls under case (i) or (ii) of Proposi-
tion 3.4(b), i.e. depending on whether it lies above a smooth point or a node of Xs.
Remark 3.6. We have already remarked in §3.1 that f : Y → X induces a one-to-one
correspondence between the irreducible components of Xs and the G-orbits of irreducible
components of Ys. Proposition 3.4 and Definition 3.5 tell us that the nodes of X corre-
spond to the G-orbits of persistent nodes of Y .

We have seen in §2.1.1.6 that, if Q is a node of thickness t of Y , its inverse image
in the special fiber of the minimal desingularization of Y consists of a chain of t nodes
of thickness 1, connected by t − 1 (-2)-curves. More generally, if Y ′ is any model acted
upon by G that dominates Y but is dominated by its minimal desingularization, then Y ′

is semistable at the points lying above Q, and the inverse image of Q in Y ′
s consists of

a chain of m nodes Q1, . . . , Qm, whose thicknesses add up to t, and m − 1 (-2)-curves
L1, . . . , Lm−1 connecting them. It is an interesting question to ask whether the Qi’s are
persistent or vanishing, and whether the Li’s are horizontal or vertical.

Proposition 3.7. In the setting above, we have the following:

(a) if Q ∈ Ys is a persistent node, then the Qi’s also are, and the Li’s are all hori-
zontal;

(b) if Q ∈ Ys is vanishing and m is odd, then GQ permutes Li and Lm−i; the Li’s
are all horizontal, while the Qi’s are all persistent, apart from the middle one
Q(m+1)/2 which is vanishing; and

(c) if Q ∈ Ys is vanishing and m is even, then GQ permutes each Li with Lm−i; the
Li’s are all horizontal, apart from the middle one Lm/2 which is vertical, while
the Qi’s are all persistent.

Proof. We remark that, since the Qi’s and the Li’s have image Q in Ys, we have
GQi
≤ GQ and GLi

≤ GQ, and every g ∈ GQ acts on the set of the sets {Li}1≤i≤m−1 and
{Qi}1≤i≤m. We denote by Λ− and Λ+ the strict transforms in Y ′

s of the two branches of Ys
passing through Q, so that the node Q1 connects Λ− with L1 and the node Qm connects
Lm−1 with Λ+.

Choose an element g ∈ GQ which fixes Λ+ and Λ−. Since Q1 is the unique point of
Λ− lying above Q, the point Q1 is also fixed by g; since g fixes Q1 and Λ−, it must also
fix the only other branch of Ys passing through Q1; therefore, it fixes L1. Since g fixes
Q1 and L1, it must also fix the only other node that lies on L1, namely Q2. Iterating the
argument, one gets that the Galois element g stabilizes each of the Li’s and the Qi’s.

Now choose an element g ∈ GQ that flips Λ+ and Λ−. Since Q1 is a point of Λ−, the
point g · Q1 must belong to Λ+ and lie above Q; we therefore have g · Q1 = Qm. From
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the fact that g · Q1 = Qm and g · Λ− = Λ+, one deduces that g · L1 = Lm−1, and so on.
From this kind of iterative argument, the results follow (how it ends clearly depends on
whether m is even or odd). □

4. Defining the relatively stable model

We are now ready to define the relatively stable model of Y with respect to the Galois
cover Y → X.

Definition 3.8. A model of Y of Y is said to be relatively stable with respect to the
Galois cover Y → X if it is semistable, it is acted upon by G, and its special fiber does
not contain vanishing nodes, (-1)-lines, or horizontal (-2)-curves. If a relatively stable
model exists, the curve Y is said to have relatively stable reduction with respect to the
cover Y → X.

Remark 3.9. If Y is relatively stable and X = Y/G, since Y cannot contain vanishing
nodes, we have Sing(Ys) = f−1(Sing(Xs)), where f : Y → X is the cover map, while
Sing(Xs) and Sing(Ys) are the respective sets of nodes of the semistable models X and Y .

A relatively stable model Yrst can only exist if the curve Y has semistable reduction;
moreover, since Yrst is semistable and contains no (-1)-lines, it is clear that Yrst ≤ Ymin

(provided that Ymin exists, i.e. g(Y ) ≥ 1). It is also clear from the definition that the
property of being relatively stable is preserved and reflected under arbitrary extensions
of R. Finally, we observe that, if the cover Y → X is trivial, a relatively stable model of
Y is nothing but a stable model.

Proposition 3.10. Assume that g(Y ) ≥ 1. The relatively stable model, if it exists, is
unique.

Proof. Let Y1 and Y2 two relatively stable models, and let Y3 be the minimal model
dominating them both; by minimality, each vertical component of (Y3)s is the strict
transform of a component of (Y1)s or of a component of (Y2)s. Since Y1 and Y2 are ≤ Ymin,
we also have Y3 ≤ Ymin; moreover, the model Y3 is semistable since it lies between the
semistable model Y1 and its minimal desingularization Ymin. Since the special fibers of Y1

and Y2 only contain vertical (-2)-curves, the same is true for Y3, thanks to Proposition 3.3.
Suppose by way of contradiction that Y3 ⪈ Y1: this means that some node Q of (Y1)s is
replaced, in (Y3)s, by a chain of m nodes and m− 1 (-2)-curves (with m > 1). But since
(Y3)s does not contain horizontal (-2)-curves, Proposition 3.7 forces Q to be vanishing of
thickness 2, which is a contradiction, since (Y1)s does not contain vanishing nodes. Hence,
we have Y1 = Y3, which is to say that Y1 ≥ Y2; now we get Y1 = Y2 by symmetry. □

From now on, we use the symbol Yrst to denote the relatively stable model of Y
(whenever it exists), while X (rst) = Yrst/G denotes the model of the line X to which it
corresponds in the sense of §3.1.

Lemma 3.11. Assume that g(Y ) ≥ 1 and that Y has a semistable model Y acted upon
by G whose special fiber only consists of horizontal (-2)-curves connected by persistent
nodes. Then we have g(Y ) = g(X) = 1.
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Proof. Let X = Y/G be the semistable model of X from which Y comes. Since
all irreducible components of Ys have abelian rank 0, the same is also be true for all
irreducible components of Xs = Ys/G; if a denotes the abelian rank, we thus have that
a(Ys) = a(Xs) = 0.

Since Ys only consists of (-2)-curves, we have that its dual graph Γ(Ys) is a polygon
with N ≥ 1 sides (when N = 1, it consists of a single vertex, and a loop around it). We
clearly have an action of G on Γ(Ys); moreover, the absence of vanishing nodes ensures
that Γ(Xs) = Γ(Ys)/G (see Remark 3.6).

Let σg be the automorphism of the polygon Γ(Ys) induced by an element g ∈ G.
Then, σg cannot be a reflection: this is because a reflection either fixes a vertex and flips
the two edges it connects, or it fixes an edge flipping the two vertices lying on it; in the
first case, Ys would contain a vanishing node, and in the second one it would contain a
vertical (-2)-curve. Hence, the automorphism σg is necessarily a rotation; the image of G
in Aut(G) is consequently a cyclic subgroup consisting of d rotations for some d|N , and
Γ(Xs) = Γ(Ys)/G is consequently a polygon with N/d sides. If t denotes the toric rank,
we consequently have t(Xs) = t(Ys) = 1.

By the results in §2.1.1.7, we can now conclude that g(Y ) = g(X) = 1. □

Proposition 3.12. Assume that g(Y ) ≥ 2, or that g(Y ) = 1 and g(X) = 0. The
relatively stable model exists if and only if Y has semistable reduction and Ymin contains
no vanishing nodes. If it does exist, the relatively stable model Yrst can be formed by
contracting all horizontal (-2)-curves of the minimal regular model Ymin.

Proof. Suppose the curve Y has semistable reduction and that Ymin contains no van-
ishing nodes. By Lemma 3.11, the special fiber (Ymin)s cannot consist only of horizontal
(-2)-curves, as that would contradict our hypothesis on genera.

We are consequently allowed to form a model Yrst by contracting all horizontal (-2)-
curves of Ymin, and it will still be semistable. It is clear that G acts on Yrst. Suppose
that (Yrst)s contains a horizontal (-2)-curve. Then its strict transform (Ymin)s is still
a horizontal (-2)-curve in light of Proposition 3.3, which contradicts the fact that all
(-2)-curves of (Ymin)s, by construction, get contracted in (Yrst)s.

Suppose now that (Yrst)s contains a vanishing node. Then, in light of Proposition 3.7,
its preimage in (Ymin)s must contain a vanishing node or a vertical (-2)-curve, which is
impossible since (Ymin)s does not contain vanishing nodes by assumption, and its vertical
(-2)-curves do not get contracted in (Yrst)s by construction. Finally, since we have Yrst ≤
Ymin, the special fiber (Yrst)s contains no (-1)-line. Henceforth, the model Yrst is actually
relatively stable.

Let us now prove the converse implication. Suppose that the relatively stable model
Yrst exists. By definition, its specil fiber (Yrst)s only contains persistent nodes; hence, by
Proposition 3.7, the special fiber (Ymin)s is obtained from (Yrst)s by replacing each of its
node with an appropriate chain of horizontal (-2)-curves and persistent nodes and thus
retains the property of not containing vanishing nodes. □

Proposition 3.12 establishes a criterion to determine whether Y has relatively stable
reduction or not by looking at its minimal regular model. Hereafter we propose a refined
version of such a criterion.
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Lemma 3.13. Assume that g(Y ) ≥ 1. Then, given a regular or a semistable model Y of
Y , no (-1)-line of Ys can pass through a vanishing node of Ys.

Proof. Suppose that Q is a vanishing node, and let L be a (-1)-line of Ys passing
through it. Let g ∈ G be an element stabilizing Q and flipping the two branches that pass
through it. It is clear that gL will be another (-1)-line of Ys passing through Q. Since Ys
contains two intersecting (-1)-lines, we have g(C) = 0 by Lemma 2.5, which contradicts
our hypothesis. □

Proposition 3.14. Assume that g(Y ) ≥ 2, or that g(Y ) = 1 and g(X) = 0. The
following are equivalent:

(a) Y has relatevely stable reduction;
(b) Y has semistable reduction, and the vanishing nodes of all models Y of Y acted

upon by G all have even thickness;
(c) Y has semistable reduction, and the vanishing nodes of some semistable model
Y of Y acted upon by G all have even thickness;

(d) Y has semistable reduction, and some semistable model Y of Y acted upon by
G does not contain any vanishing node.

Proof. Let us prove (a) =⇒ (b). We will proceed by way of contradiction: we assume
that there exists a model Y of Y acted upon by G which has a vanishing node Q of odd
thickness t; we need to prove that Ymin contains a vanishing node (see Proposition 3.12).
We have that the minimal desingularization of Y is still semistable, and it also contains
a vanishing node of odd thickness (see Proposition 3.7), hence we lose no generality if
we assume that Y is regular. Let us further assume, without loss of generality, that Y
is minimal (with respect to dominance) among the regular semistable models of Y acted
upon by G and carrying a vanishing node Q. If Y = Ymin, then we are done. If instead
we have Y ⪈ Ymin, then (Y)s contains a G-orbit of (-1)-lines {gL : g ∈ G}; let Y1 be
the semistable model that is obtained by contracting it. Since none of the gL can pass
through the vanishing node Q by Lemma 3.13, the birational map f : Y → Y1 is an
isomorphism above Q1 := f(Q); in particular, the node Q1 is still a vanishing node of odd
thickness of the model Y1, which, by construction, is again regular, semistable and acted
upon by G; this violates the minimality of Y .

The implication (b) =⇒ (c) is obvious; let us therefore prove (c) =⇒ (d). Let Y be
some semistable model of Y whose vanishing nodes all have even thickness; by Proposi-
tion 3.7, the minimal desingularization Y ′ of Y will not contain a vanishing node, whence
(d) follows.

Let us finally prove (d) =⇒ (a). If Y is a model acted upon by G which contains no
vanishing nodes, its minimal desingularization has the same property by Proposition 3.7;
hence we can assume without losing generality that Y is regular, and that it is moreover
minimal (with respect to dominance) in the set of the regular semistable models of Y
acted upon by G that do not contain vanishing nodes. If Y = Ymin, we are done by
Proposition 3.12. If instead we have Y ⪈ Ymin, then the special fiber Ys contains a G-
orbit of (-1)-lines {gL : g ∈ G}; if Y1 is the model we obtain by contracting them all,
the birational map Y → Y1 is clearly an isomorphism above all nodes of Y1. The model
Y1 will also not contain any vanishing node, and by construction it is still semistable and
regular; this violates the minimality of Y . □
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Corollary 3.15. Assume that g(Y ) ≥ 2, or that g(Y ) = 1 and g(X) = 0. The curve Y
always has relatively stable reduction over a large enough finite extension of R.

Proof. After possibly extending R, we may assume that Y has semistable reduction
over R by Theorem 1.1. Let Y be any semistable model of Y acted upon byG. If the model
Y does not contain a vanishing node of odd thickness, then the curve Y has relatively
stable reduction over R by Proposition 3.14. Otherwise, let R′ be any extension of R with
even ramification index e. If we base-change Y to R′, we still have a semistable model,
and the thicknesses of the nodes all get multiplied by e. Hence, all nodes of YR′ have even
thickness, and Y has relatively stable reduction over R′ thanks to Proposition 3.14. □

We end this subsection by pointing out a simple but important property of the rela-
tively stable model.

Proposition 3.16. Suppose that Y has relatively stable reduction. IfW ∈ Irr((X (rst))s) is
a smooth k-curve, then its inverse image in (Yrst)s also is. In particular, if all irreducible
components of (X (rst))s are smooth k-curves, then the same is true of the irreducible
components of (X (rst))s.

Proof. Let Q be a node of (Yrst)s lying over a point P ∈ W . Since Yrst does not
contain vanishing nodes by definition, we have that P is a node of X (rst); moreover,
since the component W is smooth at P , we have that P must connect W with another
irreducible component W ′ ∈ Irr((X (rst))s) distinct from W . We deduce from this that Q
connects two distinct components V and V ′ of (Yrst)s, one lying over W , and the other
lying over W ′. We conclude that, if V1 and V2 are two (possibly coinciding) irreducible
components of (Yrst)s lying over W , they cannot be connected by a node; hence, the
inverse image of W in (Yrst)s is a smooth k-curve. □

5. Finding the relatively stable model

Let us assume, for this subsection, that g(Y ) ≥ 2, or that g(Y ) = 1 and g(X) = 0. The
following result is the analog of Proposition 2.12 for the relatively stable model (instead
of the minimal regular one).

Proposition 3.17. Assume that Y has relatively stable reduction, let X be any model
of X, and let Y be the corresponding model of Y . Then, X ≤ X (rst) if and only if, for all
components V of Ys, we have m(V ) = 1 and one of the following holds:

(i) a(V ) ≥ 1;
(ii) a(V ) = 0 and w(V ) ≥ 3; or
(iii) a(V ) = 0 and w(V ) = (2).

Proof. Suppose first that we have X ≤ X (rst). Given a component V of Ys, its strict
transform V rst in Yrst will have the same the same invariants m, a, w, and w as V by
Lemmas 2.7 and 3.1. Now, since (Yrst)s is reduced, we have m(V ) = 1. Since (Yrst)s
does not contain (-1)-lines or horizontal (-2)-curves, we deduce from Lemma 2.8(c) and
Definition 2.9 (applied to the model Yrst) that one of the three conditions (i), (ii) and (iii)
above must occur.

Now assume that m(v) = 1 and that either (i), (ii), or (iii) holds. By Proposition 2.12,
we deduce that Y ≤ Ymin. Let V be any component of Cs, and let V min be the strict
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transform of V in (Ymin)s, which has the same invariantsm, a, w, and w as V (Lemmas 2.7
and 3.1). Since we are excluding the case that a(V ) = 0 and w(V ) = (1, 1), the transform
V min is not a horizontal (-2)-curve (by Definition 2.9). Hence, all horizontal (-2)-curves
of (Ymin)s get contracted in Ys, which, in light of Proposition 3.12, is equivalent to saying
that Y ≤ Yrst. □

Given any model X of X, Proposition 3.17 allows us to determine whether or not it is
part of X (rst). Meanwhile, the following proposition, allows us to determine the position
of the components of (X (rst))s relative to the given model X , under the assumption that
X ≤ X (min).

Proposition 3.18. Assume that Y has relatively stable reduction, let X be any model
of X, and let Y be the corresponding model of Y . Assume that X ≤ X (min). Then we
have that Ctr(X ,X (rst)) coincides with the set of those points P of Xs above which Ys
has non-nodal singularities or vanishing nodes.

Proof. Let us first remark that the minimal regular model Ymin dominates both Y
and Yrst. Let Q be a point of Ys, and let P be its image in Xs; as discussed in §3.1, we
have P ∈ Ctr(X ,X (rst)) if and only if Q ∈ Ctr(Y ,Yrst).

If Q is a non-singular point of Ys, then in particular it is a regular point of Y , and
hence the minimal desingularization morphism Ymin → Y is an isomorphism above Q (i.e.
no component of (Ymin)s contracts to Q), and hence we have Q ̸∈ Ctr(Y ,Yrst).

Suppose that Q is a persistent node of Ys. Then, its inverse image in (Ymin)s, by
Proposition 3.7, consists of a chain of horizontal (-2)-curves, which will all be contracted
in (Yrst)s (see Proposition 3.12). Hence, we have Q ̸∈ Ctr(Y ,Yrst).

Suppose that Q is a vanishing node of Ys. Since Y has relatively stable reduction,
it must have even thickness (see Proposition 3.14), and thus its inverse image in (Ymin)s
contains a vertical (-2)-curve by Proposition 3.7, which does not get contracted in (Yrst)s
(see Proposition 3.12). Hence, we have Q ∈ Ctr(Y ,Yrst).

Suppose that Q is a non-nodal singularity of Ys; then the morphism Ymin → Y cannot
be an isomorphism above Q (because Ymin is semistable), and the inverse image of Q
in the semistable model Ymin cannot only contain (-2)-curves; otherwise Q would be a
node of Ys. Hence, there exists a component V of (Ymin)s that contracts to Q and is not
a (-2)-curve; by Proposition 3.12, it is clear that V does not get contracted in (Yrst)s.
Hence, we have Q ∈ Ctr(Y ,Yrst). □

The following statement is the analog of Proposition 3.18 in the case X ̸≤ X (min).

Proposition 3.19. Assume that Y has relatively stable reduction, let X be any model
of X, and let Y be the corresponding model of Y . Assume that X ̸≤ X (min), that Xs
is irreducible and that Ys is reduced. Then, Ys has a unique singular point Q, which is
a non-nodal singularity, and we have Ctr(X ,X (rst)) = {f(Q)}, where f : Y → X is the
cover map.

Proof. Since X has an irreducible special fiber, the components {Vi}Ni=1 of Ys are
transitively permuted byG, and hence the invariantsm(Vi), a(Vi) and w(Vi) do not depend
on i. Since Ys is reduced, we have m(Vi) = 1, and since Y ̸≤ Ymin, we have a(Vi) = 0 and
w(Vi) = 1 by Proposition 2.12. This implies in particular that there is a unique singular
point Qi of Ys that lies on Vi; moreover, since Ys is connected, the Qi’s must all coincide.
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We conclude that Ys contains a unique singular point Q. If Q were a node, then Ys would
be semistable, and its vertical components would all be (-1)-lines by Lemma 2.8(c), which
is impossible since g(Y ) ≥ 1. Hence, Q is a non-nodal singularity of Ys. Let Y ′ be the
minimal desingularization of Y ; we have dominance relations Y ≤ Y ′ ⪈ Ymin ≥ Yrst.
Since Y ̸≤ Ymin, we have Y ̸≤ Yrst, which implies that Ctr(Y ,Yrst) ̸= ∅. Since the
desingularization Y ′ → Y is necessarily an isomorphism above the smooth points of Ys,
the set Ctr(Y ,Yrst) cannot contain any point of Ys other then Q. □

When X is a smooth model, the (other) components of X (rst) are contracted precisely
to the points of Xs above which Ys is singular, as the following corollary emphasizes.

Corollary 3.20. Assume that Y has relatively stable reduction, let X be any model of
X, and let Y be the corresponding model of Y . Assume that Y has reduced special fiber.
Then we have Ctr(X ,X (rst)) = f(Sing(Ys)), where f : Y → X is the covering map and
Sing(Ys) is the set of all singular points of Ys.

Proof. This is immediate from Propositions 3.18 and 3.19. □



CHAPTER 4

Models of hyperelliptic curves

In this section, we specialize to the case in which the Galois cover Y → X that we
considered in §3 is the degree-2 map from a hyperelliptic curve Y of genus g ≥ 1 to the
projective line X (see §1.5.5.2). Our main aim, for this and the following sections, is
computing the relatively stable model Yrst of Y that we defined in §3.4. After recalling
some basic general facts about hyperelliptic curves in §4.1, we describe the semistable
models of the line X in §4.2: we will see how smooth models of the line correspond to
discs D ⊆ K̄, while the semistable ones correspond to certain finite collections D of discs.
After introducing the notion of a part-square decomposition of a polynomial in §4.3, we
exploit it in §4.4 to describe the model of the hyperelliptic curve Y corresponding to a
given smooth model of the line X (i.e., to a given disc D). The special fiber of such models
of Y will be more thoroughly studied in §4.5 and §4.6, and each of the two subsections
provides a criterion to decide whether a disc D belongs to the collection D that defines the
semistable model of the line X (rst) from which Yrst comes (Theorem 4.32 for the separable
case, and Proposition 4.35 for the inseparable case).

1. Equations for hyperelliptic curves

We let F be any field and write X := P1
F for the projective line over F . In this

subsection, we review basic facts and definitions relating to hyperelliptic curves over F
which can be found in [11, §7.4.3].

Definition 4.1. A hyperelliptic curve over F is a smooth curve Y/F of genus g ≥ 1 along
with a separable (branched) covering morphism Y → X of degree 2, which we call the
hyperelliptic map.

It is possible through repeated applications of the Riemann-Roch Theorem to show
the well-known fact that the affine chart x ̸= ∞ of any hyperelliptic curve Y/F can be
described by an equation of the form

(10) y2 + q(x)y = r(x),

where deg(q) ≤ g + 1 and deg(r) ≤ 2g + 2 and the hyperelliptic map is given by the
coordinate x : Y → X. If F has characteristic different from 2, a suitable change of the
coordinate y allows us to convert this equation into the simpler form y2 = r(x) + 1

4
q2(x),

from which it is clear that the smoothness condition implies that the polynomial f(x) :=
r(x)+ 1

4
q2(x) must be separable. Over the complementary affine chart of P1

F where x ̸= 0,
the hyperelliptic curve Y can be described by the equation

(11) y̌2 + q̌(x̌)y̌ = ř(x̌),

where x̌ = x−1, y̌ = x−(g+1)y, q̌(x̌) = x−(g+1)q(x), and ř(x̌) = x−(2g+2)r(x). Note that the
polynomial q̌(z) ∈ F [z] (resp. ř(z) ∈ F [z]) differs from the polynomial q(z) ∈ F [z] (resp.
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r(z) ∈ F [z]) only in that each power zi which appears in the polynomial is replaced by
zg+1−i (resp. z2g+2−i) while the coefficients remain the same.

If F has characteristic different from 2 (i.e. if we consider tame hyperelliptic curves),
the Riemann-Hurwitz formula ensures that the ramification locus of YF̄ → XF̄ consists of
2g + 2 points of YF̄ , lying over 2g + 2 distinct branch points of XF . In fact, the branch
locus determines a hyperelliptic curve almost completely, as we see from the following
proposition.

Proposition 4.2. Given a field F of characteristic different from 2, and letting X be the
projective line P1

F , the following data are equivalent:
(i) a hyperelliptic curve Y of genus g having rational branch locus, endowed with a

distinguished hyperelliptic map Y → X;
(ii) a separable polynomial f(x) ∈ F [x] of degree 2g + 1 or 2g + 2 all of whose roots

lie in F , modulo multiplication by a scalar in (F×)2; and
(iii) a cardinality-(2g+2) subset B ⊂ X(F ) together with an element c ∈ F×/(F×)2.

Moreover, in (ii) above, the polynomial f will have degree 2g + 1 (resp. 2g + 2) if in
the context of (iii) above the coordinate of X is chosen such that ∞ is (resp. is not) an
element of B.

Proof. We construct the above equivalences as follows. Given a hyperelliptic curve
Y as in (i), we denote the distinguished hyperelliptic map by x : Y → X. Clearly,
the morphism x can be viewed as an element of the function field F (Y ); in fact, as
the hyperelliptic map is not constant, we must have F (X) = F (x) ↪→ F (Y ). Since the
hyperelliptic map has degree 2, the extension F (Y ) ⊃ F (X) must be generated by a single
element y ∈ F (Y )∖F (X) with y2 ∈ F (X); after multiplying y by a suitable polynomial in
x, we may assume that f(x) := y2 ∈ F [x]. Then it is straightforward to see that the affine
open subset of Y given by the inverse image of A1

F under the hyperelliptic map is described
by the equation y2 = f(x). The roots of f clearly coincide with the points on A1

F̄
over

which the hyperelliptic map is ramified; meanwhile, one sees by applying the Riemann-
Hurwitz formula that the map Y → X must have exactly 2g + 2 ramification points.
Therefore, the polynomial f has 2g+ 1 (resp. 2g+ 2) roots all lying in F if ∞ ∈ X(F ) is
(resp. is not) a ramification point. This polynomial f (modulo multiplication by elements
in (F×)2) gives us the data in (ii).

Given the data in (ii), let R ⊂ X(F ) ∖ {∞} be the subset of roots of f and let
c ∈ F×/(F×)2 be the leading coefficient of f modulo squares of elements in F×. Setting
B = R (resp. B = R∪ {∞}) if the degree of f is 2g + 1 (resp. 2g + 2), we have that the
set B has cardinality 2g + 2 and we get the data of (iii).

Finally, given a cardinality-(2g + 2) subset B ⊂ X(F ) and a scalar c ∈ F×/(F×)2,
write c̃ ∈ F× for a representative of c and let Y/F be the smooth completion of the affine
curve over F described by the equation

(12) y2 = f(x) := c̃
∏

a∈B∖{∞}

(x− a).

Then it is easy to check that Y satisfies the criteria given in (i), with the hyperelliptic
map being given by the function x ∈ F (Y ). If a different representative c̃′ ∈ F× is chosen
for c in order to define f , then we must have c̃′ = γ2c̃ for some γ ∈ F×, and replacing the
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coordinate y by γy gives us the same equation (12) and therefore the same curve Y , so
the data in (i) is uniquely determined by (iii). □

Remark 4.3. Suppose that in the context of the above proposition, none of branch
points of Y → X is∞. We may then find an isomorphic hyperelliptic curve over F whose
branch points over X include the point ∞ ∈ X(F ) by applying an automorphism of the
projective line X which moves one of the branch points to ∞. More precisely, if a0 is the
x-coordinate of a branch point of Y → X that does not coincide with ∞, we perform
the substitution (x, y) 7→ ((x − a0)−1, x̌g+1y̌) and get a curve (isomorphic over F to our
original one) ramified over ∞ ∈ X(F ) defined by an equation of the form y2 = f(x),
where f(x) ∈ F [x] is a polynomial of degree 2g + 1.

From now on, we assume that F is the discretely-valued field K satisfying the condi-
tions given in §1.5. In light of the remark above, up to possibly replacing K with a finite
extension (so that at least one of the branch points of the cover Y → X is rational), we
can and will make the following assumption throughout the rest of the work.

Hypothesis 4.4. The hyperelliptic curve Y is defined over K by the equation y2 = f(x),
where x is the standard coordinate of X = P1

K , and f(x) ∈ K[x] is a polynomial of (odd)
degree 2g + 1, where g is the genus of Y .

Proposition 4.2 allows us to treat the hyperelliptic curve Y essentially as a marked
line. This is peculiar to the hyperelliptic case: if we were to deal with a tame Galois
covering of the line of degree greater than 2, the same branch locus would in general
be shared by multiple branched coverings corresponding to various possible monodromy
actions.

Our aim will be constructing semistable models of a given hyperelliptic curve Y → X
by normalizing some carefully chosen semistable models of the line X in the quadratic
extension K(X) ⊆ K(Y ). We will start by analyzing smooth and semistable models of
the line X in the next subsection; in the subsequent ones, we will turn our attention to
the corresponding models of Y .

2. Models of the projective line

As before, let X := P1
K be the projective line, and let x denote its standard coordinate.

Given α ∈ K̄ and β ∈ K̄×, one can define a smooth model Xα,β of X over the ring of
integers R′ of K ′ := K(α, β) ⊆ K̄) by declaring Xα,β := P1

R′ , with coordinate xα,β :=
β−1(x − α), as an R′-scheme, and identifying the generic fiber Xη with X via the linear
transformation xα,β = β−1(x − α). If (α1, β1) and (α2, β2) are such that v(α1 − α2) ≤
v(β1) = v(β2), then Xα1,β1 and Xα2,β2 are isomorphic as models of X, the isomorphism
being given by the change of variable xα2,β2 = uxα1,β1 + δ, where u is the unit β1(β2)

−1

and δ is the integral element β−1
2 (α1−α2). In other words, the model Xα,β only depends,

up to isomorphism, on the disc D = Dα,b := {x ∈ K̄ : v(x − α) ≤ b} of center α and
depth b := v(β); for this reason, we will often denote Xα,β by XD.

Proposition 4.5. The construction D 7→ XD described above defines a bijection between
the discs of K̄ and the smooth models of X defined over finite extensions of R considered
up to isomorphism (two models X1/R

′
1 and X2/R

′
2 are considered isomorphic if they

become so over some common finite extension R′′ ⊇ R′
1, R

′
2).
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L′L

∞

L′L L′L

∞

Case (a): D ⊊ D′ Case (b): D′ ⊊ D Case (c): D ∩D′ = ∅

∞

xα,β =∞
xα′,β′ = (β′)−1(α− α′) ̸=∞

xα,β = β−1(α′ − α) ̸=∞
xα′,β′ =∞

xα,β =∞
xα′,β′ =∞

Figure 1. The special fiber of the minimal model X{D,D′} dominating XD
and X ′

D. Here, L and L′ are the lines corresponding to the discs D and D′

respectively.

Proof. Given a smooth model of the line X over the ring of integers R′ of some finite
extension K ′/K, one may prove that there exists an isomorphism of R′-schemes X ∼= P1

R′

(see [11, Exercise 8.3.5]), which immediately implies that X is isomorphic, as a model, to
XD for some uniquely determined disc D = Dα,b with α ∈ K ′ and b ∈ v((K ′)×). □

Given two discs D = Dα,b and D
′ = Dα′,b′ , we want to compare the smooth models

XD and XD′ : using the notation introduced in §2.1.1.3, we have the following proposition,
which can be verified by an immediate computation.

Proposition 4.6. With the notation above, assume D ̸= D′, and let P ∈ (XD)s(k) and
P ′ ∈ (XD′)s(k) be the points such that Ctr(XD,XD′) = {P} and Ctr(XD′ ,XD) = {P ′}.
Then there are the following three possibilities (illustrated in Figure 1):

(a) whenD ⊊ D′, P is the point xα,β =∞ and P ′ is the point xα′,β′ = (β′)−1(α− α′) ̸=
∞;

(b) when D′ ⊊ D, P is the point xα,β = β−1(α′ − α) ̸= ∞, and P ′ is the point
xα′,β′ =∞; or

(c) when D ∩D′ = ∅, P is the point xα,β =∞ and P ′ is the point xα′,β′ =∞.

If D = {D1, . . . , Dn} is a non-empty, finite collection of discs of K̄, one can form
a corresponding model XD, which is defined as the minimal model dominating all the
smooth models {XD : D ∈ D}. Its special fiber is a reduced k-curve of arithmetic genus
pa((XD)s) = g(X) = 0, i.e. it consists of n lines L1, . . . , Ln corresponding to the discs Di’s
meeting each other at ordinary multiple points, without forming loops.

Proposition 4.7. The construction D 7→ XD described above defines a bijection between
the finite non-empty collection of discsD of K̄ and the models ofX having reduced special
fiber defined over finite extensions of R, considered up to isomorphism (two models X1/R

′
1

and X2/R
′
2 are considered isomorphic if they become so over some common finite extension

R′′ ⊇ R′
1, R

′
2).

Proof. Suppose that X is a model of the line X with reduced special fiber, and let
{L1, . . . , Ln} be the components of its special fiber Xs. For each i, let Xi be the model of
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obtained from X by contracting all lines in Irr(Xs), except for Li it is easy to prove that
Xi is smooth (see, for example, [11, Exercise 8.3.5]), so that, by Proposition 4.5, Xi = XDi

for some uniquely determined disc Di ⊂ K̄. Now the model X can be described as the
minimal model dominating all the Xi’s, i.e. we have X ∼= XD with D = {D1, . . . , Dn}. □

Proposition 4.8. Suppose that X/R′ is a semistable model of the line X for some
finite extension R′/R, such that there are discs Dα,b ⊊ Dα′,b′ ⊂ K̄ corresponding to two
intersecting components of (X )s. Then the thickness of the node where they intersect is
given by the formula (b′ − b)/v(π), where π ∈ K̄ is a uniformizer of R′.

Proof. We can clearly replace the center α′ with α ∈ Dα,b ⊊ Dα′,b′ ; now choosing
β, β′ ∈ K̄× be scalars such that v(β) = b and v(β′) = b′. Then, with the notation above,
we have coordinates xα,β and xα,β′ corresponding to each of these components of (X )s,
and these coordinates are related by the equation xα,β = β′β−1xα,β′ . Locally around the
point of intersection, a defining equation is xα,βx

∨
α,β′ = β′β−1, where x∨α,β′ = x−1

α,β′ , and so

the thickness by definition is equal to v(β′β−1)/v(π) = (b′ − b)/v(π). □

Proposition 4.7 certainly implies that a semistable model of the line always has the
form XD for some finite non-empty family of discs D; however, it is not always true that,
given a collection of discs D, the corresponding model XD of the line is semistable. In
fact, its special fiber (XD)s is always a k-curve with at worst ordinary singularities, but
it is possible that more than two lines Li ∈ Irr((XD)s) intersect at the same ordinary
multiple point, violating semistability. However, it is not difficult to give a combinatorial
necessary and sufficient condition for a collection D of discs to give rise to a semistable
model.

Proposition 4.9. The model XD of X corresponding to a finite non-empty collection
of discs D is semistable if and only if it satisfies the following property: if three discs
D1, D2, D3 ∈ D satisfy any of the three conditions

(a) D1, D2, D3 ∈ D are mutually disjoint, and any disc in K̄ containing two of them
also contains the third one;

(b) D1, D2, D3 ∈ D are mutually disjoint, and there exists a disc in K̄ containing D1

and D2 that is disjoint from D3; or
(c) D3 ⊇ D1 ∪ D2, and D3 is not minimal among the discs of K̄ satisfying this

property,

then, letting D be the minimal disc of K̄ containing both D1 and D2, we have D ∈ D.

The proof of the proposition relies on the following elementary lemma.

Lemma 4.10. We have the following.

(a) Given three discs D1, D2, D3 ⊂ K̄, some permutation of them satisfies the as-
sumptions (a), (b) or (c) of Proposition 4.9 if and only if (X{D1,D2,D3})s consists
of three lines L1, L2 and L3 meeting at an ordinary triple point.

(b) Given three discs D1, D2 and D3 satisfying the assumptions (a), (b) or (c) of
Proposition 4.9, and letting D be the minimal disc containing D1 and D2, we
have that the three lines L1, L2 and L3 corresponding to D1, D2, and D3 do not
intersect each other in the special fiber of X{D1,D2,D3,D}, and they intersect the
line L corresponding to the disc D at three distinct points (see Figure 2).
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L1 L2 L3

L

Case (a)

∞

L1 L2 L3

L

Case (b)

L1 L2 L3

L

Case (c)

∞

∞

Figure 2. When three discs D1, D2, D3 satisfy the assumptions of points
(a), (b) or (c) of Proposition 4.9. and D is the minimal disc containing
D1 and D2, then the special fiber of X{D1,D2,D3,D}, has the shape depicted
above (the converse is actually also true). In the picture, Li is the line
corresponding to the disc Di, and L is the line corresponding to the disc D.

Proof. The lemma can be proved by means of straightforward computations, which
we omit. □

Proof of Proposition 4.9. Both implications will be proved by way of contradic-
tion.

Assume that XD is not semistable, so that there exists an ordinary singular point
P ∈ (XD)s through which three distinct lines L1, L2, L3 ∈ Irr((XD)s) pass; letting D1, D2

and D3 the corresponding three discs, Lemma 4.10(a) ensures that they satisfy (possibly
after performing a permutation) condition (a), (b) or (c) of Proposition 4.9. Now if D is
the minimal disc containing D1 and D2, then we certainly have D ̸∈ D: otherwise, we
would have XD ≥ X{D1,D2,D3,D}, and this would prevent L1, L2 and L3 from intersecting
each other in XD by Lemma 4.10(b).

Conversely, assume that D1, D2, D3 ∈ D are three discs satisfying either condition
(a), (b) or (c) of Proposition 4.9, and such that D ̸∈ D, where D is the minimal disc
containing D1 and D2. Let P be the point of (XD)s such that Ctr(XD,XD) = {P}; in
other words, P is the point of (XD)s to which the unique line L of which the special
fiber of XD consists is contracted. We observe that, in the model X{D1,D2,D3,D}, the line
L corresponding to the disc D intersects the rest of the special fiber at more than 2
points (this follows from Lemma 4.10(b)); the same will consequently also be true in
the model XD∪{D} ≥ X{D1,D2,D3,D}. Hence, at least 3 lines will pass through the point
P ∈ (XD)s to which the line L ∈ Irr((XD∪{D})s) gets contracted, which implies that XD is
not semistable. □

The following way of rephrasing the conditions (a), (b) and (c) of Proposition 4.9 will
also be useful later.

Proposition 4.11. Given a collection of discs D and a disc D of K̄, the following are
equivalent:

(i) there exist discs D1, D2, D3 ∈ D which satisfy conditions (a), (b) or (c) of Propo-
sition 4.9 and the disc D is the minimal disc of K̄ containing D1 and D2;

(ii) we have |Ctr(XD,XD)| ≥ 3.
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Proof. First assume that (i) holds. It follows from Lemma 4.10(b) that |Ctr(XD,X{D1,D2,D3})| =
3, which implies (ii), since we clearly have Ctr(XD,X{D1,D2,D3}) ⊆ Ctr(XD,XD). Now as-
sume that (ii) holds; from |Ctr(XD,XD)| ≥ 3 one deduces that there exist discs D1, D2,
and D3 ∈ D such that Ctr(XD,X{D1,D2,D3}) =

⋃3
i=1Ctr(XD,XDi

) consists of three distinct
points of (XD)s; now (i) follows from straightforward calculations, taking into account
Proposition 4.6. □

Given any non-empty collection of discs D, we can complete it to a family Dss of discs
corresponding to a semistable model: it is enough that, for every three discs D1, D2, D3 ∈
D satisfying the conditions (a), (b) or (c) of Proposition 4.9, the minimal disc containing
D1 and D2 is added to D. It is not difficult to see that the resulting family of discs
Dss ⊇ D satisfies the hypothesis of Proposition 4.9 and consequently corresponds to the
minimal semistable model XDss of the line X that dominates XD.

Remark 4.12. Suppose a non-empty collection of discs D corresponding to a semistable
model XD is given, and let D′ ⊆ D be a non-empty subfamily. Suppose that, for all
D ∈ D ∖ D′, there exists three discs D1, D2, D3 ∈ D satisfying the conditions (a), (b)
or (c) of Proposition 4.9, and such that D is the minimal disc of K̄ containing D1 and
D2 – by Proposition 4.11, this condition can be equivalently expressed by saying that,
for all D ∈ D ∖D′, the set Ctr(XD,XD) consists of three or more points. Then, D can
be reconstructed from D′ by applying the completion procedure described above, i.e. we
have D = (D′)ss.

3. Part-square decompositions

We begin this subsection by defining a part-square decomposition, and then we study
part-square decompositions with certain properties.

Definition 4.13. Given a nonzero polynomial h(x) ∈ K̄[z], a part-square decomposition
of h is a way of writing h = q2 + ρ for some q(x), ρ(x) ∈ K̄[x], with deg(q) ≤ ⌈deg(h)/2⌉.
Remark 4.14. The definition forces deg(ρ) ≤ deg(h) when h has even degree and
deg(ρ) ≤ deg(h) + 1 when h has odd degree. The definition allows q to be equal to
zero.

Given a part-square decomposition h = q2 + ρ, we define the rational number tq,ρ :=
v(ρ)− v(h) ∈ Q ∪ {+∞}.
Definition 4.15. We define the following properties of a part-square decomposition h =
q2 + ρ.

(a) The decomposition is said to be good either if we have tq,ρ ≥ 2v(2) or if we have
tq,ρ < 2v(2) and there is no decomposition h = q̃2 + ρ̃ such that tq̃,ρ̃ > tq,ρ.

(b) The decomposition is said to be totally odd if ρ only consists of odd-degree terms.

Remark 4.16. The trivial part-square decomposition h = 02 + h has t0,h = 0; this
immediately implies that all good decompositions h = q2 + ρ satisfy tq,ρ ≥ 0. When
p ̸= 2, the converse also holds because we have 2v(2) = 0.

Remark 4.17. If h = q2 + ρ = (q′)2 + ρ′ are two good part-square decompositions for
the same nonzero polynomial h, then we have min{tq,ρ, 2v(2)} = min{tq′,ρ′ , 2v(2)} directly
from Definition 4.15.
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Proposition 4.18. Let h = q2+ρ be a part-square decomposition satisfying tq,ρ < 2v(2).
Then we have the following.

(a) The decomposition h = q2 + ρ is good if and only if the normalized reduction of
ρ is not the square of a polynomial with coefficients in k.

(b) Suppose that the decomposition h = q2 + ρ is good and that h = q̃2 + ρ̃ is
another good decomposition. Then given any normalized reductions of ρ and
ρ̃ respectively, the same odd degrees appear among terms in these normalized
reductions, and their derivatives are equal up to scaling.

Proof. We begin by proving part (a). If tq,ρ < 0, the decomposition is not good (see
Remark 4.16), and any normalized reduction of ρ is a square, since it is a scalar multiple
of a normalized reduction of q2. We now have to prove the two implications when tq,ρ ≥ 0.

Suppose that h = q2 + ρ satisfies 0 ≤ tq,ρ < 2v(2) but is not good, so that another
decomposition h = q̃2(x) + ρ̃(x) with tq̃,ρ̃ > tq,ρ can be found. Let us now consider q + q̃
and q− q̃: their product has valuation v(q2− q̃2) = v(ρ̃− ρ) = v(ρ), while their difference
has valuation

(13) v(2q̃) = v(2) +
1

2
v(h− ρ̃) ≥ v(2) +

1

2
v(h) >

1

2
v(ρ).

From this, it is immediate to deduce that they must both have valuation equal to 1
2
v(ρ).

We may now write

(14) ρ = ρ̃+ 2q̃(q̃ − q)− (q̃ − q)2.
But we observe that that the first two summands both have valuation > v(ρ). This
implies that the normalized reduction of ρ is a square.

Conversely, suppose that the decomposition satisfies 0 ≤ tq,ρ < 2v(2) and that the
normalized reduction of ρ is a square; this is clearly equivalent to saying that we can
form a part-square decomposition ρ = q21 + ρ1 of the polynomial ρ that satisfies tq1,ρ1 > 0;
hence, we have v(q1) =

1
2
v(ρ) and v(ρ1) > v(ρ).

Let us now consider the part-square decomposition h = q̃2 + ρ̃, where q̃ := q + q1 and
ρ̃ = ρ1−2qq1. Notice that the assumption tq,ρ ≥ 0 implies that v(q) ≥ v(h)/2; we therefore
have v(2qq1) ≥ v(2)+ 1

2
v(h)+ 1

2
v(ρ) > v(ρ). We conclude that v(ρ̃) = v(ρ1−2qq1) > v(ρ),

i.e. tq̃,ρ̃ > tq,ρ; therefore, the original part-square decomposition h = q2 + ρ was not good.
Thus, both directions of part (a) are proved.

We now turn to part (b) and assume that h = q2 + ρ = q̃2 + ρ̃ are both good
decompositions. Then both (13) and (14) are still valid, and the fact that v(ρ) = v(ρ̃)
implies that v(2q̃(q̃ − q) − (q − q̃)2) ≥ v(ρ). Then if v(q − q̃) < 1

2
v(ρ), from (14) we

must have v(2q̃(q̃ − q)) = v((q − q̃)2) < v(ρ), which contradicts (13). We therefore have
v(q̃ − q) ≥ 1

2
v(ρ), from which v(2q̃(q̃ − q)) > 1

2
v(ρ) follows from (13).

Let γ ∈ K̄ be a scalar with v(γ) = v(ρ) = v(ρ̃). If v(q̃ − q) > 1
2
v(ρ), then (14) shows

that v(ρ̃ − ρ) > v(ρ) and so γ−1(ρ̃ − ρ) has positive valuation; therefore, the reductions
of γ−1ρ and γ−1ρ̃ are equal, and we are done. If v(q̃ − q) = 1

2
v(ρ), then γ−1(ρ̃ − ρ)

reduces to a square (namely a normalized reduction of q̃ − q squared); the square of a
polynomial in k[x] has only even-degree terms, and its derivative vanishes, which shows
that the reductions of γ−1ρ and γ−1ρ̃ have the same odd degrees appearing and have the
same derivative. Thus again we are done, and part (b) is proved. □
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Corollary 4.19. Every totally odd part-square decomposition of a polynomial is good.

Proof. Suppose that the decomposition h = q2 + ρ is totally odd. If tq,ρ ≥ 2v(2),
then we are already done, so assume that tq,ρ < 2v(2). Then since ρ consists only of
odd-degree terms, the same is true of any normalized reduction of ρ, which consequently
cannot be the square of any polynomial in k[z]. Then Proposition 4.18 implies that the
decomposition is good. □

We now want to show that a good part-square decomposition of a polynomial always
exists, for which, thanks to Corollary 4.19, it suffices to show that a polynomial always
has a totally odd part-square decomposition.

Proposition 4.20. Given a nonzero polynomial h(z) ∈ K̄[z], there always exists a totally
odd part-square decomposition h = q2 + ρ with q(z), ρ(z) ∈ K̄[z].

Proof. We write he(z) and ho(z) for the sums of the even- and odd- degree terms
of h(z) respectively, so that h = he + ho. We denote the degree of he by 2m. As all

terms of he have even degree, we may write he(z) = ĥ(z2) for some uniquely determined

ĥ(z) ∈ K[z] of degree m. Let α1, . . . , αm ∈ K̄ be the roots of ĥ, and let us denote by
c ∈ K its leading coefficient. Let us also choose a square root

√
c ∈ K̄ of c and a square

root
√
αi ∈ K̄ of each root of ĥ, and let us define

ĥ+(z) :=
√
c
∏
i

(z +
√
αi) = c0z

m + c1z
m−1 + . . .+ cm,

ĥ−(z) :=
√
c
∏
i

(z −
√
αi) = c0z

m − c1zm−1 + . . .+ (−1)mcm.

It is clear that we have he(z) = ĥ+(z)ĥ−(z); exploiting this factorization of he, we may
write the kth-order coefficient of h, whenever k is even, as

(15)
∑

i+j=2m−k

(−1)icicj.

If we now choose a square root
√
−1 ∈ K̄ of −1, and we define

c′i :=

{
ci if i is even,√
−1 · ci if i is odd,

we may rewrite the expression (15), for all even values of k, in the more symmetric form

(16)
∑

i+j=2m−k

c′ic
′
j.

If we now set q(z) = c′0z
m + . . . + c′m, the even-degree terms of q2 reproduce he. Hence,

the polynomial ρ(z) := h(z) − q2(z) only consists of odd-degree terms: in other words,
h = q2 + ρ is a totally odd part-square decomposition for h. □

We note that, if a nonzero polynomial h ∈ K̄[z] is written as a product of factors

h =
∏N

i=1 hi with hi ∈ K̄[z], then, given part-square decompositions hi = q2i + ρi, with
qi, ρi ∈ K̄[z], one can use them to form a part-square decomposition h = q2 + ρ, where

q =
∏N

i=1 qi and ρ = h− q2. We have the following.
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Proposition 4.21. In the setting above, let ti := tqi,ρi and t := tq,ρ.

(a) If ti ≥ 0 for all i, then we have t ≥ min{t1, . . . tN}.
(b) If ti ≥ 0 for all i, and the minimum min{t1, . . . tN} is achieved by only one of the

ti’s, then we have t = min{t1, . . . tN}; moreover, in this case, if i0 is the index
such that ti0 < ti for all i, then the part-square decomposition of h is good if and
only if that of hi0 is.

(c) Assume that N = 2, and suppose that, for all roots s1 in K̄ of h1 and for all
roots s2 of h2, we have v(s1) > 0 but v(s2) < 0; assume, moreover, that both
decompositions hi = q2i + ρi are good. Then, if min{t1, t2} < 2v(2), we have
t = min{t1, t2}, and the corresponding decomposition of h is also good.

Proof. Let us first address points (a) and (b). It is clearly enough to prove these
results for N = 2. In this case, we have

(17) ρ = h− q2 = (q21 + ρ1)(q
2
2 + ρ2)− (q1q2)

2 = g1 + g2 + g3,

where g1, g2, g3 ∈ K̄[z] are the polynomials

(18) g1 = ρ1q
2
2, g2 = ρ2q

2
1, g3 = ρ1ρ2.

Since ti ≥ 0, i.e. v(ρi) ≥ v(hi), we have v(q
2
i ) = v(hi−ρi) ≥ v(hi) for i = 1, 2. Moreover, we

have v(ρi) = v(hi)+ ti. We therefore get v(g1) ≥ t1+ v(h), v(g2) ≥ t2+ v(h), and v(g3) ≥
t1 + t2 + v(h); all three thresholds are clearly ≥ min{t1, t2}+ v(h), from which we deduce
v(ρ) ≥ min{t1, t2}+ v(h), and thus t ≥ min{t1, t2}.

To prove part (b), let us now further assume that t1 < t2. This implies, in particular,
t2 > 0; hence we have v(ρ2) > v(h2) and v(q

2
2) = v(h2− ρ2) = v(h2), and we consequently

get v(g1) = t1+v(h). We deduce from this that v(g2) ≥ t2+v(h) > v(g1), and v(g3) ≥ t1+
t2+v(h) > v(g1). It follows that v(ρ) = v(g1) = t1+h, implying that t = t1 = min{t1, t2}.
Moreover, the normalized reduction of ρ equals that of g1 = ρ1q

2
2; as a consequence, the

normalized reduction of ρ is a square if and only if that of ρ1 is. From this, together with
the fact that t1 = t, we deduce that h = q2 + ρ is a good decomposition if and only if
h1 = q21 + ρ1 is (see Proposition 4.18).

Let us now address part (c). Let di be the degree of hi, and let γi ∈ K̄× be an element
of valuation v(hi) for i = 1, 2. Since we are assuming that v(s1) > 0, for all root s1 of

h1 we have γ−1
1 h1(z) = c1z

d1 for some c1 ∈ k×; similarly, since we have v(s2) < 0 for all

roots s2 of h2 we have that γ−1
2 h2(z) is a constant c2 ∈ k×. Since the decompositions of

h1 and h2 are assumed to be good, we have t1, t2 ≥ 0; moreover, from the fact that the
normalized reduction of h2 is a square we deduce, via Proposition 4.18, that t2 > 0. Now,
when t1 ̸= t2 the conclusion follows from (b). We are consequently only left to address
the case where 0 < t1 = t2 < 2v(2). Here we already know that t > 0 from part (a), and

that d1 must necessarily be even, because, since t1 > 0, γ−1
1 h1 = γ−1

1 q21 must be a square;
let us write d1 = 2m.

In the case we are considering, we clearly have that v(g1) = v(g2) = t1 + v(h), while
v(g3) > t1 + v(h). If we let γ ∈ K̄× be any element of valuation t, we consequently have
that

(19) γ−1
1 γ−1

2 γ−1ρ = (γ−1
2 h2)r1 + (γ−1

1 h1)r2 = c2r1 + c1z
2mr2



48 4. MODELS OF HYPERELLIPTIC CURVES

where r1 := γ−1γ−1
1 ρ1 and r2 := γ−1γ−1

2 ρ2, so that r1 and r2 are normalized reduction of
ρ1 and ρ2, respectively. We remark r1 has degree deg(r1) ≤ 2m; hence, if an odd-degree
term of degree s appears in the normalized reduction r1 of ρ1 (resp. in the normalized
reduction r2 of ρ2), then an odd-degree term of degree s (resp. s + 2m) will also show

up in γ−1
1 γ−1

2 γ−1ρ: roughly speaking, in the expression for γ−1
1 γ−1

2 γ−1ρ no cancellation
occurs between the odd-degree monomials of r1 and those of r2. We conclude that, since

r1 and r2 are not squares by Proposition 4.18, the reduced polynomial γ−1
1 γ−1

2 γ−1ρ is not
a square, so that v(ρ) = t1 + v(h) (i.e., t = t1 = t2), and the decomposition of h is good
by Proposition 4.18. □

4. Forming models of Y using part-square decompositions

In this subsection, we compute the model of the hyperelliptic curve Y : y2 = f(x)
corresponding to any given smooth model of the projective line X, in the sense of §3.1.
More precisely, let D := Dα,b be a disc in K̄ with α ∈ K̄ and b = v(β) for some β ∈ K̄×.
To this disc we can attach (see §4.2) a smooth model XD of the line X, defined over some
extension of R. We will show that, after possibly replacing this extension with a further
extension R′, which in particular will be large enough so that fα,β admits a good part-
square decomposition fα,β = q2α,β + ρα,β over the fraction field K ′ of Frac(R′), the model
of Y corresponding to XD/R′ has reduced special fiber, and its equation can explicitly
be written using qα,β and ρα,β; we will denote this model by YD. Here, xα,β denotes
the coordinate obtained from x by translating by α and scaling by β, and fα,β(xα,β) is
the polynomial obtained by applying those transformations to f (see §1.5.5.4 for this
notational convention).

The strategy will be the following one: after a suitable change of the coordinate y, we
will rewrite the equation y2 = fα,β(xα,β) of the hyperelliptic curve Y in the form

(20) y2 + q0(xα,β)y − ρ0(xα,β) = 0, with deg(q0) ≤ g + 1, deg(ρ0) ≤ 2g + 2,

such that the following conditions are satisfied:

(a) ρ0 and q0 have integral coefficients (i.e., we have ρ0(xα,β), q0(xα,β) ∈ R′[xα,β]);
(b) the k-curve given by the reduction of the equation in (20) is reduced.

Then, the model YD is constructed as follows. The equation in (20) above defines a
scheme W over R′ whose generic fiber is isomorphic to the affine chart xα,β ̸= ∞ of the
hyperelliptic curve Y . The coordinate xα,β defines a map W → XD, whose image is the
affine chart xα,β ̸=∞ of XD. Over the affine chart xα,β ̸= 0 of XD, we can correspondigly
form the R′-scheme W∨ defined by the equation

y̌2 + q∨0 (x̌α,β)y̌ − ρ∨0 (x̌α,β) = 0, where x̌α,β = x−1
α,β, y̌ = x

−(g+1)
α,β y,

q∨0 (x̌α,β) = xα,β
−(g+1)q0(xα,β), and ρ

∨
0 (x̌α,β) = xα,β

−(2g+2)ρ0(xα,β).
(21)

We can now define YD to be the scheme obtained by gluing the affine charts W and
W∨ together in the obvious way: it is endowed with a degree-2 covering map YD → XD,
and its generic fiber is identified with the hyperelliptic curve Y → X.

Proposition 4.22. The scheme YD constructed above, which is defined over an appro-
priate extension R′ of R, coincides with the normalization of XD/R′ in the function field
of the hyperelliptic curve Y , and it is a model of Y whose special fiber is reduced.
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Proof. We have to show that the scheme YD we have constructed is normal. The
R′-schemes W and W∨ are complete intersections, and hence they are Cohen-Macaulay;
as a consequence, to check that YD is normal, it is enough to prove that it is regular at
its codimension-1 points. Since the generic fiber of YD coincides with Y , it is certainly
regular; hence, all that is left is to check that YD is regular at the generic point ηVi of
each irreducible component Vi of the special fiber (YD)s. Since we are assuming that the
k-curve Ws is reduced, the k-curve (YD)s is also clearly reduced, which implies that YD
is certainly regular at the points ηVi . Thus, the scheme YD is actually normal.

It is now completely clear that YD is the model of Y obtained by normalizing XD/R′

in the function field of Y . □

All we have to do now is determine a change of the coordinate y such that conditions
(a) and (b) above are satisfied. To do this, suppose that we are given a good part-square
decomposition fα,β = q2α,β + ρα,β (which certainly exists over some extension of K, thanks

to Proposition 4.20 and Corollary 4.19). Let γ ∈ K̄× be an element whose valuation is
v(γ) = min{t, 2v(2)} + v(fα,β), where t = tqα,β ,ρα,β

= v(ρα,β) − v(fα,β). We remark that
we necessarily have t ≥ 0, since the part-square decomposition is assumed to be good (see
Remark 4.16). The change of variable we perform is y 7→ γ1/2y + qα,β(xα,β), and it leads
to an equation of the form (20) with

(22) q0 = 2γ−1/2qα,β and ρ0 = γ−1ρα,β.

The valuations of q0 and ρ0 can be computed as follows.

(1) For q0, we have 2v(q0) = 2v(2) − min{t, 2v(2)} + 2v(qα,β) − v(fα,β). Let us
remark that, since t ≥ 0, we have 2v(qα,β) ≥ v(fα,β), and moreover equality
holds whenever t > 0. We deduce that:
(i) v(q0) ≥ 2v(2) − min{t, 2v(2)} for all t, so that q0 is consequently always

integral;
(ii) v(q0) = 2v(2)−min{t, 2v(2)} whenever t > 0;
(iii) v(q0) > 0 if 0 ≤ t < 2v(2) (which can only happen in the p = 2 setting); and
(iv) v(q0) = 0 if t ≥ 2v(2) in the p = 2 setting.

(2) For ρ0, we have v(ρ0) = t−min{t, 2v(2)}; in particular,
(i) ρ0 is always integral;
(ii) v(ρ0) = 0 if 0 ≤ t ≤ 2v(2); and
(iii) v(ρ0) > 0 if t > 2v(2).

These computations guarantee that condition (a) is satisfied. We now verify that also
condition (b) is satisfied.

Lemma 4.23. In the context above, condition (b) is also satisfied, i.e. the reduction
of equation (20) defines a reduced k-curve. Moreover, this curve is a separable (resp.
inseparable) quadratic cover of the k-line of coordinate xα,β if and only if t ≥ 2v(2) (resp.
0 ≤ t < 2v(2)).

Proof. Suppose by way of contradiction that the k-curve defined by the reduction of
(20) is non-reduced. This is clearly equivalent to saying that the polynomial g(xα,β, y) ∈
k[xα,β, y] given by the reduction of (20) (i.e. g(xα,β, y) := y2 + q0(xα,β)y − ρ0(xα,β)) is a
square. If we treat g(xα,β, y) as a monic quadratic polynomial in the variable y, we can
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say that it is a square if and only if its constant term ρ0(xα,β) ∈ k[xα,β] is a square, and

its discriminant ∆ = q0
2 + 4ρ0 = 4γ−1fα,β ∈ k[xα,β] is zero. However, when t ≥ 2v(2), we

have v(γ) = v(4fα,β) and therefore ∆ ̸= 0; when 0 ≤ t < 2v(2), the reduced polynomial ρ0
is a normalized reduction of ρα,β, which is not a square by Proposition 4.18. We conclude
that the k-curve g(xα,β, y) = 0 is always reduced.

Now the coordinate xα,β defines a quadratic cover from the k-curve g(xα,β, y) = 0 to the
affine k-line, and it is immediate to realize that this cover is inseparable only when p = 2
and the linear term q0(xα,β)y vanishes, which happens if and only if 0 < t ≤ 2v(2). □

The following proposition summarizes the results we have obtained.

Proposition 4.24. Let XD be the smooth model of the line corresponding to the disc
D := Dα,v(β), with α ∈ K̄ and β ∈ K̄×. Then, after replacing K with an appropriate
finite extension, the normalization YD of XD in K(Y ) has reduced special fiber. Given a
good part-square decomposition fα,β = q2α,β+ρα,β, and letting t = tqα,β ,ρα,β

, the model YD
falls under (exactly) one of the following two cases:

(1) t ≥ 2v(2); in this case, (YD)s is a separable degree-2 cover of (XD)s; and
(2) 0 ≤ t < 2v(2); in this case, (YD)s is an inseparable degree-2 cover of (XD)s.

The equations describing the affine charts xα,β ̸= ∞ and xα,β ̸= 0 of the model YD have
the form (20) and (21) respectively, and they can be explicitly computed from qα,β and
ρα,β using the formulas in (22).

5. The special fiber (YD)s in the separable case

We will now study the special fiber of the model YD associated to a given disc D :=
Dα,v(β) be a disc with a ∈ K̄ and β ∈ K̄×, which was computed in the previous subsection.
This subsection will consider the case in which (YD)s → (XD)s is separable: this means
that it is possible to find a part-square decomposition fα,β = q2α,β + ρα,β satisfying t :=

tqα,β ,ρα,β
≥ 2v(2), and the equation of (YD)s has the form y2 + q0(xα,β)y = ρ0(xα,β),

where q0 := 2γ−1/2qα,β, and ρ0 = γ−1ρα,β, where γ ∈ K̄× is an element of valuation
v(fα,β) + 2v(2). In the p ̸= 2 case, the equation of (YD)s can also be written in the

simpler form y2 = f0(xα,β), where

(23) f0 = 4γ−1fα,β = q20 + 4ρ0.

We remark that the separable quadratic cover (YD)s → (XD)s is branched precisely
above the points P1, . . . , PN of (XD)s at which the roots R ∪ {∞} reduce and is étale
elsewhere: this can be seen directly from the equation of (YD)s, or can be deduced from
the fact the branch locus of YD → XD has pure dimension 1 by Zariski–Nagata purity
theorem. In order to state and prove the results in this subsection, we partition the branch
locus R = {P1, . . . , PN} ⊆ (XD)s(k) in three subsets as R = R0⊔R1⊔R2, in the following
way.

R0 = {P ∈ (XD)s : (YD)s exhibits a unique smooth point Q above P};
R1 = {P ∈ (XD)s : (YD)s has a (unique) singular point Q above P and has one branch at Q};
R2 = {P ∈ (XD)s : (YD)s has a (unique) singular point Q above P and has two branches at Q}.
We denote the cardinality of each subset Ri ⊆ R by Ni for i = 0, 1, 2.
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Remark 4.25. The following statements are clear from the definitions above.

(a) The set R0 ∪ R1 is precisely the branch locus of the quadratic cover (̃YD)s →
(XD)s, where (̃YD)s is the normalization of the k-curve (YD)s.

(b) The curve (YD)s has exactly N1 +N2 singular points, which lie over the N1 +N2

points of R1 ∪R2.
(c) The unique point Q ∈ (YD)s lying over some given P ∈ R is fixed by the action

of the hyperelliptic involution. If P ∈ R2, the two branches of (YD)s passing
through Q get flipped by the hyperelliptic involution.

(d) The special fiber (YD)s either consists of two components flipped by the hyper-
elliptic involution, or it is irreducible. In the first case (which always occurs, for

example, if ρ0(xα,β) is the zero polynomial, i.e. if t > 2v(2)), the two components

are necessarily two lines that trivially cover (XD)s, while (̃YD)s is their disjoint
union, and we have R0 ∪R1 = ∅. If (YD)s is irreducible, however, the quadratic

cover (̃YD)s → (XD)s is necessarily ramified, because P1
k does not have non-trivial

finite étale connected covers: hence, and we have R0 ∪R1 ̸= ∅.

We want to better understand the ramification behaviour of (̃YD)s → (XD)s above
the points of R0 ∪ R1; to this aim, we can measure, above each point, the length of the
module of relative Kähler differentials of the cover.

Definition 4.26. Given P ∈ (XD)s(k), we set

ℓ(XD, P ) = lengthO(XD)s,P

(
Ω

(̃YD)s/(XD)s
⊗O(XD)s,P

)
.

Remark 4.27. For any P ∈ (XD)s(k), the integer ℓ(XD, P ) satisfies the following prop-
erties.

(a) If P ̸∈ R0 ∪ R1, then (̃YD)s → (XD)s is unramified over P , and we thus have
ℓ(XD, P ) = 0.

(b) If P ∈ R0 ∪R1, and we denote by Q its unique preimage (̃YD)s, the ramification

index of the cover (̃YD)s → (XD)s at Q is eQ = 2, and [11, Proposition 7.4.13]
ensures that ℓ(XD, P ) ≥ eQ − 1, with equality if and only if the cover is tame.
This means that ℓ(XD, P ) = 1 if p ̸= 2, and ℓ(XD, P ) ≥ 2 if p = 2.

The knowledge of ℓ at the points of (XD)s gives us information about the abelian rank
of (YD)s.

Proposition 4.28. The genus of (̃YD)s is given by

(24) g
(
(̃YD)s

)
= −1 + 1

2

∑
P∈(XD)s(k)

ℓ(XD, P ),

with the convention that the genus of the disjoint union of two lines is −1. In the p ̸= 2
setting, this can be rewritten as

(25) g
(
(̃YD)s

)
= −1 + 1

2
(N0 +N1),
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while, in the p = 2 setting, the formula in (24) implies the inequality

(26) g
(
(̃YD)s

)
≥ −1 + (N0 +N1).

Proof. Equation (24) is just the Riemann-Hurwitz formula (see, for example, [11,
Theorem 7.4.16]), while (25) and (26) follow from (24) via Remark 4.27. □

Remark 4.29. In particular, the formula in (25) implies that, in the p ̸= 2 setting, the
integer N0 +N1 is necessarily even.

We now see how to compute ℓ(XD, P ) for a given point P ∈ (XD)s from the good
part-square decomposition fα,β = q2α,β + ρα,β given.

Lemma 4.30. Choose P ∈ (XD)s(k). Let us denote by nq(P ) := ordP (q0), nρ(P ) :=

ordP (ρ0), nf (P ) := ordP (f0) the respective orders of vanishing at the point P of the
reductions of the polynomials q0, ρ0 and f0 defined in (22) and (23), with the convention
that the zero polynomial has vanishing order∞, and that, if P =∞, the vanishing orders
of f0, ρ0 and q0 at∞ are respectively those of f∨

0 , ρ
∨
0 and q∨0 at 0, i.e. nq = g+1−deg(q0),

nρ = 2g + 2− deg(ρ0) and nf = 2g + 2− deg(f0). Then,

(a) if p ̸= 2, then ℓ(XD, P ) is 0 (resp. 1) if the integer nf is even (resp. odd);
(b) if p = 2 and 2nq(P ) ≤ nρ(P ), then we have ℓ(XD, P ) = 0; and
(c) if p = 2 and if 2nq(P ) > nρ(P ) and nρ(P ) is odd, then we have ℓ(XD, P ) =

2nq(P )− nρ(P ) + 1.

Proof. We lose no generality in assuming P has coordinate xα,β = 0. For brevity we
write z for the variable xα,β. We proceed by desingularizing (YD)s above P by means of
a sequence of blowups. Let us first work in the p ̸= 2 setting. The equation of (YD)s, in
this case, has the form y2 = f0(z) = znff1(z), with f1(z) ∈ k[z] and f1(0) ̸= 0. If nf = 0,
then we are already done; otherwise, the curve becomes nonsignular above z = 0 after
blowing it up ⌊nf/2⌋ times at (0, 0); at each blowup, the right-hand side of the equation
is divided by z2, so that the desingularized equation becomes y2 = zef1(z), where e is 0 or
1, depending on whether nf is even or odd; moreover, when e = 1 this curve is ramified
over z = 0, whereas, when e = 0, it is étale over z = 0. From this, (a) follows, taking into
account Remark 4.27.

Let us now adopt the p = 2 setting. The equation of (YD)s is now y2+ q0(z)y = ρ0(z),
with q0(z) = znqq1(z), and ρ0(z) = znρr1(z), where q1(z), ρ1(z) ∈ k[z] do not vanish at 0.

Assume that 2nq ≤ nρ. Then, after nq blowups at (0, 0), we obtain y2 + q1(z)y =
znρ−2nqρ1(z). Since q1(0) ̸= 0, there are exactly 2 solutions for y at z = 0, which means
that the blown-up curve is étale above P , implying that ℓ(XD, P ) = 0. We have thus
proved part (b).

Assume that 2nq > nρ and that nρ is odd. Then, after (nρ − 1)/2 blowups at (0, 0),
we obtain the equation

(27) y2 + znq−(nρ−1)/2q1(z)y = zρ1(z).

The curve given by (27) has a unique point (0, 0) above z = 0 and it is non-singular at that
point; this is enough to guarantee that ℓ(XD, P ) > 0. LetB := k[z, y](z)/(equation in (27))
be the local ring of functions on the blown-up curve at (0, 0), which is a free k[z](z)-algebra
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of rank 2. Then ℓ(XD, P ) equals the length of the k[z](z)-module ΩB/k[z](z) , or, equivalently,

the dimension over k of ΩB/k[z](z) . We have an isomorphism of k[z](z)-modules

(28) ΩB/k[z](z) = Bdy/(znq−(nρ−1)/2q1(z)dy)
∼→ (k[z](z))[y]/(y

2−zr1(z), znq−(nρ−1)/2q1(z)),

where the isomorphism is given by sending dy to 1. The latter k[z](z)-module, however,
is a free algebra of rank 2 over the ring

k[z](z)/(z
nq−(nρ−1)/2q1(z)) ∼= k[z]/(znq−(nρ−1)/2),

which clearly has dimension nq − (nρ − 1)/2 over k. From this, part (c) follows. □

Remark 4.31. We make the following observations about the subsets Ri ⊆ R.

(a) Assume that p ̸= 2. Lemma 4.30 tells us that, for all P ∈ (XD)s, the integer
ℓ(XD, P ) is 0 or 1 depending on whether an even or an odd number of the 2g+2
points of R ∪ {∞} reduce to P . In light of Remark 4.27, we conclude that, in
the p ̸= 2 case, R2 (resp. R0 ∪R1) is the set of points of (XD)s at which an even
(resp. odd) number of roots of R ∪ {∞} reduce. Actually, it is also easy to see
that
(i) P ∈ R0 if and only if exactly one root of R∪ {∞} reduces to it;
(ii) P ∈ R1 if and only if only an odd number ≥ 3 of roots of R∪ {∞} reduces

to it; and
(iii) P ∈ R2 if and only if an even number ≥ 2 of roots of R∪{∞} reduces to it.
When we partition the even-cardinality set R ∪ {∞} according to the points
of (XD)s at which its elements reduce, the number of odd cardinality classes
must be even: this shows that N1 + N0 is even, as we have already observed in
Remark 4.29.

(b) Assume that p = 2. Lemma 4.30 allows us to calculate ℓ(XD, P ) from a given good
part-square decomposition of fα,β only in certain cases: in fact, when 2nq(P ) >
nρ(P ) and nρ(P ) is even, the lemma is inconclusive. At the same time, we
remark that if we choose a totally odd part-square decomposition for fα,β (which
can always be done by Proposition 4.20), the polynomial ρ0 will certainly have a
zero of odd multiplicity at the points 0 and ∞ of (XD)s; hence, we will certainly
be able to compute ℓ at the points xα,β = 0 and xα,β =∞ via the lemma. In other
words, given a point P ∈ (XD)s, by appropriately choosing the center α of the
disc D and constructing a totally odd decomposition for fα,β, Lemma 4.30 allows
us to compute ℓ(XD, P ) at the point, and the result it produces is a non-negative
even integer.

We now give a criterion to determine whether XD ≤ X (rst) (which is equivalent to
saying that YD ≤ Yrst).

Theorem 4.32. Assume that D is a disc such that (YD)s → (XD)s is separable, and
let N denote the number of points of (XD)s to which the roots R∪{∞} reduce. We have
XD ≤ X (rst) if and only if one of the following conditions holds:

(1) N ≥ 3;
(2) p = 2, N = 2 and (YD)s is irreducible; or
(3) p = 2, N = 1 and (YD)s is irreducible of positive abelian rank.
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Moreover, whenever XD ≤ X (rst), the strict transform of the k-curve (YD)s in (Yrst)s is

smooth, and it consequently coincides with its normalization (̃YD)s.
Proof. The result essentially follows from a combinatorial argument that directly

makes use of the description we have given of (YD)s in this subsection, by applying the
criterion we have presented in Proposition 3.17. Let us write N = N0 + N1 + N2 as we
did at the beginning of this subsection; we recall that the integers N0, N1, and N2 are
respectively the number of points of (XD)s above which (YD)s is ramified and exhibits
a smooth point, a singular point through which only one branch of (YD)s passes, and a
singular point through which two branches of (YD)s pass. We also recall from Remark 4.29
that, in the p ̸= 2 setting, the integer N0 +N1 is necessarily even.

Suppose that (YD)s is not irreducible. As we have seen in Remark 4.25(d), this is
equivalent to the saying that N0 = N1 = 0, and the curve (YD)s consists, in this case, of
two lines L1 and L2 meeting each other above the N = N2 points of (XD)s; the number of
singular points of (YD)s is N , and through each singular point one branch of L1 and one
branch of L2 pass, flipped by the hyperlliptic involution. We have m(Li) = 1, a(Li) = 0,
w(Li) = N , and w(Li) = (1, . . . , 1) for i = 1, 2; hence, Proposition 3.17 ensures that
XD ≤ X (rst) if and only if N ≥ 3.

Suppose now that (YD)s is irreducible, which is to say that N0 + N1 ≥ 1, and let
V = (YD)s denote the unique irreducible component of (YD)s. We have the following:

• w(V ) = N1 + 2N2;
• w(V ) = (1, . . . , 1, 2, . . . , 2) with 1 appearing N1 times and 2 appearing N2 times;
and
• a(V ) = −1 + (N0 + N1)/2 in the p ̸= 2 case, and a(V ) ≥ −1 + N0 + N1 in the
p = 2 setting, by Proposition 4.28.

Suppose that N = 1. Then we have N0 + N1 = 1, which is impossible if p ̸= 2 (as it
contradicts Remark 4.29) and so we must have p = 2. If a(V ) ≥ 1 then by Proposition
3.17 we have XD ≤ X (rst), while if a(V ) = 0, then we have w(V ) ≤ 1 and so Proposition
3.17 says that XD ̸≤ X (rst).

Suppose now that N = 2 and p ̸= 2. This forces N0 +N1 = 2 by Remark 4.29, from
which it follows that a(V ) = 0; meanwhile, we have w(V ) = N1 + 2N2 = N1 ≤ 2 and
w(V ) consists only of 1’s, and so by Proposition 3.17 we have XD ̸≤ X (rst).

Finally, suppose that N ≥ 3 or that N = 2 and p = 2. If N2 ≥ 1, then we have
w(V ) ≥ 2 and that a 2 appears in w(V ), and so XD ≤ X (rst) by Proposition 3.17. If
N2 = 0, then we have N0 + N1 ≥ 4 if p ̸= 2 by Remark 4.29 and N0 + N1 ≤ 2 if p = 2;
either way, we get a(V ) ≥ 1, and so again XD ≤ X (rst) by Proposition 3.17.

The statement about the strict transform of (YD)s in (Yrst)s is an immediate conse-
quence of Proposition 3.16, taking into account that the irreducible components of the
special fiber of a semistable model of the line are always lines, and hence, in particular,
smooth k-curves. □

6. The special fiber (YD)s in the inseparable case

We again let D := Dα,v(β) be a disc with a ∈ K̄ and β ∈ K̄×, and let YD be the
corresponding model of Y constructed in §4.4; this subsection will analyze the case in
which (YD)s → (XD)s is inseparable (we are thus in the p = 2 setting). In this case, given
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a good part-square decomposition fα,β = q2α,β + ρα,β, we have 0 ≤ t := tqα,β ,ρα,β
< 2v(2),

and the special fiber (YD)s is described by an equation of the form y2 = ρ0(xα,β) over
the k-line (XD)s, where ρ0 is, in this case, a normalized reduction of ρα,β, and it is not a
square.

We introduce the following notation.

Definition 4.33. Given a point P ∈ (XD)s, we define µ(XD, P ) to be the order of
vanishing of the derivative ρ0

′ of ρ0 at P ; when P =∞, we set µ(XD, P ) = 2g− deg(ρ0
′).

Remark 4.34. We make note of the following.

(a) The integer µ(XD, P ) is independent of the chosen good part-square decomposi-
tion for fα,β, thanks to Proposition 4.18(b).

(b) Since p = 2, the derivative ρ0
′ is a square, and so the integer µ(XD, P ) is even

and non-negative for all P ∈ (XD)s.
(c) Since the degree of ρ is 2g + 1, we have

∑
P∈(XD)s

µ(XD, P ) = 2g.

It is immediate to verify that the singularities of (YD)s lie exactly over the finite set of
points Rsing ⊆ (XD)s at which ρ0′ vanishes, i.e. the points at which µ(XD, P ) > 0. Since
we have

∑
P∈(XD)s

µ(XD, P ) = 2g, and since the integer µ(XD, P ) is always even, we have
that Rsing has cardinality ≤ g.

We remark that, if t = 0, then the points of Rsing are just the roots of some (any)
normalized reduction of (fα,β)

′, because, in this case, the trivial part-square decomposition
fα,β = 02 + fα,β is good; in particular, when t = 0 we have Rmult ⊆ Rsing, where Rmult is
the set of points of (XD)s to which two or more of the roots R∪ {∞} reduce.

The normalization (̃YD)s of the special fiber (YD)s is simply a projective line, and

(̃YD)s → (XD)s is the Frobenius cover of the projective line (XD)s, which can be described
by an equation of the form y2 = xα,β.

Proposition 4.35. If D is a disc such that (YD)s → (XD)s is inseparable, then we have
XD ≤ X (rst) if and only if |Rsing| ≥ 3. Moreover, whenever X ≤ X (rst), the strict transform
of (YD)s in (Yrst)s is a projective line.

Proof. The special fiber (YD)s is reduced, and it consists of a unique component
V , which has |Rsing| unibranch singularities lying over |Rsing| distinct points of (XD)s;
moreover, the normalization Ṽ is a line. We thus have m(V ) = 1, a(V ) = 0, w(V ) =
|Rsing|, and w(V ) = (1, . . . , 1) and consequently deduce, via the criterion expressed in
Proposition 3.17, that XD ≤ X (rst) if and only if N ≥ 3.

Moreover we have that, when XD ≤ X (rst), the strict transform of (YD)s in (Yrst)s

coincides with the normalization (̃YD)s: the proof is identical to the one given in Theo-

rem 4.32, and in our specific case, (̃YD)s = Ṽ is just a projective line. □

Remark 4.36. Since we always have |Rsing| ≤ g as shown in the above discussion, when
g = 1 or g = 2, the hypothesis of Proposition 4.35 is never satisfied, hence we never have
XD ≤ X (rst) if (YD)s → (XD)s is inseparable.

Regarding the contribution of XD to X (rst) when (YD)s → (XD)s is inseparable, we
have the following result.
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Proposition 4.37. Letting D be the collection of discs corresponding to the model X (rst)

(see §4.2), let us write D = Dsep ⊔ Dinsep, where D ∈ D belongs to Dsep (resp. Dinsep)
if the covering map (YD)s → (XD)s is (resp. is not) separable. Then the set D can be
reconstructed as (Dsep)

ss following the algorithm presented in §4.2.

Proof. For a disc D ∈ Dinsep, Proposition 4.35 ensures that |Rsing| ≥ 3. since
Corollary 3.20 says that Rsing = Ctr(XD,X (rst)), we deduce that |Ctr(XD,X (rst))| ≥ 3.
Now the proposition follows from Remark 4.12. □

Roughly speaking, we can conclude that the role of the inseparable components in
(Yrst)s is inessential: they are just lines that, in light of the proposition above, only get
added whenever it is necessary to create room between three or more separable compo-
nents that would otherwise intersect at the same point and violate semistability. We can
consequently focus our attention on the separable components of (Yrst)s, which is to say
on the discs D such that XD ≤ X (rst) for which (YD)s → (XD)s in a separable cover.
Starting in the next section, we will refer to them by the term valid discs, and their
determination, by Proposition 4.37, suffices to compute the whole X (rst).



CHAPTER 5

Clusters and valid discs

We begin this section by defining, in §5.1, clusters (of roots), depths, and relative depths
of clusters, and the cluster picture associated to the odd-degree polynomial f(x) defining
the hyperelliptic curve Y : y2 = f(x). This notion of “cluster” is essentially the one
found in [7, Definition 1.1], although our definition of it varies slightly from the one found
there. It is known (see for instance [7, Theorem 1.10]) that the cluster picture completely
determines the structure of the special fiber (Ymin)s of the minimal regular model as long
as we are in the p ̸= 2 setting. Similarly, when p ̸= 2, a minor variant of this result says
that the structure of (Yrst)s is also determined entirely by the cluster picture associated to
f , in such a way that each component of (X (rst))s corresponds to a non-singleton cluster
(see Theorem 5.12). In the p = 2 setting, however, it is no longer the case that the cluster
picture associated to a polynomial f determines the structure of (Ymin)s or (Yrst)s. In
light of this, in §5.2 we set up the notion of valid discs associated to f , so that each one
corresponds to a component of (X (rst))s, and we explore the relationship between these
valid discs and clusters associated to f (Theorem 5.13).

1. Clusters

We want to define the cluster picture associated to the set R ⊆ K̄ consisting of the
2g + 1 roots of the polynomial f(x) defining the hyperelliptic curve Y . First, let us
introduce a number of invariants attached to a subset s ⊆ R.

Definition 5.1. Given a subset s ⊆ R, we set

d+(s) = min
ζ,ζ′∈s

v(ζ − ζ ′) ∈ Q ∪ {+∞}; d−(s) = max
ζ∈s, ζ′∈R∖s

v(ζ − ζ ′) ∈ Q ∪ {−∞},

where we follow the convention that min∅ = +∞ and max∅ = −∞. The number d+(s)
is named the (absolute) depth of s, while δ(s) := d+(s)− d−(s) ∈ Q ∪ {+∞} will be also
referred to as the relative depth of s. We will use the notation I(s) to mean the closed
interval [d−(s), d+(s)], with the convention that I(s) = ∅ whenever d+(s) < d−(s).

We are now ready to define the notion of a cluster.

Definition 5.2. Given s ⊆ R, we say that s is a cluster whenever s ̸= ∅ and δ(s) > 0.
The set of pairs (s, d+(s)), where s varies among all clusters of R, is called the cluster
picture of R.

Remark 5.3. We note the following.

(a) It is elementary to verify that, given a non-empty subset s ⊆ R is a cluster if
and only if there exists a disc D ⊆ K̄ such that D ∩R = s.

(b) We have that R itself is always a cluster, with d−(R) = −∞, d+(R) finite, and
δ(R) = +∞.
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(c) For every a ∈ s, the singleton {a} is always a cluster, with d−(R) finite, δ+({s}) =
+∞, and δ({s}) = +∞.

Definition 5.4. For every cluster s ⊊ R, the parent cluster of s is the smallest cluster s′

properly containing it; in this situation, we say that s is a child cluster of s′. Two distinct
clusters having the same parent are said to be sibling clusters.

With the notation of the above definition, it is immediate to verify that d+(s
′) = d−(s).

Proposition 5.5. Given a subset s ⊆ R, we have the following:

(a) we have δ(s) > 0 if and only if s is either the empty set or a cluster; and
(b) we have δ(s) ≥ 0 if and only if s is a (possibly empty) union of sibling clusters.

Proof. This follows immediately from definitions. □

The term cluster picture is inspired by the fact that the data of a cluster picture can
easily be expressed visually. To do so, we represent elements of R as points and represent
proper clusters as loops surrounding the corresponding subsets of points with numbers
next to the loops indicating the corresponding depths.

Example 5.6. The cluster picture associated to R := {0, π4, π3, π, π(1 − π4)}, where
π ∈ K is an element such that v(π) = 1, may be visualized using the below diagram, in
which the all clusters (except the singleton ones) are displayed together with their relative
depths (for the cluster R, the label indicates the absolute depth).

cluster picture of R : 0 π4 π3 π π(1− π4)
1 2 4

1

Remark 5.7. Translating a subset R ⊂ K̄ by an element α ∈ K̄ clearly does not affect
the cluster picture. An important automorphism of the projective line is the reciprocal
map which takes a finite point z ̸= 0 to z−1 and exchanges 0 and ∞; composed with the
translation-by-α map z 7→ z − α, we get an automorphism of the projective line given by
iα : z 7→ (z − α)−1.

One can check readily (see also the proof of [7, Proposition 14.6]) that the cluster
picture of a set R ⊆ K̄ transforms in a predictable and easily describable way under such
a map iα. In fact, assume that α ∈ R, and, for any subset s ⊆ R, let s∨,α be defined as:

s∨,α =

{
iα(R∖ s) ∪ {0}, if α ∈ s;

iα(s), if α ̸∈ s.

This defines a bijection between the subsets of the set of roots of f and the subsets of
the set of roots of f∨,α, where f∨,α is the degree-(2g + 1) polynomial defined as f∨,α :=
(z − α)2g+2f((z − α)−1). Moreover, one readily computes that, when α ∈ s, we have
d±(s

∨,α) = ∓d±(s), whereas when α ̸∈ s, we have d±(s
∨,α) = d±(s) − 2d+(s ∪ {α}). In

both cases, we get δ(s) = δ(s∨,α); in particular, we have that s is a cluster for f if and
only if s∨,α is a cluster for f∨,α.

We want now to introduce some further definitions for later use that relate the clusters
to the discs that cut them out of R. We begin with the following remark.
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0 1

∞

0

π4

π3

π

π (1− π4)

2 3 4 5 Depth

1− 5

5− 1

5− 1

5− 1

5− 1

5− 1

4− 2

3− 3

4− 2

Figure 1. This tree describes, when R is the set of roots of Example 5.6,
all discs linked to at least one cluster of R, i.e. all discs D such that D ∩
R ≠ ∅. Each edge corresponds to a cluster s ⊆ R (the labels denote
the cardinalities 2g + 2 − |s| and |s|); the initial and final depth of the
edge correspond to d−(s) and d+(s) respectively; the points in the edge
correspond to all discs linked to s. The 4 vertices correspond to those discs
that are linked to more than one cluster of R.

Definition 5.8. Given a cluster s ⊆ R, we say that a disc D ⊆ K̄ is linked to s ⊆ R if
we have D = Ds,b for some b ∈ I(s) (where Ds,b denotes the disc of depth b centered at
any point of s).

To clarify this notion, Figure 1 illustrates all discs linked to each cluster when R is
the cardinality-5 set of roots described in Example 5.6.

Remark 5.9. A disc D is linked to a cluster s if and only if we have either D ∩ R = s
or that D is the minimal disc such that D ∩R ⊋ s. More precisely, if D = Ds,b for some
b ∈ I(s), we have that D ∩R = s whenever b ∈ (d−(s), d+(s)], whereas D is the smallest
disc such that D ∩ R ⊋ s when b = d−(s); moreover, in this case the subset D ∩ R ⊆ R
is the parent cluster of s.

We observe that, given a disc D, the points of R ∪ {∞} reduce to N distinct points
P1, . . . , PN−1,∞ ∈ (XD)s(k); we can accordingly write R = s1 ⊔ . . . ⊔ sN−1 ⊔ s∞, where
si consists of the roots of R reducing to Pi, and s∞ (which is possibly empty) consists of
the roots of R reducing to ∞. We clearly have D ∩R = s1 ⊔ . . .⊔ sN−1 = R∖ s∞. With
Figure 1 in mind, it is easy to verify that the following holds.

Lemma 5.10. With notation as above, we have the following.

(a) If N = 1, which is equivalent to D ∩ R = ∅, the disc D is not linked to any
cluster.

(b) If N = 2, the discD is linked to exactly one cluster, namely s1 = R∖s∞ = D∩R.
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(c) If N ≥ 3, the disc D is linked to exactly N clusters, namely s1, . . . , sN−1, and
sN := D ∩R = R∖ s∞ = s1 ⊔ . . . ⊔ sN−1.

Moreover, case (c) occurs if and only if we have D = Ds,d+(s) for some non-singleton
cluster s ⊆ R, in which case we have sN = s and that s1, . . . , sN−1 are precisely the
children clusters of s, and we have D = Dsi,d−(si) for i = 1, . . . , N − 1.

2. Valid discs

We now define a term which we will use throughout the rest of the work in order to
refer to components of the relatively stable model of a hyperelliptic curve.

Definition 5.11. A disc D ⊆ K̄ is a valid disc if it satisfies XD ≤ X (rst) and if the
quadratic cover (YD)s → (XD)s is separable.

We note that our notion of valid disc differs from the one in [7], although in both cases
valid discs are used to build a particular semistable model of Y with desired properties.

The cluster picture allows us to completely identify the valid discs in the tame case.

Theorem 5.12. In the p ̸= 2 setting, there is a one-to-one correspondence between
non-singleton clusters and clusters discs, which is given by s 7→ Ds,d+(s). In other words,
the valid discs are precisely those discs that minimally cut out the clusters in R.

Proof. We have already observed (Lemma 5.10) that a disc D is of the form Ds,d+(s)

for some non-singleton cluster s if and only if the number N of points to which R ∪
{∞} ⊆ X(K) reduces in (XD)s is ≥ 3. Hence, the theorem immediately follows from
Theorem 4.32. □

We want some analog of Theorem 5.12 for working over residue characteristic 2; how-
ever, in the p = 2 setting, valid discs do not correspond in this way in a one-on-one
manner with clusters, as is shown by the following theorem.

Theorem 5.13. In the p = 2 setting, we have the following.

(a) Given an odd-cardinality cluster s ⊆ R, there is no valid disc D linked to s.
(b) Given an even-cardinality cluster s ⊂ R, there may be 0, 1, or 2 distinct valid

discs D linked to s.

Remark 5.14. In the p = 2 setting, we will see that it is possible that a valid discs D is
linked to no cluster, which is to say D∩R = ∅ (see Lemma 5.10), whereas Theorem 5.12
ensures that this never happens when p ̸= 2.

Remark 5.15. It follows directly from Theorem 5.12 and Lemma 5.10 that the statement
in part (b) of the above theorem holds in the p ̸= 2 setting as well. In fact, when p ̸= 2,
that statement holds even after removing the hypothesis that s has even cardinality, and
it can be made more precise by saying that there there are exactly 2 distinct valid discs D
linked to s, namely Ds,d+(s) and Ds,d−(s), except in the case s = R, when there is exactly
1, namely Ds,d+(s).

The proof of Theorem 5.13 is deferred to the following section, in which we set up a
framework for considering the models YD corresponding to families of discs D := Dα,b

which share a common center α and which all contain the same subset s ⊆ R of roots.



CHAPTER 6

Finding valid discs with a given center

In this section, we will fix a center α ∈ K̄, and we will investigate for which depths
b ∈ I ⊆ Q, where I = [d−, d+] is some closed interval, the disc Dα,b is valid for the
hyperelliptic curve Y : y2 = f(x). The interval I will be chosen so that, when b ranges in
the internal of I, the intersection s := Dα,b ∩R is constant. More precisely, there are two
scenarios we are interested in.

(a) We choose s to be a cluster of R, we fix α ∈ K̄ to be any point of the disc Ds,d+(s),
and we set I = I(s) = [d−(s), d+(s)]. In this case, as we vary b ∈ I, we have that
Dα,b ranges among all discs linked to s.

(b) We choose s = ∅, we fix α ∈ K̄ ∖R, and we let I = [d−,+∞), where d− is the
maximum depth such that Dα,d− ∩ R ̸= ∅. This means that, as b ranges in the
interior of I, we have that Dα,b ranges among all discs centered at α that are
linked to no cluster of R.

It is important to consider case (b) as well as case (a), because, when p = 2, there may
exist valid discs that are linked to no cluster in R.

The section is organized as follows. In §6.1 we introduce the language of translated
and scaled part-square decompositions, which will be useful for dealing with the problem.
In §6.2 we identify the depths b ∈ I for which Dα,b is a valid disc as the endpoints b± of
a sub-interval J ⊆ I (see Theorem 6.18). When p ̸= 2, we always have J = I; however,
when p = 2, we have that J may be strictly smaller than I; for example, we will see that
J = ∅ whenever |s| is odd. Subsections §6.3 and §6.4 develop our strategy for determining
J when s has even cardinality, provided that, for each of the two factors f s and fR∖s of
f corresponding to the roots lying in s and R ∖ s respectively, we know a part-square
decomposition that is totally odd with respect to the center α. Finally, in §6.5 we show
that, when s has even cardinality, the necessary computations can also be performed by
replacing totally odd part-square decompositions with sufficiently odd ones, which are
in general easier to find. In §6.6, we present an algorithm to compute sufficiently odd
decompositions, while in §6.7 we present through elementary computations its application
to low-degree polynomials.

1. Translated and scaled part-square decompositions

Given any polynomial h(z) ∈ K̄[z] and any two elements α ∈ K̄, β ∈ K̄×, we can
compute the (Gauss) valuations of the polynomial hα,β obtained from h by translating
by α and scaling by β (see §1.5.5.4 for this notational convention). The following lemma
will allow us to treat the Gauss valuation of a certain translation and scaling of h as a
function on discs.
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Lemma 6.1. As we vary α ∈ K̄ and β ∈ K̄×, the valuation v(hα,β) depends only on the
disc D := Dα,v(β).

Proof. Let α, α′ ∈ K̄ and β, β′ ∈ K̄× be such that Dα,v(β) = Dα′,v(β′); we must show
that v(hα,β) = v(hα′,β′). It is clearly sufficient to prove the result when α = 0 and β = 1,
in which case hα,β = h, the assumption Dα,v(β) = Dα′,v(β′) means that v(β′) = 0 and
v(α′) ≥ 0, and the claim is verified straightforwardly. □

Given a disc D, we will consequently denote vh(D) the valuation of hα,β for any α and
β such that D = Dα,v(β). When a center α ∈ K̄ is fixed, we may consider the function
b 7→ vh(Dα,b) ∈ Q ∪ {+∞} defined for all b ∈ Q.
Lemma 6.2. Suppose a center α ∈ K̄ is fixed. With the above set-up, we have the
following.

(a) The function b 7→ vh(Dα,b) ∈ Q ∪ {+∞} satisfies the property of being a con-
tinuous, non-decreasing piecewise linear function with integer slopes and whose
slopes decrease as the input increases.

(b) For any b ∈ Q and β ∈ K̄× such that v(β) = b, the left (resp. right) derivative of
the function c 7→ vh(Dα,c) ∈ Q∪{+∞} at c = b coincides with the highest (resp.
lowest) degree of the variable xα,β appearing in the normalized reduction of hα,β,
i.e. with the number of roots ζ of h in K̄ (counted with multiplicity) such that
v(ζ − α) ≥ b (resp. v(ζ − α) > b).

Proof. Write Hi for the z
i-coefficient of hα,1, and note that βiHi is the z

i-coefficient
of hα,β for any scalar β. Now given any b ∈ Q and β ∈ K̄× with v(β) = b, by definition
we have

(29) vh(Dα,b) = min
0≤i≤deg(h)

{v(βiHi)} = min
0≤i≤deg(h)

{v(Hi) + ib}.

All the properties of the function b 7→ vh(Dα,b) stated in the lemma immediately follow
from the explicit expression given above. □

Given a part-square decomposition h = q2+ρ of a nonzero polynomial h, by translating
and scaling we can clearly form part-square decompositions hα,β = q2α,β + ρα,β for all

α ∈ K̄, β ∈ K̄×.

Lemma 6.3. Let h = q2 + ρ be a part-square decomposition.

(a) The property of the induced part-square decomposition hα,β = q2α,β + ρα,β being
good or not only depends on the disc D := Dα,v(β) and not on the particular
choices of α and β.

(b) The property of the induced part-square decomposition hα,β = q2α,β + ρα,β being
totally odd or not only depends on our choice of α and not on β.

Proof. Part (a) is an immediate consequence of Lemma 6.1, while part (b) is imme-
diate. □

We can consequently make the following definitions, which are the variants of those
given in Definition 4.15 relative to the choice of a disc.

Definition 6.4. Let h = q2 + ρ be a part-square decomposition. We make the following
definitions:
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(a) the decomposition is good at a disc D whenever hα,β = q2α,β+ρα,β is a good part-

square decomposition for some (any) α ∈ K̄, β ∈ K̄× such that D = Dα,v(β);
and

(b) the decomposition is totally odd with respect to a center α ∈ K̄ if hα,β = q2α,β+ρα,β
is a totally odd part-square decomposition for some (any) β ∈ K̄×.

Remark 6.5. If h = q2 + ρ is a totally odd part-square decomposition with respect to a
center α, then, by Corollary 4.19, it is good at the discs Dα,b, for all b ∈ Q.

Recalling the number tq,ρ := v(ρ)− v(h) ∈ Q∪{+∞} from §4.3, we define the related
function

tq,ρ := vρ − vf
so that tq,ρ(D) = tqα,β ,ρα,β

for any α ∈ K̄, β ∈ K̄× such that D = Dα,v(β). When a center

α ∈ K̄ is fixed, we can study the function b 7→ tq,ρ(Dα,b) : Q → Q ∪ {+∞}, which is the
difference between two continuous piecewise-linear functions and so is itself a continuous
piecewise-linear function. Taking into account Remark 4.17, we can give the following
definition.

Definition 6.6. Given a (multi-)set of elements s ⊆ K̄ and a disc D, we define ts(D) ∈
[0, 2v(2)] to be min{tq,ρ(D), 2v(2)} for any part-square decomposition h = q2 + ρ which

is good at the disc D, where h(z) ∈ K̄ is any polynomial whose set of roots is s (counted
with multiplicity).

Remark 6.7. Fix a center α. If h ∈ K̄[z] is a nonzero polynomial and s is its (multi-)set
of roots, the knowledge of a part-square decomposition h = q2+ρ that is totally odd with
respect to the center α makes it possible to compute ts(Dα,b) ∈ [0, 2v(2)] for all depths
b ∈ Q: this follows immediately from Definition 6.6 together with Remark 6.5.

Proposition 6.8. If we have a disjoint union s = s1 ⊔ . . . ⊔ sN , then the following hold:

(a) we have ts(D) ≥ min{ts1(D), . . . , tsN (D)} for all D; and
(b) the conclusion of (a) is an equality in the following cases:

(i) whenever the minimum is attained by a unique tsi(D); and
(ii) if N = 2, D ∩ s1 = ∅, and there exists a disc D′ ⊊ D such that s2 ⊆ D′.

Proof. For 1 ≤ i ≤ N , choose polynomials hi having si as their sets of roots, and
let hi = q2i + ρi be part-square decompositions that are good at the disc D. Then,
by setting q =

∏
i qi, we obtain a part-square decomposition for h :=

∏
i hi satisfying

tq,ρ(D) ≥ mini{tqi,ρi(D)} by Proposition 4.21(a). From this part (a) follows. Similarly,
points (i) and (ii) of (b) follow straightforwardly from parts (b) and (c) of Proposition 4.21
respectively. □

2. Identifying the valid discs

Let us now consider again the hyperelliptic curve Y : y2 = f(x), and let us now fix a
center α ∈ K̄. In §5.1, we defined, for each subset s ⊆ R, the invariants d±(s) and δ(s),
as well as the interval I(s) (see Definition 5.1). We now aim to give analogous definitions
relative to the center α.
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Definition 6.9. Given a subset s ⊆ R and a center α ∈ K̄, we set

d+(s, α) = min
a∈s

v(a− α) ∈ Q ∪ {+∞}; d−(s, α) = max
a∈R∖s

v(a− α) ∈ Q ∪ {−∞}.

We also introduce δ(s, α) := d+(s, α) − d−(s, α) ∈ Q ∪ {+∞}, and we use the notation
I(s, α) to mean the closed interval [d−(s, α), d+(s, α)], with the convention that I(s, α) =
∅ whenever d+(s, α) < d−(s, α).

Remark 6.10. When s is a cluster and α ∈ Ds,d+(s), we have d±(s, α) = d±(s), and
I(s, α) = I(s).

Given α ∈ K̄ and s ⊆ R, assuming the interval I(s, α) has positive length, our aim is
to establish for which b ∈ I(s, α) the disc Dα,b is a valid disc. When p ̸= 2, Theorem 5.12
gives an exhaustive answer; we now find a way to address the general case, in which p
is arbitrary, i.e. also possibly equal to 2: we will introduce a (possibly empty) closed
sub-interval J(s, α), whose endpoints, roughly, will correspond to the depths b ∈ I(s, α)
for which Dα,b is a valid disc, except possibly when s = ∅ (the precise statement is given
in Theorem 6.18).

Let us begin by studying the function I(s, α) ∋ b 7→ tR(Dα,b) ∈ [0, 2v(2)], which enjoys
the following properties.

Lemma 6.11. The function I(s, α) ∋ b 7→ tR(Dα,b) is a continuous piecewise-linear
function with decreasing slopes. It is identically zero if |s| is odd. On the other hand,
when |s| is even, its slopes are odd integers ranging from 1−|s| to 2g+1−|s|, except over
the subset of I(s, α) where tR(Dα,b) = 2v(2), over which the slope is zero (if this subset
contains an open interval).

Proof. Choose an interior point b ∈ I(s, α), i.e. b ∈ (d−(s, α), d+(s, α)), and choose

β ∈ K̄× such that v(β) = b. Any normalized reduction of fα,β is a scalar times x
|s|
α,β. We

deduce from Proposition 4.18 that, if |s| is odd, the part-square decomposition fα,β =
02 + fα,β is good and tR(Dα,b) = 0, whereas, when |s| is even, this decomposition is
not good, and we therefore have tR(Dα,b) > 0. In this case, let us take a part-square
decomposition f = q2 + ρ which is totally odd with respect to the center α, so that
tR(Dα,b) = min{tq,ρ(Dα,b), 2v(2)}. Since deg(f) = 2g + 1, by Definition 4.13 the odd-
degree polynomial ρ has degree at most 2g + 1. Now, b 7→ tq,ρ(Dα,b) is, by definition,
the difference between the functions b 7→ vρ(Dα,b) and b 7→ vf (Dα,b); by Lemma 6.1, the
former is a piecewise linear function with decreasing odd integer slopes between 1 and
2g + 1, while the latter is linear with slope |s| over I(s, α). □

In light of the above lemma, either b 7→ tR(Dα,b) is always< 2v(2) over I(s, α), or else it
attains the output 2v(2) over some closed sub-interval of I(s, α) and is < 2v(2) elsewhere.
Let J(s, α) = [b−(s, α), b+(s, α)] denote the sub-interval of I(s, α) = [d−(s, α), d+(s, α)]
over which the output of b 7→ tR(Dα,b) equals 2v(2); in the former case just mentioned,
we have J(s, α) = ∅, while in the latter case, the interval will have the form J(s, α) =
[b−(s, α), b+(s, α)] for some endpoints b±(s, α).

Remark 6.12. We make the following immediate observations about the subinterval
J(s, α) ⊆ I(s, α).

(a) In the p ̸= 2 setting, we have 2v(2) = 0 and so the subinterval J(s, α) ⊆ I(s, α)
coincides with all of I(s, α).
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(b) In the p = 2 setting, if the cluster s has odd cardinality, then we have tR(Dα,b) = 0
for all b ∈ I(s, α), and therefore we have J(s, α) = ∅.

(c) If s = ∅ (which can only happen in the p = 2 setting), then we have J(s, α) ̸= ∅
and b+(s, α) = +∞. In fact, the piecewise linear function b 7→ tR(Dα,b) has
only positive slopes by Lemma 6.11, so that tR(Dα,b) becomes equal to 2v(2) as
b→ +∞.

By Proposition 4.24, it is clear that, given D = Dα,b with b ∈ I(s, α), the cover
(YD)s → (XD)s is separable if and only if b ∈ J(s, α); in particular, for b ∈ I(s, α), the
disc D := Dα,b can only be valid if b ∈ J(s, α). To establish for which b ∈ J(s, α) the disc
D = Dα,b is valid, we need the following general lemma, which will allow us to compute
the ramification of the cover (YD)s → (XD)s above 0 and ∞.

Lemma 6.13. Fix a center α ∈ K̄, and choose b ∈ Q such that tR(Dα,b) = 2v(2), and
consider the model YD corresponding to the disc D := Dα,b. Let ℓ(XD, P ) be the integer
defined in Definition 4.26 for any point P of (XD)s. Write ∂+tR (resp. ∂−tR) for the right
(resp. left) derivative of the function c 7→ tR(Dα,c). Then in the p = 2 setting, we have
the following.

(a) If ∂+tR(Dα,b) ≥ 0, then we have ℓ(XD, 0) = 0.
(b) If ∂+tR(Dα,b) is odd and negative, then we have ℓ(XD, 0) = 1− ∂+tR(Dα,b).
(c) If ∂−tR(Dα,b) ≤ 0, then we have ℓ(XD,∞) = 0.
(d) If ∂−tR(Dα,b) is odd and positive, then we have ℓ(XD,∞) = 1 + ∂−tR(Dα,b).

In the p ̸= 2 setting, we instead have the following.

(e) If ∂+vf (Dα,b) is even, then we have ℓ(XD, 0) = 0.
(f) If ∂+vf (Dα,b) is odd, then we have ℓ(XD, 0) = 1.
(g) If ∂−vf (Dα,b) is even, then we have ℓ(XD,∞) = 0.
(h) If ∂−vf (Dα,b) is odd, then we have ℓ(XD,∞) = 1.

Proof. This is just a rephrasing of Lemma 4.30 using the language introduced in
§6.1. To see this, let us fix a part-square decomposition f = q2 + ρ that is totally odd
with respect to the center α, and let f0, q0, and ρ0 be the polynomials involved in the
statement of Lemma 4.30: they are defined as appropriate scalings of fα,β, qα,β and ρα,β,
for some chosen β ∈ K̄× such that v(β) = b.

When p ̸= 2, the polynomial f0 is a normalized reduction of fα,β, and it is easy to see
that parts (e)–(h) of the lemma follow from Lemma 4.30 once the left and right derivatives
of vf at Dα,b are interpreted in light of Lemma 6.2.

When p = 2, the polynomial q0 is a normalized reduction of qα,β, and either the
polynomial ρ0 is 0 (when tq,ρ(Dα,β) > 2v(2)), or it is a normalized reduction of ρα,β
(when tq,ρ(Dα,β) = 2v(2)). Now we have t(Dα,c) = min{t(Dα,c), 2v(2)} for all c ∈ Q
(see Remark 6.7); moreover, whenever tq,ρ(Dα,c) > 0 (and hence, in particular, for all
c in a neighborhood of b), we can write tq,ρ(Dα,c) = vρ(Dα,c) − 2vq(Dα,c), where, in
light of Lemma 6.2, the first summand only has odd slopes, while the second summand
only has even slopes. Let nρ and nq denote the orders of vanishing of ρ0 and q0 at
xα,β = 0. The assumption in (a) means that either we have tq,ρ(Dα,b) > 2v(2), or we have
tq,ρ(Dα,b) = 2v(2) with ∂+tq,ρ(Dα,b) ≥ 0; thanks to Lemma 6.2, this can be translated into
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saying that nρ ≥ 2nq, and it is now evident that the conclusion of part (a) follows from
Lemma 4.30. A similar reasoning can be followed to prove parts (b)–(d). □

As a first application of the lemma above, we will show that a necessary condition
for Dα,b to be a valid disc when b ∈ I(s, α) is that b is an endpoint of the sub-interval
J(s, α) ⊆ I(s, α).

Lemma 6.14. Given b ∈ I(s, α) and letting D = Dα,b, we have the following.

(a) If b ̸∈ J(s, α), the cover (YD)s → (XD)s is inseparable; hence, we have in partic-
ular that D is not a valid disc.

(b) If b is an interior point of J(s, α), then we have XD ̸≤ X (rst), and so D is not a
valid disc.

Consequently, Dα,b can only be a valid disc if J(s, α) ̸= ∅ and if b is an endpoint of
J(s, α), i.e. b ∈ {b−(s, α), b+(s, α)}.

Proof. The statement of (a) is a direct result of Proposition 4.24, as we have already
discussed. We therefore set out to prove the statement of (b); we assume that J(s, α) ̸= ∅
and b−(s, α) < b < b+(s, α) and let D = Dα,b. The number N of distinct points of (XD)s
to which the roots of R ∪ {∞} reduce is at most 2; this is because, since b does not
coincide with an endpoint of the interval I(s, α), we have that the 2g + 2 roots R∪ {∞}
each reduce either to 0 or to∞ in (XD)s. Moreover, since b is an interior point of J(s, α),
we have tR(D) = 2v(2) and that the left and right derivatives of b′ 7→ tR(Dα,b′) at b

′ = b
are both equal to 0; by Lemma 6.13, this implies, in the p = 2 setting, that (YD)s has
two branches above 0 ∈ (XD)s and two branches above ∞ ∈ (XD)s, and the special fiber
(YD)s consequently consists of two rational components (see Remark 4.25).

Now Theorem 4.32 implies that XD ̸≤ X (rst); this is because we know that N ≤ 2,
and, in the p = 2 setting, that the special fiber (YD)s is not irreducible. □

Remark 6.15. The lemma above, applied to the case in which s is a cluster and α ∈
Ds,d+(s), provides a proof of Theorem 5.13: in fact, the lemma shows that no more than
2 valid discs can be linked to the same cluster and that no valid disc can be linked to
s if J(s, α) = ∅. By Remark 6.12, this applies in particular when p = 2 and s has odd
cardinality to show that there is no valid disc linked to s in this case.

Now assume that J(s, α) ̸= ∅. Among the discs Dα,b with b ∈ I(s, α), the only
candidate valid discs are those of depths b−(s, α) and b+(s, α), as long as these depths
are not ±∞. Let us write λ−(s, α) = ∂−tR(Dα,b−) and λ+(s, α) = −∂+tR(Dα,b+) (where
∂±tR is defined as in Lemma 6.13). The integer λ−(s, α) (resp. λ+(s, α)) is only defined
if J(s, α) ̸= ∅ and its endpoint b−(s, α) (resp. b+(s, α)) does not coincide with d−(s, α)
(resp. d+(s, α)). In particular, λ+(s, α) and λ−(s, α) can only be defined if p = 2 and s has
even cardinality (by Remark 6.12); when defined, they are both positive odd integers (by
Lemma 6.11); more precisely, we have λ−(s, α) ∈ {1, 3, . . . , 2g + 1 − |s|} and λ+(s, α) ∈
{1, 3, . . . |s| − 1}.

Remark 6.16. When s is a cluster and α ∈ Ds,d+(s), we have already observed in Re-
mark 6.10 that I(s, α) = I(s). It is also evident that, in this case, b ∈ I(s, α) 7→ tR(Dα,b)
does not depend on the particular choice of α ∈ Ds,d+(s); hence, the sub-interval J(s, α) =
[b−(s, α), b+(s, α)] and the slopes λ±(s, α) are independent of this choice as well. Hence, for
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s a cluster we may (and often will) use without ambiguity the shorter notation J(s), b±(s),
and λ±(s) to mean J(s, α), b±(s, α), and λ±(s, α) for some (any) choice of α ∈ Ds,d+(s).

Proposition 6.17. With the above notation, suppose that J(s, α) ̸= ∅, and let D± =
Dα,b±(s,α). Then we have the following.

(a) Assume that b−(s, α) < b+(s, α) and |s| is even. Then we have ℓ(XD− , 0) =
ℓ(XD+ ;∞) = 0.

(b) Assume that b−(s, α) < b+(s, α) and |s| is odd. Then we have ℓ(XD− , 0) =
ℓ(XD+ ;∞) = 1.

(c) Assume that b−(s, α) > d−(s, α). Then we have ℓ(XD− ,∞) = 1 + λ−(s, α).
(d) Assume that b+(s, α) < d+(s, α). Then we have ℓ(XD+ , 0) = 1 + λ+(s, α).

Proof. This follows immediately from Lemma 6.13, taking into account the proper-
ties that we have already discussed of the piecewise-linear function I(s, α) ∋ b 7→ tR(Dα,b)
and of the linear function I ∋ b 7→ vf (Dα,b) in our setting. □

We are now ready to state a necessary and sufficient condition for Dα,b to be a valid
disc when b ∈ I(s, α).

Theorem 6.18. Let s be a cluster of R, and suppose that α is a point in Ds,d+(s)

or that s = ∅ and α is any point of K̄ ∖ R. Let D = Dα,b for some b ∈ I(s, α) =
[d−(s, α), d+(s, α)]; moreover, when s = ∅, let us assume that b is an interior point of
I(s, α), i.e. that b > d−(s, α). In other words, when s ̸= ∅ we are assuming that D is any
disc linked to s, while, when s = ∅, the disc D may be any disc that contains α and is
linked to no cluster.

(a) If s ̸= ∅, then the disc D is valid precisely when b is an endpoint of J(s). Hence,
there exist two (possibly coinciding) valid discs Dα,b−(s) and Dα,b+(s) linked to s
when J(s) ̸= ∅, and there does not exist a valid disc linked to s when J(s) = ∅.

(b) If s = ∅, in which case we have J(∅, α) = [d−(∅, α),+∞), we have that D
is a valid disc precisely when b coincides with the left endpoint of J(∅, α) and
λ−(∅, α) ≥ 3. Hence, we have two possibilities:
(i) when J(∅, α) = I(∅, α), or when J(∅, α) ⊊ I(∅, α) and λ−(∅, α) = 1,

there does not exist a valid disc centered at α and linked to no cluster; and
(ii) when J(∅, α) ⊊ I(∅, α) and λ−(∅, α) ≥ 3, there exists exactly 1 valid disc

centered at α and linked to no cluster.

Proof. The structure of J(s, α) in the s = ∅ case is discussed in Remark 6.12(c).
Moreover, we have already shown that D = Dα,b can only be a valid disc when b is an
endpoint of J(s, α) (see Lemma 6.14). So assume from now on that J(s, α) ̸= ∅ and that
b ∈ {b−(s, α), b+(s, α)}. We remark that, since tR(D) = 2v(2), the cover (YD)s → (XD)s
is separable; to determine whether or not D is a valid disc, we may therefore apply the
criterion stated in Theorem 4.32. Let N be the integer defined in that theorem.

Assume that b is an endpoint of I(s, α). By hypothesis, this is only possible when
s ̸= ∅, in which case we have I(s, α) = I(s), and Lemma 5.10 implies that the roots
R ∪ {∞} reduce to ≥ 3 distinct points of (XD)s (i.e., N ≥ 3), and D is certainly a valid
disc by Theorem 4.32.

If, instead, the rational number b is an interior point of I(s, α), then we are in the p = 2
setting; the roots of s reduce to 0 ∈ (XD)s, while those of R∖ s, together with∞, reduce
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to ∞ ∈ (XD)s. Assume that b = b−(s, α): the b = b+(s, α) case is analogous and will
thus be omitted. We know from Proposition 6.17(b) that ℓ(X−,∞) = 1+λ−(s, α) ≥ 2; in
particular, (YD)s has only one branch above ∞ ∈ (XD)s and is consequently irreducible.
If s ̸= ∅, then we have N = 2 and thus the criterion stated in Theorem 4.32 ensures that
XD ≤ X (rst). If s = ∅, then we have N = 1: all roots of R ∪ {∞} reduce to ∞ ∈ (XD)s.
In this case, the abelian rank of (YD)s, which is the genus of its normalization, is given by
−1 + ℓ(X−,∞)/2 = (λ−(s, α) − 1)/2 by Proposition 4.28. Hence, Theorem 4.32 ensures
that, for s = ∅, we have XD ≤ X (rst) precisely when λ−(s, α) > 1. □

3. Separating the roots (for an even-cardinality cluster s)

Let us fix a center α ∈ K̄, and let s ⊆ R be any even-cardinality subset.

3.1. Factoring f . We write the polynomial f(x) as a product f(x) = cf s(x)fR∖s(x),
where c is the leading coefficient of f and write

(30) f s(x) =
∏
a∈s

(x− a) and fR∖s(x) =
∏

a∈R∖s

(x− a).

Now let us define ts,α+ and ts,α− to be the functions on the domain [0,+∞) given by

ts,α+ : b 7→ ts(Dα,d+(s,α)−b) and ts,α− : b 7→ tR∖s(Dα,b+d−(s,α)).

Essentially, the function ts,α+ is defined by evaluating ts on discs that are enlargements
of Dα,d+(s,α); all such discs contain s, and Dα,d+(s) is the minimal disc centered at α with
this property. Symmetrically, the function ts,α− is defined by evaluating tR∖s at contractions
of Dα,d−(s,α) around the center α: all such discs are disjoint from R∖ s, except the largest
one (i.e. Dα,d−(s,α)), which is the minimal disc centered at α that intersects R∖ s.

Proposition 6.19. Both functions ts,α± are strictly increasing on their domains until they
reach 2v(2) and become constant. Over the part of the domain where ts,α+ (resp. ts,α− ) is
not constant, its slopes are decreasing odd integers between 1 and |s| − 1 (resp. between
1 and 2g + 1− |s|).

Proof. We will only prove the result for ts,α+ , as the proof for ts,α− is analogous. Choose
a part-square decomposition for f s = (qs)2 + ρs that is totally odd with respect to the
center α, so that ts,α+ (b) = min{tqs,ρs(Dα,b+(s,α)−b), 2v(2)} for all b ∈ [0,+∞). Since s ⊂
Dα,b+(s,α)−b, we deduce from Lemma 6.2 that [0,+∞) ∋ b 7→ vfs(Dα,b+(s,α)−b) has slope
0; on the other hand, the function [0,+∞) ∋ b 7→ vρs(Dα,b+(s,α)−b) has odd integer slopes
between 1 and |s| − 1. From this, recalling that tqs,ρs = vρs − vfs by definition, the
proposition follows. □

Remark 6.20. We remark that, when s ̸= ∅ and α ∈ Ds,d+(s), the function ts,α+ does not
depend on the particular choice of α ∈ Ds,d+(s); we will therefore use the notation ts+ to
mean ts,α+ where α is some (any) point of Ds,d+(s). On the other hand, the function ts,α− (b)
is the same for all α ∈ Ds,d+(s) only when b ∈ [0, δ(s)] ⊆ [0,+∞): when evaluating at
such inputs, we may safely drop the superscript α and simply write ts− to mean ts,α− for
any α ∈ Ds,d+(s).
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We now remark that the function I(s, α) ∋ b 7→ tR(Dα,b) ∈ [0, 2v(2)] we have studied
in the previous subsection can be completely recovered from ts,α± . In fact, we have the
following.

Proposition 6.21. Assume that I(s, α) has positive length (which is always true, for
example, when α and s are as in the statement of Theorem 6.18). Then, we have

tR(Dα,b) = min{ts(Dα,b), t
R∖s(Dα,b)} = min{ts,α+ (d+(s, α)−b), ts,α− (b−d−(s, α))} for all b ∈ I(s, α).

Proof. It is clearly enough to prove the result for b an interior point of I(s, α), which
will extend by continuity to the endpoints of I(s, α). For such an input b, we note that
the roots s ∈ s satisfy v(s− α) < b, while the roots s ∈ R∖ s satisfy v(s− α) > b. As a
consequence, point (ii) of Proposition 6.8(b) applies. □

3.2. A standard form for the two factors. Let us introduce the polynomials

(31) f s,α
+ (z) :=

∏
a∈s

(1− β−1
d+

(a− α)z) and f s,α
− (z) :=

∏
a∈R∖s

(1− βd−(a− α)−1z),

where the scalars βd± ∈ K̄× are chosen to satisfy v(βd±) = d±(s, α). These are just
transformed versions of f s and fR∖s, normalized so that their constant terms are 1
and all coefficients are integral. More precisely, we have the conversion formulas f s =

β
|s|
d+
(f s,α

+ )∨(β−1
d+

(z−α)) and fR∖s =
(∏

a∈R∖s(α− a)
)
f s,α
− (β−1

d−
(z−α)), where (f s,α

+ )∨(z) =

z|s|f s,α
+ (1/z). Given a part-square decomposition for f s,α

+ and for f s,α
− , there is an obvious

way of producing one for f s and fR∖s, which in turn induces one for f = cf sfR∖s. More
precisely, given two part-square decompositions

f s,α
+ = q2+ + ρ+, f s,α

− = q2− + ρ−,

one obtains the decompositions

f s = [qs]2 + ρs, fR∖s = [qR∖s]2 + ρR∖s, f = q2 + ρ

by setting qs = β
|s|/2
d+

q∨+(β
−1
d+

(z − α)), qR∖s =
√∏

a∈R∖s(α− a)q−(β
−1
d−

(z − α)), and q =√
cqsqR∖s (after making appropriate choices of square roots), where q∨+(z) = z|s|/2q+(1/z).

Remark 6.22. We have the following.

(a) By construction, we have tqs,ρs(Dα,b) = tq+,ρ+(d+(s, α)− b) and tqR∖s,ρR∖s(Dα,b) =
tq−,ρ−(b− d−(s, α)) for all b ∈ Q; moreover, the above decomposition of f s (resp.

fR∖s) is good at Dα,b if and only if the above decomposition of f s
+ (resp. f s

−) is
good at d+(s, α)− b (resp. b− d−(s, α)).

(b) It follows from part (a) above that the introduction of f s
± allows us to reinterpret

the function ts,α± as [0,+∞) ∋ b 7→ tZ±(D0,b), where Z± denotes the set of roots of
f s,α
± . We remark that the translation and homotheties that define f s,α

± are chosen
so that all elements of Z± have valuation ≤ 0 and some element in each of Z+

and Z− has valuation 0.
(c) Part (b) above implies that the knowledge of a totally odd part-square decom-

position for f s,α
± allows us to compute ts,α± : this is just Remark 6.7. More pre-

cisely, if f s,α
± = q2± + ρ± is a totally odd part-square decomposition, we have

ts,α± (b) = min{tq±,ρ±(D0,b), 2v(2)} for all b ∈ [0,+∞).
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The following proposition will be useful in that it allows one to study the valid discs
containing an even-cardinality subset s by considering the image of (R∪{∞})∖ s under
the reciprocal map (see Remark 5.7 above).

Proposition 6.23. Assume the notation of Remark 5.7; let s ⊆ R a subset of even

cardinality; and assume that α ∈ s. Then we have f s∨,α,0
± = f s,α

∓ . It follows that,
given part-square decompositions f s,α

± = q2± + ρ±, we have part-square decompositions

f s∨,α,0
± = q2∓ + ρ∓, and in fact, we have the equality of functions ts

∨,α,0
± = ts,α∓ .

Proof. The first claims can be straightforwardly checked directly from the observa-
tions in Remark 5.7 and the defining formulas for the terms. The final claim follows from
choosing the decompositions f s,α

± = q2± + ρ± to be totally odd and using Remark 6.7. □

3.3. Reconstructing the invariants. Let b0(t
s,α
± ) be the least value of b ∈ [0,+∞)

at which ts,α± : [0,+∞)→ [0, 2v(2)] attains 2v(2), and let λ(ts,α± ) denote the left derivative
of ts,α± at b0(t

s,α
± ), which is clearly only defined when b0(t

s,α
± ) > 0. These invariants are

closely related to those introduced in the previous subsection.

Proposition 6.24. Suppose that s has even cardinality, that I(s, α) has positive length
(which always occurs, for example, if s and α as as in Theorem 6.18), and that J(s, α) ̸= ∅.
Then, we have

(32) b±(s, α) = d± ∓ b0(ts,α± ) and λ±(s, α) = λ(ts,α± ).

Proof. We have tR(Dα,b) = min{ts,α+ (b+−b), ts,α− (b−b−)} by Proposition 6.21 and that
each of the functions ts,α± is strictly increasing until it reaches 2v(2) by Proposition 6.19.
The proposition now follows immediately. □

Remark 6.25. In the context of Proposition 6.24, when J(s, α) = ∅ the formulas in (32)
can be taken as the definitions of the rational numbers b±(s, α) and λ±(s, α), and from
tR(Dα,b) = min{ts,α+ (b+ − b), ts,α− (b− b−)}, it is easy to see that the condition J(s, α) = ∅
corresponds to the fact that b−(s, α) > b+(s, α): roughly speaking, J(s, α) is empty
whenever its endpoints, which can always be defined, are in the reversed order. Observe
that λ+(s, α) ∈ {1, . . . , |s| − 1} is actually only defined when b+(s, α) > d+(s, α) (that is,
when b0(t

s,α
+ ) > 0), and λ−(s, α) ∈ {1, . . . , 2g + 1 − |s|} is only defined when d−(s, α) <

b−(s, α) (that is, when b0(t
s,α
− ) > 0). When s is a cluster and α ∈ Ds,d+(s), even with these

more general definitions, λ+(s, α) and b+(s, α) only depend on s and not on the particular
choice of the center α ∈ Ds,d+(s); the same is true for b−(s, α) and λ−(s, α), provided that
b−(s, α) ≤ d+(s, α) (see Remark 6.20).

The computations of the invariants J(s, α), b±(s, α) and λ±(s, α) appearing in Theo-
rem 6.18 are now reduced to determining b0(t

s,α
± ) and λ(ts,α± ). A priori, this would require

the knowledge of the functions ts,α± : [0,+∞)→ [0, 2v(2)], which in turn are immediate to
compute once a totally odd part-square decomposition for the polynomials f s,α

± is known:
see Remark 6.22(c). However, determining a totally odd part-square decomposition for
f s,α
± can be a difficult task, even if easier than determining one for the whole polynomial
fα,1. In §6.5, we will introduce a class of decompositions which we will name sufficiently
odd decompositions (see Definition 6.37 below); these are easier to compute and will still
allow us to find b0(t

s,α
± ) and λ(ts,α± ), as we will show in Proposition 6.41.



4. ESTIMATING THRESHOLDS FOR DEPTHS OF EVEN-CARDINALITY CLUSTERS 71

4. Estimating thresholds for depths of even-cardinality clusters

The results that we have obtained in the above subsections show that given an even-
cardinality cluster s of roots associated to the hyperelliptic curve Y : y2 = f(x), there are
0, 1, or 2 valid discs linked to it, and the results suggest how we may determine how many
valid discs are linked to it via the knowledge of the rational numbers b±(s) = d±(s)∓b0(ts±).
Roughly speaking, the results of §6.2 and §6.3 show that an even-cardinality cluster s has
2 (resp. 1) valid discs linked to it if and only if its relative depth δ(s) = d+(s) − d−(s)
exceeds (resp. equals) some threshold depending on s, namely the rational number given
by b0(t

s
+) + b0(t

s
−). The precise statement is the following rephrasing of Theorem 6.18(a)

combined with Remark 6.25.

Proposition 6.26. Given an even-cardinality cluster s ⊂ R of relative depth δ(s) and
writing Bf,s = b0(t

s
+) + b0(t

s
−), there are exactly 2 (resp. 1; resp. 0) valid discs linked to s

if we have δ(s) > Bf,s (resp. δ(s) = Bf,s; resp. δ(s) < Bf,s).

Remark 6.27. We note that the rational number Bf,s given in the above corollary does
not depend on the depth δ(s) in the following sense. Given a center α ∈ Ds,d+(s), let
s[λ] = {λ(a − α) + α | a ∈ s} for some λ ∈ K̄× such that v(λ) > −δ(s), so that s[λ]
is a scaled version of s and is a cluster in R[λ] := s[λ] ⊔ (R ∖ s) with relative depth
δ(s[λ]) = δ(s) + v(λ). Then it follows easily from the constructions in §6.3 that we have

ts+ = t
s[λ]
+ and ts− = t

s[λ]
− , from which it follows that Bf[λ],s[λ] = Bf,s. In this sense, loosely

speaking, we may view Bf,s as a sort of “threshold” for the depth of s at which we obtain
1 valid disc linked to s and above which we obtain 2 valid discs linked to s.

In the rest of this subsection, we work towards obtaining estimates and exact formulas
for the “threshold depth” Bf,s defined in Proposition 6.26 under various conditions on
s ⊂ R.

Proposition 6.28. Let s ⊆ R be an even-cardinality cluster.

(a) Suppose that s can be written as a disjoint union r⊔ c1⊔ . . .⊔ cN for some N ≥ 0,
and where each ci is an even-cardinality child of s. Let δ = d+(r)−d+(s) (so that,
in particular, δ = 0 when N = 0, and δ = δ(r) when N ≥ 1), and assume that
δ(ci) > δ for all i = 1, . . . , N . Assume moreover that the sum σ :=

∑
a∈r(a− α0)

for some (any) fixed α0 ∈ r has valuation equal to d+(r). Then for all b ∈ [0,+∞)
we have

ts+(b) = min{δ + b, 2v(2)},
so that b0(t

s
+) = max{2v(2)− δ, 0}.

(b) Assume that the parent cluster c1 of s has even cardinality and can be written
as a disjoint union c1 = c2 ⊔ . . .⊔ cN ⊔ s⊔ r for some N ≥ 1, where c2, . . . , cN are
even-cardinality sibling clusters of s. Let δ = δ(r), and assume that δ(ci) > δ for
all i = 1, . . . , N . Assume moreover that the sum σ :=

∑
a∈r(a−α0) has valuation

d+(r) for some (any) fixed α0 ∈ r. Then for all b ∈ [0, δ(s)] we have

ts−(b) = min{δ + b, 2v(2)},
so that b0(t

s
−) = max{2v(2)− δ, 0}.

(c) Let r = s⊔ c1⊔ . . .⊔ cN be a union of s and some even-cardinality sibling clusters
c1, . . . , cN of s, where N ≥ 0. Let δ = d−(s) − d−(r) (so that, in particular,
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δ = 0 when N = 0, and δ = δ(r) when N ≥ 1), and assume that δ(ci) > δ for
all i = 1, . . . , N . Assume moreover that the sum σ :=

∑
a∈R∖r(a − α0)

−1 has
valuation equal to −d−(r) for some (any) fixed α0 ∈ s. Then for all b ∈ [0, δ(s)],
we have

ts−(b) = min{δ + b, 2v(2)},
so that b0(t

s
−) = max{2v(2)− δ, 0}.

Remark 6.29. The assumption on v(σ) in (a) and (b) is automatically satisfied whenever
r is a disjoint union of two odd-cardinality clusters r1 and r2 (in particular, it is satisfied
whenever r has cardinality 2). In fact, fixing choices of elements αi ∈ ri for i = 1, 2 and
choosing α0 = α1, we may write

σ =
∑
a∈r

(a− α1) = |r2|(α2 − α1) +
∑
a∈r1

(a− α1) +
∑
a∈r2

(a− α2).

Clearly the valuation of |r2|(α2 − α1) equals d+(r) while all other terms in the above
formula have higher valuation, and therefore the entire sum has valuation d+(r).

Analogously, the assumption on v(σ) in (c) is automatically satisfied whenever there
exist odd-cardinality clusters r1, r2 ⊆ R such that r1 = r ⊔ r2; this always happens, in
particular, when r has cardinality 2g.

Proof (of Proposition 6.28). Let us first assume that s satisfies the hypotheses
of part (a). We first set out to show that we have tr+(b) = min{b, 2v(2)} for all b ∈ [0,+∞)
(which in particular proves part (a) in the case that N = 0). We consider the polynomial
f r,α0
+ (with the notation in §6.3.3.2): by construction, its coefficient are all integral, and
its constant term is 1; moreover, the assumption on v(σ) easily implies that its linear
coefficient is a unit. From this, it is easy to deduce that ρ+ is also a polynomial with
integral coefficients and unit linear coefficient, where f r,α0

+ = q2+ + ρ+ is a totally odd
part-square decomposition. Let us now consider the function tr+ : [0,+∞)→ Q, which is
piecewise-linear with odd decreasing slopes between 1 and |r|−1 until it reaches 2v(2) (see
Proposition 6.19). This function can be computed as tr+(b) = tq+,ρ+(D0,b) = vρ+(D0,b);
since ρ+ has integral coefficients and unit linear term, the function tr+ has initial output 0
and initial slope 1, from which we conclude that tr+(b) = min{b, 2v(2)} for all b ∈ [0,+∞).

Now fix any i ∈ {1, . . . , N}, and take any disc D := Ds,d+(s)−b with b ∈ [0,+∞).
Then the formula for tr+ that we found above is equivalent to the formula tr(D) = tr+(b+
δ) = min{b+ δ, 2v(2)}. Moreover, using the fact that tci+ has positive integer slopes
as long as its output is < 2v(2) by Proposition 6.19, we get tci(D) = tci+(b + δ(ci)) ≥
min{b+ δ(ci), 2v(2)}. Now, using our assumption that δ(ci) > δ, Proposition 6.8(b)
implies that ts(D) = tr(D), which can clearly be rewritten as ts+(b) = min{δ + b, 2v(2)}.
This finishes the proof of part (a).

Now, if we apply to the setting described in the hypothesis of (a) the automorphism
iα : z 7→ (z−α)−1 of the projective line, where α is an element of c1 (resp. of r), we obtain
exactly the setting described in the hypothesis of (b) (resp. of (c)): this can be readily
verified by applying Remark 5.7. Moreover, Proposition 6.23 ensures that, after applying
iα, the conclusion of (a) turns into that of (b) (resp. of (c)). □

Proposition 6.30. We have the following analogous statements.
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(a) Suppose that s is an even-cardinality cluster which itself is the disjoint union of
even-cardinality child clusters c1, . . . , cN for some N ≥ 2. The minimum of the
set

{tci+(δ(ci))}1≤i≤N ∪ {ts+(0)}
of rational numbers is attained by more than one element. In particular, if we
have tci+(δ(ci)) = 2v(2) for 1 ≤ i ≤ N , then we have ts+(0) = 2v(2) also.

(b) Suppose that s is an even-cardinality cluster whose parent cluster s′ is a disjoint
union s ⊔ c2 ⊔ . . . ⊔ cN of even-cardinality clusters for some N ≥ 2. Then, the
minimum of the set

{tci+(δ(ci))}2≤i≤N ∪ {ts
′

−(δ(s
′)), ts−(0)}

of rational numbers is attained by more than one element. In particular, if we
have tci+(δ(ci)) = 2v(2) for 2 ≤ i ≤ N , and ts

′
−(δ(s

′)) = 2v(2) then we have
ts−(0) = 2v(2) also.

Proof. Let us assume the setting of (a). If the minimum of the set {tci+(δ(ci)}1≤i≤N
is attained by more than one element, then we are done, so assume that this minimum is
attained by a unique element. Then, if we apply Proposition 6.8 to the disc D := Ds,d+(s),
we obtain that ts+(0) = min1≤i≤N tci+(δ(ci)), and the claim is proved. The proof of part (b)
is analogous. □

The following pleasant corollary provides a simple result for a very special case of
cluster picture.

Corollary 6.31. Suppose that we have a cluster S of cardinality 2g which has g children
c1, . . . , cg, each of which has cardinality 2. Assume that we have δ(ci) ≥ 2v(2) for 1 ≤ i ≤ g
as well as δ(S) ≥ 2v(2). Then we have b0(t

ci
+) = 2v(2) and b0(t

ci
−) = 0 for 1 ≤ i ≤ g, and

we have b0(t
S
+) = 0 and b0(t

S
−) = 2v(2).

Proof. Letting s = r = ci and applying Proposition 6.28(a), we get tci+(b) = min{b, 2v(2)}
and b0(t

ci
+) = 2v(2) for each i; similarly, if we let s = r = S and apply Proposition 6.28(c),

we get tS−(b) = min{b, 2v(2)} and b0(tS−) = 2v(2). Now, by applying Proposition 6.30 and
using the assumption that δ(ci) ≥ 2v(2) and δ(S) ≥ 2v(2), we get tS+(0) = 2v(2) and
tci−(0) = 2v(2) for all i, which imply b0(t

S
+) = 0 and b0(t

ci
−) = 0, respectively. □

Remark 6.32. The special case treated by the above corollary can be viewed more
symmetrically as involving a hyperelliptic curve defined by a degree-(2g + 2) polynomial
(after applying a suitable automorphism so that the 2g+2 branch points of Y all have x-
coordinate different from∞) whose roots are paired into g+1 clusters each of cardinality
2; this is the type of hyperelliptic curve treated in [8].

It immediately follows from Corollary 6.31 combined with Theorem 6.18(a) and Propo-
sition 6.24 that under the hypotheses of Corollary 6.31, letting d = d+(S) = d−(ci), the
full set of valid discs consists of DS,d, along with DS,d−δ(S)+2v(2) if δ(S) > 2v(2), as well
as Dsi,d+δ(ci)−2v(2) for each i such that δ(ci) > 2v(2). In fact, it is not difficult to see that
the components of (Yrst)s corresponding to the valid discs other than DS,d are all vertical
(-2)-curves which, when contracted, yield the stable model (which in turn coincides with
YDS,d

). The special fiber of the stable model then has a node corresponding to each i
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such that δ(ci) > 2v(2) as well as an additional node if δ(S) > 2v(2). This essentially
recovers the statement of [8, Proposition 1.5].

Lemma 6.33. Let s be a cluster of even cardinality. We have

(33) b0(t
s
+) ≥

2v(2)− ts+(0)

|s| − 1
and b0(t

s
−) ≥

2v(2)− ts−(0)

2g + 1− |s|
.

Moreover, if λ+(s) = |s| − 1 (resp. λ−(s) = 2g + 1− |s|), then the first (resp. the second)
inequality above is an equality.

Proof. This follows immediately from the properties of ts± presented in Proposi-
tion 6.19. □

Lemma 6.34. Let s be a cluster of even cardinality. Then we have the following:

(a) if s has an odd-cardinality child cluster, then we have ts+(0) = 0; and
(b) if s has an odd-cardinality sibling cluster, then we have ts−(0) = 0.

Proof. It is immediate to see that, if s has a child cluster c of odd cardinality 2m+1,
then, letting α ∈ c, any normalized reduction of f s,α

+ has odd degree 2g+1−2m and thus,
in particular, is not a square. This implies that f s,α

+ = 02 + f s,α
+ is a good part-square

decomposition (see Proposition 4.18), and hence that ts+(0) = 0. This proves (a); the
proof of (b) is analogous. □

Proposition 6.35. Let s be a cluster of even cardinality, and let s′ be its parent cluster.
The rational number Bf,s given in Proposition 6.26 satisfies the below inequalities.

(a) We have Bf,s ≤ 4v(2). In particular, if δ(s) ≥ 4v(2), then there exists a valid
disc linked to s, and if δ(s) > 4v(2), then it is guaranteed that there are exactly
2 valid discs linked to s.

(b) If s has a child cluster (resp. a sibling cluster) of odd cardinality, then we have

Bf,s ≥ 2v(2)
|s|−1

(resp. Bf,s ≥ 2v(2)
2g+1−|s|). In particular, if s is a cardinality-2 or a

cardinality-2g cluster, there cannot be a valid disc linked to s if δ(s) < 2v(2).
(c) If s has both a child and a sibling cluster of odd cardinality, then we have

Bf,s ≥
(

2

|s| − 1
+

2

2g + 1− |s|

)
v(2).

(d) Suppose that we are in one of the following settings.
(i) Assume that s has exactly 2 odd-cardinality child clusters r1 and r2. Let

f̃(x) ∈ K̄[x] be a polynomial whose set of roots coincides with R̃ := r1 ⊔
r2 ⊔ (R∖ s), and let s̃ = r1 ⊔ r2.

(ii) Assume that s has exactly 1 odd-cardinality sibling cluster r2, and let r1
denote the (odd-cardinality) parent cluster of s. Let f̃(x) ∈ K̄[x] be a

polynomial whose set of roots coincides with R̃ := (R∖ r1)⊔ r2 ⊔ s, and let
s̃ = s.

In each case we have Bf,s = Bf̃ ,̃s.
(e) Suppose that at least one of the following holds:

(i) each of the child clusters of s has even cardinality and depth ≥ 2v(2); or
(ii) the parent and each of the sibling clusters of s have even cardinality and

depth ≥ 2v(2).
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Then we have Bf,s ≤ 2v(2). If both (i) and (ii) above hold, then we have Bf,s = 0.

Proof. As the continuous piecewise-linear functions ts± have positive integer slopes
until reaching an output of 2v(2) by Proposition 6.19, we must have b0(t

s
±) ≤ 2v(2). This

implies that Bf,s = b0(t
s
+) + b0(t

s
−) ≤ 4v(2), proving part (a).

Now if s has a child cluster (resp. a sibling cluster) of odd cardinality, then we have

ts+(0) = 0 (resp. ts−(0) = 0) by Lemma 6.34. By Lemma 6.33, we then have b0(t
s
+) ≥

2v(2)
|s|−1

(resp. b0(t
s
−) ≥

2v(2)
2g+1−|s|). This proves (b) and (c) if we recall that Bf,s = b0(t

s
+) + b0(t

s
−).

Let us now address (d). Taking into account Remark 6.29, the alternate hypotheses
of part (d) correspond respectively to the hypotheses of parts (a) and (c) of Proposi-
tion 6.28(a), with r being r1 ⊔ r2 in case (i), and with r being the union of s with its
even-cardinality sibling clusters in case (ii). Let us first address case (i). By apply-
ing Proposition 6.28, we get ts+(b) = min{b, 2v(2)} for all b ∈ [0,+∞). Moreover, we

have that s̃ := r is an even-cardinality cluster of the set R̃ := r ⊔ (R ∖ s). Now, since

R ∖ s = R̃ ∖ s̃, we have that the two functions ts− and ts̃− coincide; on the other hand,

Proposition 6.28(a) can also be applied to s̃ ⊆ R̃ to get that ts̃+(b) = min{b, 2v(2)}. We

conclude that Bf,s = b0(t
s
+) + b0(t

s
−) = b0(f̃

s̃
+) + b0(f̃

s̃
−) = Bf̃ ,s̃. The proof for case (ii) is

completely analogous.
Let us now address case (i) of (e). Since the child clusters c1, . . . , cN of s have depth

≥ 2v(2), we get that tci+(δ(ci)) = 2v(2) for 1 ≤ i ≤ N , due to the fact that each function
tci+ has positive integer slopes as long as its output is < 2v(2) by Proposition 6.19. Then
by Proposition 6.30, we have ts+(0) = 2v(2) also, which directly implies that b0(t

s
+) = 0.

In a similar manner, one proves that under assumption (ii), we get ts−(0) = 2v(2), which
directly implies that b0(t

s
−) = 0. Now in general, as was observed in the proof of part

(a), we have b0(t
s
±) ≤ 2v(2), and thus the claims of part (e) follow from the formula

Bf,s = b0(t
s
+) + b0(t

s
−). □

5. Sufficiently odd part-square decompositions

The motivation for this subsection was presented at the end of §6.3.3.3. For this
subsection, we will let h ∈ K[z] be a nonzero polynomial whose roots (in K̄) all have
valuation ≤ 0: the cases we care about are those of h = f s,α

± , where f s,α
± are the two func-

tions introduced in §6.3.3.2, whose roots satisfy this property according toRemark 6.22(b).
Let us choose a part-square decomposition h = q2 + ρ, and let us consider the function
[0,+∞) ∋ b 7→ tq,ρ(D0,b) = vρ(D0,b)− vh(D0,b).

Remark 6.36. The assumption on h easily implies that the piecewise-linear function
[0,+∞) ∋ b 7→ vh(D0,b) is constant (see Lemma 6.2); as a consequence, the linear function
[0,+∞) ∋ b 7→ tq,ρ(D0,b) is a non-decreasing piecewise-linear function with decreasing
slopes and has the same slopes as [0,+∞) ∋ b 7→ vρ(D0,b).

Definition 6.37. A part-square decomposition h = q2+ρ of a polynomial h ∈ K̄[z] whose
roots all have valuation ≤ 0 is said to be sufficiently odd if the function tq,ρ : [0,+∞) ∋
b 7→ tq,ρ(D0,b) satisfies the following.
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(a) We have tq,ρ(D0,b) ≥ 2v(2) for some b ∈ [0,+∞); we will denote by b0(tq,ρ)
the minimal b ∈ [0,+∞) with this property, so that tq,ρ(D0,b) < 2v(2) for b ∈
[0, b0(tq,ρ)), and tq,ρ(D0,b) ≥ 2v(2) for b ∈ [b0(tq,ρ),+∞).

(b) If b0(tq,ρ) > 0, the left derivative of b 7→ tq,ρ(D0,b) at b = b0(tq,ρ) is odd.

Remark 6.38. We have the following.

(a) Every part-square decomposition in which ρ has no constant term satisfies con-
dition (a) of Definition 6.37, because when ρ has no constant term, the func-
tion b ∈ [0,+∞) 7→ vρ(D0,b) cannot have slope 0 (see Lemma 6.2), and hence
b 7→ tq,ρ(D0,b) is a strictly increasing function.

(b) Totally odd decomposition are sufficiently odd, because for a totally odd decom-
position all the slopes of [0,+∞) ∋ b 7→ vρ(D0,b), and hence all the slopes of
[0,+∞) ∋ b 7→ tq,ρ(D0,b) over [0,+∞), are odd. In particular, Proposition 4.20
implies that a sufficiently odd decomposition always exists.

Proposition 6.39. If h = q2 + ρ is a sufficiently odd part-square decomposition, then it
is good at all discs D0,b, with b ∈ [max{0, b0(tq,ρ)− ε},+∞), for ε > 0 small enough.

Proof. For b ∈ [b0(tq,ρ),+∞), we have tq,ρ(D0,b) ≥ 2v(2), which clearly implies that
the decomposition is good at D0,b. Let us therefore assume that b0(tq,ρ) > 0 and focus
on the interval [b0(tq,ρ)− ε, b0(tq,ρ)), where ε > 0 has been chosen small enough that the
function b 7→ tq,ρ(D0,b) is < 2v(2) has odd slope, as prescribed by Definition 6.37. Via

Lemma 6.2, we deduce that any normalized reduction of ρ0,β, for β ∈ K̄× any element of
valuation b ∈ [b0(tq,ρ)− ε, b0(tq,ρ)), is not a square, hence the decomposition of h is good
at D0,b thanks to Proposition 4.18(a). □

Corollary 6.40. The value of b0(tq,ρ) is the same for all sufficiently odd decompositions
h = q2 + ρ of the polynomial h. When b0(tq,ρ) > 0, the left derivative λ(tq,ρ) of the
function b ∈ [0,+∞) 7→ tq,ρ(D0,b) at b = b0(tq,ρ) (which is an odd positive integer) is also
independent of the sufficiently odd decomposition.

Proof. This follows immediately from the proposition above, taking into account
Remark 4.17. □

Now we recall the the invariants b0(t
s,α
± ) and λ(ts,α± ) introduced in Subsection 6.3.3.3

for any even-cardinality-subset s ⊆ R and α ∈ K̄, the knowledge of which is sufficient
to determine the sub-interval J(s, α) ⊆ I(s, α) and the slopes λ±(s, α) that we have
introduced in §6.2 and that play a crucial role in determining which are the valid discs
D centered at α as well as the corresponding structure of (YD)s. In the language of
this subsection, the quantities b0(t

s,α
± ) and λ(ts,α± ) are nothing but b0(tq±,ρ±) and λ(tq±,ρ±)

for two totally odd part-square decompositions f s,α
± = q2± + ρ±, where f

s,α
± are the two

polynomials introduced in Subsection 6.3.3.2: this is clear from Remark 6.22(c). Now,
the following proposition immediately follows from Corollary 6.40.

Proposition 6.41. We have b0(t
s,α
± ) = b0(tq±,ρ±) and λ(ts,α± ) = λ(tq±,ρ±) for any two

sufficiently odd (and not necessarily totally odd) part-square decompositions f s,α
± = q2± +

ρ±.
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We conclude by observing that, for a valid disc D, the equation YD → XD can also
be written down from the knowledge of sufficiently odd decompositions only.

Proposition 6.42. Let α and s be as in the assumptions of Theorem 6.18; assume that
we have J(s, α) ̸= ∅, and let D := Dα,b+(s,α) or D := Dα,b−(s,α) be a valid disc provided
by the theorem. Then the part-square decomposition of f we obtain from any two chosen
sufficiently odd decompositions of f s,α

+ and f s,α
− (see §6.3.3.2) is good at the disc D.

Proof. Let f s,α
± = q2± + ρ± be any sufficiently odd decompositions for f s,α

+ and f s,α
− ,

and let f s = (qs)2 + ρs, fR∖s = (qR∖s)2 + ρR∖s and f = q2 + ρ be the decompositions
they induce for f s, fR∖s and f (see §6.3.3.2). By Definition 6.37 and Proposition 6.41,
we have tq±,ρ±(D0,b) ≥ 2v(2) when b ≥ b0(t

s,α
± ). Now, Remark 6.22(a) ensures that

the corresponding decompositions f s = (qs)2 + ρs and fR∖s = (qR∖s)2 + ρR∖s satisfy
tqs,ρs(Dα,b) ≥ 2v(2) for b ≤ b+(s, α), and tqR∖s,ρR∖s(Dα,b) ≥ 2v(2) for b ≥ b−(s, α), recalling
that b±(s, α) = d±(s, α)∓ b0(ts,α± ) by Remark 6.25. Since we have J(s, α) ̸= ∅, which is to
say that b−(s, α) ≤ b+(s, α) (see Remark 6.25), we consequently have tqs,ρs(Dα,b) ≥ 2v(2)
and tqR∖s,ρR∖s(Dα,b) ≥ 2v(2) for b ∈ {b+(s, α), b−(s, α)}. By Proposition 4.21(a), we have
tq,ρ(Dα,b) ≥ 2v(2) for those values of b, i.e. the part-square decomposition for f is good
at D. □

6. An algorithm for finding sufficiently odd part-square decompositions

As previously explained, our main motivation for using sufficiently odd part-square
decompositions rather than totally odd ones is that it is generally easier to compute a
sufficiently odd decomposition of a polynomial. The following is a general algorithm
for finding sufficiently odd part-square decompositions of a nonzero polynomial h(z) ∈
K[z] whose roots all have valuation ≤ 0; more precisely, starting with some part-square
decomposition h = q2+ρ with v(ρ) ≥ v(h), this algorithm (when it terminates) transforms
it into a sufficiently odd part-square decomposition of h, essentially by modifying q by
adding square roots of even-degree terms of ρ. (We note that this algorithm is very similar
to the procedure given by [13, Proposition 2.2.1], which has a similar aim, although the
latter involves adding the square roots of all even-degree terms simultaneously at each
step and in that way is dissimilar to our method.)

Algorithm 6.43. Let h(z) ∈ K[z] be a nonzero polynomial whose roots all have valuation
≤ 0, and let h = q2 + ρ be a part-square decomposition of h satisfying v(ρ) ≥ v(h) (for
instance, we may choose the trivial decomposition h = 02+ρ). In the steps below, we will
change the polynomial q(z) without changing h(z), modifying ρ(z) accordingly so that
h = q2 + ρ is always a part-square decomposition of h. At each stage, we write Ri for the
ith coefficient of ρ.

(1) Choose some ordering n0, n1, . . . , n⌊ 1
2
deg(h)⌋ of the set of natural numbers {0, 1, . . . , ⌊1

2
deg(h)⌋}.

In practice, this algorithm produces cleaner and more efficient results when we
let n0 = 0 and use the following ordering for the natural numbers in {1, . . . ,
⌊1
2
deg(h)⌋}. Each natural number can be written uniquely as s2j for a positive

odd integer s and an integer j ≥ 0. Then a natural number s2j comes before
another natural number s′2j

′
in our ordering if and only if either we have s < s′
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or we have s = s′ and j′ > j; in other words, we order these numbers first accord-
ing to their maximal odd factors and then in descending order of their maximal
2-power factors.

Now for 0 ≤ i ≤ ⌊1
2
deg(h)⌋, perform the following two steps:

(i) Replace q(z) with q(z) +
√
R2ni

zni and modify ρ(z) accordingly.
(ii) Check whether the decomposition h = q2+ρ is a sufficiently odd part-square

decomposition of f , and if it is, terminate the algorithm.
(2) Repeat Step (1).

The next results show that the above algorithm terminates after a finite number of
steps under certain hypotheses.

Lemma 6.44. Assume the set-up and notation in Algorithm 6.43. Suppose that we have
completed Step (1) of Algorithm 6.43 a total of N times for some N ≥ 0, ignoring Step
(1)(ii) (in other words, performing Step (1)(i) for ai ranging through all natural numbers
in {1, . . . , ⌊1

2
deg(h)⌋}) on the Nth time. For positive integers j ≤ 1

2
deg(h), we have

v(R2j) − v(h) ≥ 2v(2)(1 − 2−N). Moreover, if N ≥ 1 and the suggested ordering of the
ni’s has been used in each rendition of Step 1, then we have R0 = R2 = 0.

Proof. We prove this claim inductively, starting with the fact that it obviously holds
for N = 0 as in this case we have 2v(2)(1 − 2−N) = 0 and we have v(R0) = v(h) since
the roots all have valuation ≤ 0. Now assume that the claim holds for some N ≥ 0 and
consider how our part-square decomposition changes as we perform Step (1) for the (N +
1)th time. Since all even-power terms of ρ have valuation at least 2v(2)(1− 2−N) + v(h),
it is easy to see from the instructions of Step (1)(i) that the terms we are adding to q(z)
all have valuations at least v(2)(1−2−N)+ 1

2
v(h). Meanwhile, each power-2j term of ρ(z)

is eliminated at the i0th rendition of Step (1)(i) where ni0 = j and may only reappear
during a later rendition of Step (1)(i) (the ith rendition for some i > i0) as 2 times the
product of two terms of q(z), one of which has been newly added: these are the xa- and
xb-terms in q(z) for some a, b ≥ 0 with a ̸= b and a + b = 2j. Note that if the suggested
ordering of the ni’s is followed, then this later ni cannot equal 2j and so we even have
a, b ≥ 1 in this case. Therefore the coefficient of this new power-2j term of ρ(z) has
valuation at least

(34)
[
v(2) +

1

2
v(h)

]
+
[
v(2)(1− 2−N) +

1

2
v(h)

]
= 2v(2)(1− 2−(N+1)) + v(h).

This proves the claim for N +1. Meanwhile, if the suggested ordering of the ni’s has been
followed, the numbers a and b defined above, being distinct positive integers whose sum is
an even number, must satisfy a+ b ≥ 4. It follows that in this case, ρ(z) has no constant
or quadratic term (in other words, R0 = R2 = 0) after any number N ≥ 1 of repetitions
of Step (1).

□

Proposition 6.45. Assume that the coefficient of the xs-term of h(z) has valuation equal
to v(h) for some odd integer s ≥ 1. Then Algorithm 6.43 terminates after repeating Step
(1) at most max{1, ⌊log2(s)⌋ − 1} times if the suggested ordering of the ni’s is followed.

Proof. First of all, since the square of any polynomial in g(z) ∈ K[z] has the property
that its odd-degree coefficients have valuation at least v(2) + v(g), at any point while
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running the algorithm, it is clear that the zs-coefficient Rs in ρ(z) = h(z)− q2(z) still has
valuation equal to v(h).

By Remark 6.38(a) and the last statement of Lemma 6.44, since at any point after
Step (1) has been performed the first time the polynomial ρ(z) has no constant term, the
criterion in Definition 6.37(a) is satisfied at any point after the first rendition of Step (1).
Assume that Step (1) has just been performed for the (N := max{1, ⌊log2(s)⌋ − 1})th
time in the course of running Algorithm 6.43 and that the suggested ordering has always
been followed; we shall show that the decomposition h = q2 + ρ that we have constructed
by this point is sufficiently odd, which implies the statement of the proposition. Note
that the definition of the integer N directly implies the inequality N ≥ log2(s+1)− 2. It
now follows directly from Lemma 6.44 that for integers j such that 1 ≤ j ≤ ⌊1

2
deg(h)⌋,

we have

(35) v(R2j)− v(h) ≥ 2v(2)(1− 2−N) ≥ 2v(2)(1− 2− log2(s+1)+2) =
(
2− 8

s+ 1

)
v(2).

As in Definition 6.37(a), let b0 := b0(tq,ρ) ∈ [0,+∞) be the (unique) minimal non-negative

rational number satisfying tq,ρ(b) ≥ 2v(2), and choose an element β0 ∈ K̄× with v(β0) =
b0. As we have N ≥ 1, we also have R0 = R2 = 0 by Lemma 6.44, so in particular
the polynomial ρ(β0z) does not have a constant or quadratic term whose coefficient has
valuation equal to v(ρ(β0z)). We therefore assume that j ≥ 2 and proceed to show that
the coefficient of the power-2j term of v(ρ(β0z)) does not have valuation equal to v(h(β0z))
either; from Definition 6.37 and Lemma 6.2(b), this implies that h = q2 + ρ is sufficiently
odd and the proposition will be proved. Now from equation (35) we have

(36) 2v(2)− v(R2j) + v(h) ≤ 8

s+ 1
v(2) ≤ 4j

s+ 1
v(2) <

4j

s
v(2).

Our assumption that the roots of h each have valuation ≤ 0 implies that vh(b) is constant
for b ∈ [0,+∞) and equal to v(h), so in fact we have v(ρ(β0z)) = vρ(b0) = 2v(2)+vh(b0) =
2v(2)+v(h). Our hypothesis on the zs-coefficient now tells us that sb0 = v(βs0Rs)−v(h) ≥
v(ρ(β0z))− v(h) = 2v(2) and therefore we have b0 ≥ 2

s
v(2). Now, using (36), we get

(37) v(β2j
0 R2j) = v(R2j) + 2jb0 > 2v(2) + v(h)− 4j

s
v(2) +

4j

s
v(2) = 2v(2) + v(h),

which proves the desired statement.
□

Remark 6.46. It is not difficult to show that the algorithm terminates under the first
hypothesis of Lemma 6.44 (but not necessarily within max{1, ⌊log2(s)⌋ − 1} renditions
of Step 1) even when the suggested ordering of the ni’s is not followed, through a proof
similar to the above one but which does not rely on the conclusion of the last statement
of Lemma 6.44, namely that R2 = 0. Similarly, it is evident from the above proof that
the algorithm terminates under the weaker condition that the coefficient of the xs-term
has valuation < v(h) + v(2). However, in this slightly more general situation it is much
messier to write down a bound for the number of times Step (1) must be performed.

Remark 6.47. One may apply Algorithm 6.43 to get sufficiently odd decomposition
for the polynomials h = f s,α

± we have introduced in §6.3.3.2, where s ⊆ R is an even-
cardinality subset and α ∈ K̄, as the roots of these polynomials all have valuation ≤ 0
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by Remark 6.22(b). However, we note that Proposition 6.45 cannot be applied in general
to guarantee that the algorithm terminates, because the condition that there exists an
odd integer s such that the coefficient of the power-s term is a unit does not necessarily
hold. In fact, it is not difficult to see that, when s is a cluster and α ∈ Ds,d+(s), this
condition holds for f s,α

− (resp. f s,α
+ ) if and only if the cardinality of the child cluster of s

which contains α (resp. the parent cluster of s) is an odd integer s. We suspect that the
algorithm still terminates under weaker conditions.

7. Computations of sufficiently odd part-square decompositions for low
degree

In this subsection we use Algorithm 6.43 to compute general formulas for sufficiently
odd part-square decompositions in the cases that the polynomial h(z) ∈ K[z] has odd
degree at most 7 (noting that by construction, in §6.3.3.2 the polynomials f s,α

± for which
we want sufficiently odd decompositions have odd degree provided that α ∈ s), with an
additional hypothesis in the case of degree 7 that the roots are all units. Some of the
formulas we obtain will be used for the computations in §9.

In the cases of degree 1, 3, and 5, in fact the formulas computed below give us totally
odd decompositions, whereas in degree 7, Algorithm 6.43 terminates and gives us formulas
for a sufficiently (but not totally) odd decomposition.

7.1. Polynomials of degree 1. It is immediate to see that given a linear polynomial
h(z) ∈ K̄[z], letting q(z) be a square root of h(0) and ρ(z) = h(z)− q2(z) = h(z)− h(0),
the decomposition h = q2 + ρ is sufficiently (and even totally) odd.

7.2. Polynomials of degree 3. Let h(z) =
∑3

i=0Hix
i ∈ K̄[z] be a cubic polynomial.

Then it is clear that Algorithm 6.43 terminates during the first rendition of Step 1 after
performing Step 1(i) for i = 1 following the suggested ordering (with s0 = 0 and s1 = 1),
and we have q(z) =

√
H0 +

√
H2z (for some choices of square roots of H0 and H2) and

(38) ρ(z) = (H1 − 2
√
H2

√
H0)z +H3z

3.

This decomposition h = q2 + ρ is therefore sufficiently (and even totally) odd. One easily
checks that this is the same totally odd decomposition obtained by using the method
described in the proof of Proposition 4.20.

7.3. Polynomials of degree 5. Let h(z) =
∑5

i=0Hiz
i ∈ K̄[z] be a quintic poly-

nomial. In this case once again Algorithm 6.43 terminates during the first rendition
of Step 1 after performing Step 1(i) for i = 2 following the suggested ordering (with
s0 = 0, s1 = 2, and s2 = 1); it is straightforward to check that here we have q(z) =√
H0 +

√
H2 − 2

√
H4

√
H0z +

√
H4z

2 (where we have chosen square roots of H0 and H4

and then chosen a square root of H2 − 2
√
H4

√
H0) and

(39)

ρ(z) =
(
H1−2

√
H2 − 2

√
H4

√
H0

√
H0

)
z+

(
H3−2

√
H4

√
H2 − 2

√
H4

√
H0

)
z3+H5z

5.

We have therefore again found a sufficiently (and even totally) odd decomposition h =
q2 + ρ. It is in fact not too difficult to show that (similarly to the g = 1 case) we
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obtain this same totally odd decomposition by using the method described in the proof
of Proposition 4.20.

7.4. Polynomials of degree 7 with unit roots. Let h(z) =
∑7

i=0Hiz
i ∈ K̄[z]

be a septic polynomial whose roots all have valuation 0 (so that in particular we have
v(H7) = v(h)). Now according to Proposition 6.45, Step 1 of Algorithm 6.43 needs to
performed only max{1, ⌊log2(7)− 1⌋} = 1 time. In our only rendition of Step 1, following
the suggested ordering (with s0 = 0, s1 = 2, and s2 = 1, and s3 = 3), we at most need
to perform Step 1(i) for i = 0, 1, 2, 3 in order to obtain a sufficiently odd decomposition
h = q2 + ρ; after doing this, it is straightforward to check that we have

(40) q(z) =
√
H0 +

√
H2 − 2

√
H4

√
H0z +

√
H4z

2 +
√
H6z

3

(where we have first chosen square roots of H0, H4, and H6 and then chosen a square root
of H2 − 2

√
H4

√
H0) and

ρ(z) =
(
H1 − 2

√
H2 − 2

√
H4

√
H0

√
H0

)
z +

(
H3 − 2

√
H4

√
H2 − 2

√
H4

√
H0 − 2

√
H6

√
H0

)
z3

− 2
√
H6

√
H2 − 2

√
H4

√
H0 z

4 +
(
H5 − 2

√
H6

√
H4

)
z5 +H7z

7.

(41)



CHAPTER 7

Finding centers of valid discs in the p = 2 setting

This section will deal with the problem of determining a center for each valid disc D
in the p = 2 setting. When s := D ∩ R ̸= ∅, the problem is easily solved, since a center
of D can be chosen to be any root in s ⊆ R. When s = ∅, we will show in §7.2 that D
necessarily contain a root of a certain polynomial F (T ) ∈ K[T ] that is introduced in §7.1.

1. Defining the polynomial F

Given the hyperelliptic curve y2 = f(x), with f(x) ∈ K[x] of odd degree 2g + 1,
Proposition 4.20 allows us to produce (for instance by using the procedure explained in
the proof) a totally odd decomposition of the translated polynomial fT,1(z) := f(z + T ),
in which T remains generic rather than being assigned to be particular center α ∈ K̄.
Such a decomposition will have the form

fT,1 = q2T,1 + ρT,1,

with
qT,1(z) = Q0(T ) +Q1(T )z + . . .+Qg(T )z

g and

ρT,1(z) = R1(T )z +R3(T )z
3 + . . .+R2g+1(T )z

2g+1,

where Qi(T ) and Ri(T ) are elements of K(T ), i.e. algebraic functions of the variable T .

Proposition 7.1. The algebraic functions Qi(T ) and Ri(T ) are integral over K[T ].

Proof. The proposition is a reflection of the general fact that a totally odd decom-
position h = q2 + ρ of any polynomial h is always good (see Corollary 4.19) and hence,
in particular, satisfies v(ρ) ≥ v(h) (by Remark 4.16). We now give an explicit proof
adapted to the specific setting in which we are working. All we have to show is that, for
every valuation subring O of K(T ) such that K[T ] ⊆ O, the polynomial qT (z) ∈ K(T )[z]

has coefficients in O. Let w be the valuation of K(T ) whose ring of integers is O; for
any polynomial h(z) ∈ K(T )[z], let us also denote the Gauss valuation of h by w(h),
i.e. w(h) is the minimum of the valuations of the cofficients of h, and let kw denote the
residue field of w. Suppose by way of contradiction that we have w(qT,1) < 0; then, since
fT,1 = q2T,1 + ρT,1 and w(fT,1) ≥ 0, we necessarily have that w(ρT,1) = w(q2T,1) < w(fT,1).

Let γ ∈ K(T ) be any element such that γ2 has valuation equal to w(ρT,1) = w(q2T,1);

now if we multiply the equation fT,1 = q2T,1 + ρT,1 by γ−2 and we reduce, we obtain the

equation γ−2ρT,1 = −(γ−1qT,1)
2 in kw[z]. But this is impossible, since the left-hand side

is a nonzero polynomial with coefficients in k(w) whose monomials all have odd degree,
while the right-hand side is the square of a nonzero polynomial with coefficients in k(w),
and hence it will contain nonzero monomials of even degree. □

82
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Definition 7.2. Let L ⊂ K(T ) be the smallest Galois extension of K(T ) to which R1(T )
belongs. We define F (T ) ∈ K[T ] to be the norm of R1(T ) with respect to the extension
L/K(T ).

Remark 7.3. Note that we can be sure that the norm F (T ) of R1(T ) is actually a
polynomial in the variable T (and not just a rational function) because of the integrality
result given by Proposition 7.1.

Remark 7.4. In the cases of g ∈ {1, 2}, assuming, for simplicity, that f is monic, we may
easily compute F (T ) as the norm of R1(T ) using the formulas found in §6.7.7.2,6.7.7.3.
For 0 ≤ i ≤ 2g + 1, let Pi(T ) ∈ K[T ] be the zi-coefficient of f(z + T ) ∈ K[T ][z]. Then
for g = 1, we have the formula

(42) F = P 2
1 − 4P2P0,

and for g = 2, we have the formula

(43) F = (P 2
1 − 4P2P0)

2 − 64P4P
3
0 .

2. Using the polynomial F to find centers

We will now establish some properties of F ; in particular, we will show that each root
of F is the center of a valid disc, and that all valid discs D such that D ∩R = ∅ contain
a root of F .

Proposition 7.5. Let α be a root of F in K̄. Then we have the following.

(a) There exists a part-square decomposition f = q2 + ρ which is totally odd at the
center α such that ρα,1 has no linear term.

(b) The element α is not a root of f (i.e. α /∈ R), and there exists a valid disc D
containing α and such that ℓ(XD,∞) > 0.

(c) If D = Dα,b is minimal among the valid discs satisfying the conditions described
in (b), then we have ℓ(XD, xα,β = 0) = 0 (for a choice of β ∈ K̄× with v(β) = b).

Proof. Statement (a) follows from the definition of the polynomial F as the norm

of the linear coefficient of ρT,1. More precisely, let L′ ⊂ K(T ) be a Galois extension of
K(T ) to which all the coefficients of the polynomials qT,1(z) and ρT,1(z) belong, and let
S ′ be the integral closure of K[T ] in L′. The norm NmL′/K(T )(R1(T )) ∈ K[T ] must be
a power F d of F ; hence, the element α is a root of it. Let us also choose an extension

ψ̃α : S ′ → K̄ of the evaluation map ψα : K[T ] → K̄, T 7→ α: it is clear that the

polynomials qα,1(z) := ψ̃α(qT,1(z)) ∈ K̄[z] and ρα,1(z) := ψ̃α(ρT,1(z)) ∈ K̄[z] provide a

totally odd part-square decomposition for fα,1 whose linear coefficient is ψ̃α(R1(T )) ∈ K̄.

On the other hand, since α is a root of F d, we have ψ̃α(F
d) = ψα(F

d) = 0, while at the
same time, we have the formula F d =

∏
σ σ(R1(T )) as σ ranges among the elements of

GalL′/K(T ). We conclude that ψ̃α(σ(R1(T )) = 0 for some σ ∈ GalL′/K(T ); after replacing

ψ̃a with ψ̃α◦σ, we may assume that σ = 1, so that ψ̃α(R1(T )) = 0; part (a) is thus proved.
Let us now prove part (b). Using part (a), we have a part-square decomposition

f = q2 + ρ that is totally odd with respect to the center α and such that the linear
term of ρα,1 is zero. Suppose that α is a root of f , so that the polynomial fα,1 has no
constant term. Then, coming from the fact that x3α,1|ρα,1(xα,1), it is easy to see that we
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have xα,1|qα,1(xα,1); it immediately follows that we have x2α,1|fα,1(xα,1), which contradicts
the fact that f has no multiple roots. This proves the first claim of part (b).

Now let us study the function Q ∋ c 7→ tR(Dα,c). When c→ −∞, it is constantly zero,
since f has odd degree and f = 02 + f is consequently a good part-square decomposition
at large enough discs, while when c→ +∞, it is constantly 2v(2) since α is not a root of f
(this was already mentioned in Remark 6.12). As a consequence, there exists b ∈ Q such
that the output c 7→ tR(Dα,c) is < 2v(2) right before c = b and equals 2v(2) at c ≥ b. Let
s = Dα,b ∩R, so that d−(s, α) < b = b−(s, α) ≤ b+(s, α) in the language of §6.2. If s ̸= ∅,
Theorem 6.18 ensures that the disc D := Dα,b is valid. If s = ∅, from the fact that ρα,1
has no linear term we deduce that the function I(∅, α)→ [0, 2v(2)], c 7→ tR(Dα,c), which
can be computed as c 7→ min{tq,ρ(Dα,c), 2v(2)}, grows with slopes ≥ 3 until reaching 2v(2)
at c = b (in other words, it cannot admit slope 1); hence Theorem 6.18 still guarantees
that the disc D is valid since λ−(∅, α) ≥ 3.

It is an immediate consequence of Lemma 6.13 that we have ℓ(XD, xα,β = 0) = 0 and
ℓ(XD, xα,β = ∞) > 0, for β ∈ K̄× an element of valuation b. In particular, the proof of
(b) is finished. Moreover, if we take D′ = Dα,b′ to be any other valid disc centered at α
such that ℓ(XD′ ,∞) > 0, by Lemma 6.13 we must have that the output of c 7→ tR(Dα,c)
is < 2v(2) for c slightly smaller than b′ and = 2v(2) at c = b′. But this implies, by the
construction of b, that we have b′ ≤ b, i.e. D′ ⊇ D. This shows that the valid disc D that
we found above is the minimal one satisfying the conditions given by part (b) and thus
completes the proof of part (c). □

The following theorem provides a statement that is somehow converse to the one of
Proposition 7.5 above. Together with that proposition, it is essentially a generalization
of [10, Theorem 5.1] (which treats only the geometrically equidistant case), and the un-
derlying strategy of its proof is inspired by that of Lehr and Matignon.

Theorem 7.6. Suppose that D = Dα,b is a valid disc such that ℓ(XD,∞) > 0, i.e.
such that (YD)s has only one branch above ∞ ∈ (XD)s. Then D contains a root of F .

Remark 7.7. Let D = Dα,b be a disc, and let s = D ∩ R, so that we have b ∈
(d−(s, α), d+(s, α)]. Then the disc D satisfies the hypothesis in the above theorem if
and only if b = b−(s, α) ≤ b+(s, α): this is an easy consequence of Theorem 6.18 together
with Proposition 6.17(a). Therefore, a valid disc D does not satisfy the hypothesis in the
above theorem if and only if b = b+(s, α) > b−(s, α).

In particular, D always satisfies the hypothesis of the theorem if it is linked to no
cluster (i.e., s = ∅), or if it is linked to a unique cluster and is the only disc linked to it
(i.e. s ̸= ∅ and d−(s) < b−(s) = b = b+(s) < d+(s)).

Corollary 7.8. Each root of F lies in a valid disc. Conversely, suppose that a valid disc
D satisfies one of the two assumptions below:

(a) the disc D is linked to no cluster; or
(b) the disc D is linked to a unique cluster s, is the unique valid disc linked to s, and

is minimal among valid discs.

Then the disc D contains a root α of F . Moreover, for any such α and for all a ∈ D ∩R,
we have v(a− α) = b, where b is the depth of the disc D.
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Proof. All roots of F belong to valid discs by Proposition 7.5. Conversely, suppose
that D is a valid disc. If D is linked to no cluster, or if it is linked to only one cluster and
it is the unique valid disc linked to it, then by Remark 7.7 it satisfies the assumption of
Theorem 7.6 (i.e., ℓ(XD,∞) > 0) and consequently contains a root α of F . Now suppose
that D satisfies condition (b), so that we have d−(s) < b−(s) = b = b+(s) < d+(s) (see the
results in §6.2), and so that moreover, if P ̸=∞ is the point of (XD)s to which s reduces,
we have ℓ(XD, P ) = 1 + λ+(s) > 0 by Proposition 6.17. But Proposition 7.5(c) ensures
that, if P ′ ̸= ∞ is the point of (XD)s to which x = α reduces, we have ℓ(XD, P ′) = 0.
Hence, we have P ̸= P ′, which means that v(a− α) = b for all a ∈ s. □

Let us now address the proof of Theorem 7.6. We begin with the following lemma.

Lemma 7.9. Let D = Dα,b be a valid disc satifying the hypothesis in Theorem 7.6. Then,
for small enough ε > 0, we have the following: for all α′ such that b′ := v(α−α′) ∈ [b−ε, b),
and for any pair of part-square decompositions f = q2 + ρ and f = (q′)2 + ρ′ which are
good at the disc D′ := Dα,b′ = Dα′,b′ , we have the comparison v(R1) > v(R′

1) between the
respective linear coefficients R1, R

′
1 ∈ K̄ of ρα,1 and ρ′α′,1.

Proof. Let s and α be as in Remark 7.7, so that we have d−(s, α) < b = b−(s, α) ≤
b+(s, α). In particular, by the results in §6.2 we have tR(D′) < 2v(2) and that (YD′)s →
(XD′)s is inseparable for all discs D′ := Dα,b′ with b

′ ∈ [b− ε, b), for ε > 0 small enough.
After possibly shrinking ε, we furthermore obtain that, for all such b′, we claim that

(44) {0} ⊆ Ctr(XD′ ,X (rst)) ⊆ {0, }.
Indeed, the set Ctr(XD′ ,X (rst)) is just the finite union

⋃
X̃ Ctr(XD′ , X̃ ), where X̃ varies

among the smooth models of the line dominated by X (rst). For any such X̃ , if we let D̃
be the disc such that X̃ = XD̃, we have three possibilities:

(1) D̃ ⊆ D; in this case, since D ⊊ D′, we have D̃ ⊊ D′, so that Ctr(XD′ , X̃ ) = {0};
note that this case does actually occur at least once, for D̃ = D;

(2) D̃ ⊋ D; in this case, since D′ is only slightly larger than D, we may also assume
that D̃ ⊋ D′, so that Ctr(XD′ , X̃ ) = {∞}; and

(3) D̃ ∩ D = ∅; in this case, since D′ is only slightly larger than D, we may also
assume that D̃ ∩D′ = ∅, so that Ctr(XD′ , X̃ ) = {∞}.

By Corollary 3.20, the inclusions in (44) imply that, for b′ ∈ [b − ε, b), the special
fiber (YD′)s must be singular above xα,b′ = 0 but non-singular away from xα,b′ = 0 and
xα,b′ = ∞. Let us now pick an element α′ ∈ K̄ such that v(α′ − α) = b′ and choose an
element β′ ∈ K̄× of valuation b′. We have D′ = Dα,b′ = Dα′,b′ and that the special fiber
(YD′)s is non-singular above xα′,β′ = 0 (since xα′,β′ = 0 corresponds to some point whose
xα,β′-coordinate is neither 0 nor ∞).

Now let us choose two part-square decompositions f = q2 + ρ and f = (q′)2 + ρ′ that
are good at the disc D′: our aim will be to show the comparison v(R1) < (R′

1) between
the linear terms of ρα,1 and ρ′α′,1 under the assumption that the valuation b′ := v(α′ − α)
satisfies b′ ∈ [b− ε, b). We will actually show this inequality in three steps, by proving the
below for the disc D′ := Dα,b′ :

(a) v(β′R1) > vρ(D
′);

(b) v(β′R′
1) = vρ′(D

′);
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(c) vρ(D
′) = vρ′(D

′).

To prove (a), we observe that the inseparable curve (YD′)s has the equation

y2 = γ−1ρ0(xα,b′),

where ρ0 is a normalized reduction of ρα,β′ (see §4.6). In light of this, since β′R1 is the
linear term of ρα,β′ , (a) simply expresses the fact that (YD′)s is singular above xα,b′ = 0.
In a completely analogous way, the equation in (b) expresses the fact that (YD′)s is not
singular above xα′,b′ = 0. Finally, (c) follows from Remark 4.17. □

Lemma 7.10. Suppose that h ∈ K[z] is a nonzero polynomial and D := Dα,b ⊆ K̄ is a
disc not containing any of the roots of h in K̄. Then we have v(h(z0)) = v(h(z1)) for all
z0, z1 ∈ D.

Proof. Let a1, . . . , ar be the roots of h in K̄, so that we can write h(z) = c
∏r

i=1(z−ai)
for some c ∈ K×. For each i, since z0 and z1 are points of D, while si is not, we have
v(z0 − ai) = v(z1 − ai), from which it clearly follows that v(h(z0)) = v(h(z1)). □

Proof of Theorem 7.6. Let S be the minimal finite Galois extension of K[T ] to
which R1(T ) belongs, so that F (T ) = NmS/K[T ](R1) =

∏
σ σ(R1), with the product taken

over all σ ∈ Gal(S/K[T ]). Now let α′ be any point of the annulus Dε ∖ D, where
Dε = Dα,b−ε for some ε > 0 chosen small enough so that the conclusion of Lemma 7.9
holds. Let us consider the evaluation maps ψα, ψα′ : K[T ] → K̄ corresponding to α and

α′; for each of them, we make the choice of an extension ψ̃α, ψ̃α′ : S → K̄; the other
possible extensions can be obtained by precomposing with appropriate automorphisms
σ ∈ Gal(S/K[T ]).

We clearly have that ψ̃α(R1) and ψ̃α′(R1) are the linear terms of ρα,1 and ρ
′
α′,1 for two

part-square decompositions f = q2 + ρ and f = (q′)2 + ρ′ which are totally odd with
respect to the centers α and α′ respectively; in particular, both decompositions are good
at any disc containing both α and α′ (see Remark 6.5); hence, Lemma 7.9 ensures that

v(ψ̃α(R1)) > v(ψ̃α′(R1)). Since this holds for any choices of extensions ψ̃α, ψ̃α′ , we deduce

that v(ψ̃α(
∏

σ σ(R1))) > v(ψ̃α′(
∏

σ σ(R1))), which is to say that v(ψα(F )) > v(ψα′(F )),
which in turn is nothing but the comparison v(F (α)) > v(F (α′)).

Now suppose by way of contradiction that D does not contain any root of F . One can
clearly find a disc D′, with D ⊊ D′ ⊆ Dε, such that also D′ does not contain any root of
F . Now, for α′ ∈ D′ ∖D, the argument above implies that v(F (α)) > v(F (α′)), but, in
light of Lemma 7.10, this contradicts the assumption that D′ does not contain any root
of F . □



CHAPTER 8

The geometry of the special fiber

Our purpose in this section is to use the framework we developed in §6 to glean
information about the components of the special fiber of the relatively stable model of
the hyperelliptic curve Y , based on knowledge of the relationship between its valid discs
and the cluster picture associated to the defining polynomial. In particular, in §8.1 we
will compute the toric rank of the special fiber of Yrst, while in §8.2 we will discuss the
abelian rank of its irreducible components.

1. The toric rank

In this subsection, after introducing the notions of a viable cluster and an übereven
cluster, we will prove the following theorem that allows to compute the toric rank of
(Yrst)s, and hence, by Proposition 2.6, the toric rank of the special fiber of any semistable
model of Y defined over any extension of R.

Theorem 8.1. The toric rank of (Yrst)s equals the number of non-übereven viable
clusters.

Let us begin by defining viable clusters.

Definition 8.2. We say that a cluster s is viable if the following are satisfied:

(a) s has even cardinality; and
(b) there exist 2 distinct valid discs linked to s.

Remark 8.3. In the above definition, the results presented in §5.2 that (a) implies (b)
(see Remark 5.15), while, in the p = 2 case, (b) implies (a) (see Theorem 5.13(a)).

Proposition 8.4. Viable clusters are in one-to-one correspondence with the nodes of
(X (rst))s over which the cover (Yrst)s → (X (rst))s is unramified (i.e., the nodes of (X (rst))s
that have two distinct inverse images in (Yrst)s).

Proof. Suppose that s is a viable cluster, and let D+ ⊊ D− be the two valid discs
linked to it. It follows from Lemma 6.14 that we have XD ̸≤ X (rst) for all discs D satisfying
D+ ⊊ D ⊊ D−; hence, the two lines L+ and L− of (X (rst))s corresponding to the discs D+

and D− intersect at a node P ∈ (X (rst))s. We know by Proposition 6.17(a) that (YD±)s
has two branches above P ∈ (XD±)s, which implies that (Yrst)s → (X (rst))s is unramified
above P .

Let us now prove the converse implication. Let P be a node of (X (rst))s above which
(Yrst)s is unramified; let L− and L+ the two lines of (X (rst))s passing through P ; and let
D± be the corresponding discs. Since the cover (Yrst)s → (X (rst))s is unramified above
P , no element of R ∪ {∞} reduces to P ∈ (X (rst))s, which is equivalent to saying that
no element of R∪ {∞} reduces to the unique node of (X{D+,D−})s. In particular, ∞ lies

87
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on one and only one of the two lines L+ and L− comprising the special fiber (X{D+,D−})s,
say ∞ ∈ L− ∖L+; this implies, in particular, that we have D+ ⊊ D− by Proposition 4.6.
We can now write the decomposition R = s ⊔ (R∖ s), where s (resp. R∖ s) consists of
the roots whose reductions in (X{D+,D−})s lie on L+∖L− (resp. L−∖L+). It is now clear
that s = D+ ∩R is a cluster, to which the two distinct valid discs D− and D+ are linked.
Since (Yrst)s → (X (rst))s is unramified above P , we have that (YD−)s (resp. (YD+)s) has
two branches above 0 ∈ (YD−)s (resp. ∞ ∈ (YD+)s), hence, by Proposition 6.17(b), the
cluster s must have even cardinality. □

Proposition 8.5. If s is a viable cluster corresponding to a node P ∈ (X (rst))s as in
Proposition 8.4, then the thickness of each of the 2 nodes lying above P is equal to
(b+(s)− b−(s))/v(π) (with the notation of §6.2).

Proof. This is straightforward from applying Propositions 4.8 and 3.4(b) to Theo-
rem 6.18. □

We now give the other main definition of this section.

Definition 8.6. An cluster s is said to be übereven if it is viable and if all of its children
clusters are also viable.

Remark 8.7. In the p ̸= 2 setting, every even-cardinality cluster is viable, and so an
übereven cluster is just a cluster whose children are all even; this is the definition of
“übereven” used in [7].

Lemma 8.8. Let s be a cluster, and let c1, . . . , cN be its children. If each child ci is viable,
then we have b+(s) = d+(s) (with the notation of §6.2).

Proof. Since ci is viable, we have δ(ci) > Bf,s ≥ b0(t
ci
+), which implies that tci+(δ(ci)) =

2v(2). Now Proposition 6.30(a) says that we have ts+(0) = 2v(2), which directly implies
that b+(s) = d+(s). □

Proposition 8.9. The assignement s 7→ Ds,d+(s) induces a one-to-one correspondence
between the übereven clusters and the valid discs D such that the special fiber (YD)s is
reducible (i.e., (YD)s consists of 2 rational components).

Proof. Suppose first that D is a valid disc such that (YD)s is reducible. Then,
we know by Theorem 4.32 that the elements of R ∪ {∞} reduce to N ≥ 3 distinct
points of (XD)s; we consequently have D = Ds,d+(s) for some cluster s and that the N

points are c1, . . . , cN−1,∞ = R∖ s, where c1, . . . , cN−1 are the child clusters of s (see
Lemma 5.10). From the fact that D is a valid disc we deduce that d+(s) = d−(ci) is a
common endpoint of the intervals J(s) and J(ci) for all i; in particular, these intervals are
non-empty and we have b+(s) = d+(s) = d−(ci) = b−(ci). The fact that (YD)s consists
of 2 components means that we have ℓ(XD, ci) = 0 for all i and ℓ(XD,∞) = 0, but,
according to Proposition 6.17(c),(d), this implies that b−(ci) < b+(ci) for all i as well as
b−(s) < b+(s). Now, applying Proposition 6.17(b), we also deduce that s as well as the
ci’s must all have even cardinality. We conclude that s is a übereven cluster.

Let us now prove the converse implication. Assume that s is a übereven cluster, and
let us denote by c1, . . . , cN−1 its children (with N ≥ 3); we remark that d+(s) = d−(ci) for
all i. Letting D = Ds,d+(s), we have that the elements of R∪ {∞} reduce in (XD)s to the
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N distinct points, c1, . . . , cN−1,∞ = R∖ s. Now, since all of the ci’s are viable, we have
b+(s) = d+(s) by Lemma 8.8; meanwhile, since s is also assumed to be viable, we have
b−(s) < b+(s). We conclude, in particular, that the disc D is valid (see Theorem 6.18).

As before, from the fact that D = Ds,d+(s) is a valid disc, we deduce that b+(s) =
d+(s) = b−(ci) = d−(ci). Since both s and the ci’s are viable, they have even cardinality
and satisfy b−(ci) < b+(ci) and b−(s) < b+(s), hence, by Proposition 6.17(a) we have that

ℓ(XD, ci) = 0 for all i, and ℓ(XD,∞) = 0. But this means that (̃YD)s → (XD)s is an étale
double cover of the line, i.e. that (YD)s is reducible, as we discussed in §4.5. □

Proof of Theorem 8.1. The toric rank of a semistable k-curve is just the number
of nodes (which we denote by Nnodes) minus the number of irreducible components (that
we denote Nirr) plus 1 (see §2.1.1.7). Now, since we have g(X) = 0, the toric rank of
(X (rst))s is 0 (as is the toric rank of the special fiber of any model of the line). Hence, the
toric rank of (Yrst)s can be computed as

[Nnodes((Yrst)s)−Nnodes((X (rst))s)]− [Nirr((Yrst)s)−Nirr((X (rst))s)].

Now it follows from Proposition 8.4 that the first difference equals the number of viable
clusters; meanwhile, Proposition 8.9 implies the second difference equals the number of
übereven clusters. □

2. The abelian rank

In this subsection we show how to compute the abelian rank of (YD)s for any valid disc
D, provided that, for each cluster s linked to D, we are able to compute the invariants
b±(s) and λ±(s) introduced in §6.2.

Proposition 8.10. Let D := Dα,b be a valid disc. In the p ̸= 2 setting, then the genus of

(̃YD)s equals −1+Nodd/2, where Nodd is the number of odd-cardinality clusters to which
D is linked. In the p = 2 setting, instead we have the following.

(a) If D is linked to no cluster, then g((̃YD)s) = −1 + (1 + λ−(∅, α))/2.
(b) If D is linked to a unique cluster s, then one of the three possibilities below holds:

(i) b = b−(s) < b+(s), in which case g((̃YD)s) = −1 + (1 + λ−(s))/2;

(ii) b = b+(s) > b−(s), in which case g((̃YD)s) = −1 + (1 + λ+(s))/2; or

(iii) b = b+(s) = b−(s), in which case g((̃YD)s) = −1 + (1 + λ−(s))/2 + (1 +
λ+(s))/2.

(c) If D is linked to N ≥ 3 clusters, i.e. to a cluster sN and all of its children
s1, . . . , sN−1, then

g((̃YD)s) = −1 + εN(1 + λ−(sN))/2 +
N−1∑
i=1

εi(1 + λ+(si))/2,

where εi ∈ {0, 1}, and εi is 1 (resp. 0) when si is not viable (resp. viable), which in
this setting is equivalent to the condition b−(si) = b+(si) (resp. b−(si) < b+(si)).

Proof. The separable cover (̃YD)s → (XD)s is only ramified above the N points
P1, . . . , PN = ∞ of (XD)s to which the elements of R ∪ {∞} reduce, and we will apply
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the formula given in Proposition 4.28 to compute the genus of (̃YD)s based on the index
ℓ(XD, Pi) defined there.

If N = 1 (which can happen only if p = 2), then D is linked to no cluster; Theo-
rem 6.18 then ensures that b = b−(∅, α), and ℓ(XD, P1) = ℓ(XD,∞) = λ−(∅, α) + 1 by
Proposition 6.17(c).

If N = 2 (which can happen only if p = 2), then s = D ∩ R is the unique cluster to
whichD is linked, and this implies that b is an internal point of I(s), i.e. d−(s) < b < d+(s);
the 2 points of (XD)s to which the elements of R∪ {∞} reduce are P1 = 0 and P2 =∞.
If we have b = b−(s) = b+(s), then parts (c) and (d) of Proposition 6.17 give ℓ(XD, P1) =
1 + λ+(s) and ℓ(XD, P2) = 1 + λ−(s) respectively. We now assume that b−(s) < b+(s). If
we have b = b−(s) < b+(s), then parts (a) and (c) of Proposition 6.17 give ℓ(X , P1) = 0
and ℓ(X , P2) = 1+ λ−(s) respectively, while, if instead we have b = b+(s) > b−(s), points
(a) and (d) of Proposition 6.17 give ℓ(X , P1) = 1 + λ+(s) and ℓ(X , P2) = 0 respectively.

Now suppose that we have N ≥ 3; this means that D is linked to a cluster sN and
to all of its children s1, . . . , sN−1, which must all have even cardinality if p = 2. We have
b = d+(sN) = d−(si) for all i = 1, . . . , N−1; by Theorem 6.18(a), we moreover know that,
since D is a valid disc, we must have b = b+(sN) = b−(si); this also forces b−(si) ≤ b+(si)
for 1 ≤ i ≤ N . Now choose any i ∈ {1, . . . , N − 1}. If we have b+(si) = b−(si) (which can
only occur if p = 2), then we obtain from Proposition 6.17(d) that ℓ(XD, Pi) = 1+λ+(si),
where Pi is the point to which the roots of si reduce. If on the other hand we have
b+(si) > b−(si), then we obtain from Proposition 6.17(a),(b) that ℓ(XD, Pi) = 0 (resp.
ℓ(XD, Pi) = 1) if the cardinality |si| is even (resp. odd) (it is always even if p = 2).
Similarly, using Proposition 6.17(a),(b),(d), we obtain that ℓ(XD, PN) = 1 + λ−(s) when
b+(sN) = b−(sN), while, if b+(sN) > b−(sN), we have ℓ(XD, PN) = 0 (resp. ℓ(XD, PN) = 1)
if the cardinality |sN | is even (resp. odd).

Now the claimed formulas for g((̃YD)s) follows directly from applying Proposition 4.28.
□

Remark 8.11. The genus g((̃YD)s) coincides with the abelian rank of (YD)s, unless (YD)s
consists of 2 components, in which case we have g((̃YD)s) = −1 while the abelian rank of
(YD)s is 0.

Corollary 8.12. Suppose that D is a valid disc that is linked to no cluster, or that it
is linked to only one cluster s and is the unique valid disc linked to s. Then the k-curve
(YD)s is irreducible and has abelian rank ≥ 1.

Proof. This follows immediately from Proposition 8.10(a) and Proposition 8.10(b)(iii),
taking into account that, when D is linked to no cluster, we have λ−(∅, α) ≥ 3 by Theo-
rem 6.18. □

3. Partitioning the components of the special fiber

Suppose that in the p = 2 setting we are given a disc D := Dα,b with α ∈ K̄ and
b ∈ Q and that the cover (YD)s → (XD)s is inseparable, i.e. D satisfies tR(D) < 2v(2),
and let β ∈ K̄× be such that v(β) = b. We have seen in §4.6 that, in this case, given a
part-square decomposition f = q2 + ρ that is good at the disc D, the special fiber (YD)s
is described by an equation of the form y2 = ρ0(xα,β), where ρ0 is a normalized reduction
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of ρα,β. Let us also recall Definition 4.33 which says that, given P ∈ (XD)s, we denote by
µ(XD, P ) the order of vanishing of ρ0

′ at P , which is an even integer.
Letting D(rst) denote the collection of discs corresponding to X (rst) (in the sense of

§4.2), for any P ∈ (XD)s we write DP ⊆ D(rst) for the non-empty subset consisting of
those D′ ∈ D(rst) such that Ctr(XD,XD′) = {P}.
Proposition 8.13. In the setting above, the following are equivalent:

(a) µ(XD, P ) > 0;
(b) (YD)s is singular above P ;
(c) DP ̸= ∅;
(d) DP contains a valid disc.

Proof. The equivalence between (a) and (b) was already discussed in §4.6, while
the equivalence between (a)/(b) and (c) is an immediate consequence of Corollary 3.20.
Finally, in light of Proposition 4.37, it is easy to see that DP contains a valid disc whenever
it is non-empty. □

As in §4.6, we let Rsing denote the set of points of (XD)s satisfying the equivalent

conditions above. Given any P ∈ Rsing, we write X (rst)
P for the model of the line X

corresponding to DP and let Yrst
P be the corresponding model of Y . We now present the

main result of this subsection.

Proposition 8.14. In the setting above, the model Yrst
P satisfies the following properties:

(a) the strict transform CP of (Yrst
P )s in (Yrst)s intersects the rest of (Yrst)s at a single

node (when it does not coincide with the whole special fiber (Yrst)s); and
(b) the arithmetic genus of the k-curve CP (which is to say, the sum of the abelian

and toric rank of the special fiber of Yrst
P ) is equal to 1

2
µ(XD, P ).

Remark 8.15. An analogous result holds in the p ̸= 2 setting if D is taken to be any
disc and P ∈ (XD)s(k) is a point over which (YD)s exhibits a unibranch singularity (i.e.
P ∈ R1 in the language of §4.5): in this situation the invariant µ(XD, P ) is given by
NP − 1, where NP is the (necessarily odd) number of roots of R ∪ {∞} reducing to P .
The proof is analogous to (and in some aspects simpler than) that of Proposition 8.14.

Before presenting the proof, let us introduce the following two lemmas.

Lemma 8.16. Choose α ∈ K̄, and suppose that, for some rational number b ∈ Q, we
have tR(Dα,b) < 2v(2). Let us fix a part-square decomposition f = q2 + ρ that is totally
odd with respect to a center α ∈ K̄. Then the function c 7→ vρ(Dα,c) is not differentiable
at the input c = b if and only if there is a valid disc Dα′,b′ such that v(α′ − α) = b and
b′ > b.

Proof. By Lemma 6.2(b) the function c 7→ vρ(Dα,c) is differentiable at c = b if and
only if some (any) normalized reduction of (ρα,β)

′, for β such that v(β) = b, has a root
P ∈ (XDα,β

)s which is neither xα,b = 0 nor xα,β = ∞. By applying Proposition 8.13 to
the disc Dα,b (taking into account Proposition 4.6), this is equivalent to saying that there
exists a valid disc Dα′,b′ such that v(α′ − α) = b and b′ > b. □

Remark 8.17. It is clear from Lemma 6.2 and definitions of the functions involved
that the non-differentiability condition in the statement of the above lemma is satisfied
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whenever there is an input c = b which is not equal to the depth of any cluster containing
α and at which the function c 7→ tR(Dα,c) is not differentiable.

Lemma 8.18. Let D := Dα,b be a disc such that tR(D) < 2v(2), and let Dε = Dα,b−ε
for some ε > 0. Let r : (XD)s(k) → (XDε)s(k) be the map taking all points P ∈
(XD)s(k)∖{∞} to 0 and taking∞ ∈ (XD)s(k) to∞ ∈ (XDε)s(k). Then if ε is sufficiently
small, we have µ(XDε , Q) =

∑
P∈r−1(Q) µ(XD, P ) for all Q ∈ (XDε)s(k), and moreover, we

have the inclusions

(45)
⊔

P∈r−1(Q)

DP ⊆ DQ ⊆
( ⊔
P∈r−1(Q)

DP

)
∪ {D}.

Proof. It is easy to see that both claims of the lemma hold when ε is chosen such
that there is no disc Dα′,b′ ∈ D(rst) with b − ε < v(α′ − α) < b; the second (resp. first)
inequality in (45) is an equality if D is (resp. is not) a disc in D(rst). □

Proof (of Proposition 8.14). Let D,P, q, ρ,D(rst) and DP be as specified at the
beginning of this subsection; in particular, since tR(D) < 2v(2), we are in the p = 2
setting. Let us write D = Dα,b for some α ∈ K̄ and b ∈ Q, and let Dε = Dα,b+ε for ε
arbitrarily small. In this proof, we will always assume for simplicity that xα,β(P ) = 0
(which is certainly the case for an appropriate choice of α); according to Proposition 4.6
this means that, given a disc D′, we have D′ ∈ DP if and only if we have D′ ∈ D(rst) and
D′ ⊆ Dε.

Let us first address part (a). Let P ′ denote the node of (X (rst))s at which the strict

transform of (X (rst)
P )s intersects the rest of (X (rst))s, and let D1 ∈ DP and D2 ∈ D(rst)∖DP

be the discs corresponding to the two lines of (X (rst))s meeting at P ′. Suppose by way
of contradiction that P ′ has two distinct inverse images in (Yrst)s; then Proposition 8.4
ensures that D1 and D2 are the 2 valid discs linked to some viable cluster s and so in
particular are not disjoint. From this, since D1 ⊆ Dε but D2 ̸⊆ Dε, it follows that we
have D1 ⊆ Dε ⊆ D2 for all small enough ε. This means that D itself is linked to s and its
depth b lies in the interval J(s), and hence we have tR(D) = 2v(2), which contradicts our
assumption that (YD)s → (XD)s is inseparable. We conclude that P ′ must have a single
inverse image in (Yrst)s, and (a) is proved.

Let us now address part (b). We write µ(XD, P ) = 2ν where ν is a positive integer,
and we let D′

1, . . . , D
′
h be the maximal valid discs that are contained in Dε; for each i,

let us moreover choose α′
i ∈ K̄ such that D′

i = Dα′
i,b

′
i
with bi ∈ Q. Since the discs D′

i are

valid, we have tR(D′
i) = 2v(2); thanks to the maximality assumption, we can be sure, in

light of Theorem 6.18, that we have tR(Dα′
i,c
) < 2v(2) for all c ∈ [b, b′i).

We proceed by induction on n := max1≤i≤h(|D′
i∩R|), beginning by proving the result

for n = 0. We preliminarily observe that, for a fixed n ≥ 0, it is enough to address the
case where h = 1. Indeed, one can verify, by repeatedly applying Lemma 8.18, that the
result of (b) is true for the disc D and the point P ∈ (XD)s if it is true for the discs
Dα′

i,b
′
i−ε at the points α′

i ∈ (XDα′
i
,b′
i
−ε
)s(k).

Assume that h = 1; for simplicity of notation we write D′ := Dα′,b′ for D′
1. We

moreover write s′ = D′ ∩ R and choose a part-square decomposition f = q̃2 + ρ̃ that
is totally odd with respect to the center α′. Since we have tR(Dα′,c) < 2v(2) for all
c ∈ [b, b′) and D′ is a valid disc, we have b′ = b−(s

′, α′). Let us moreover remark that,
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by Lemma 6.2, the right derivative of c 7→ vρ̃(Dα′,c) at c = b is equal to 2ν + 1 and,
since D′ is the maximum among the valid discs contained in Dε, the slope of the function
c 7→ vρ̃(Dα′,c) actually remains equal to 2ν + 1 for all c ∈ [b, b′] by Lemma 8.16. In

particular, by applying Lemma 6.2 to c 7→ tR(Dα′,c) = vρ̃(c) − vfα′,1
(c), we can be sure

that λ−(s
′, α′) = 2ν + 1− n, recalling that n = |s′| in this situation.

We now set out to prove the case n = 0 and h = 1. In this case, the only valid disc
contained in Dε is D′, and we have DP = {D′} and that (Yrst

P )s has toric rank 0 and
abelian rank −1 + (λ−(∅, α′) + 1)/2 = ν by Proposition 8.10(a), as we wanted.

Now assume that n ≥ 2 and h = 1, and assume inductively that the conclusion of part
(b) holds for all lesser values of n for all h. We can clearly write s′ = s1⊔. . .⊔sr, where the
si’s are the (even-cardinality) clusters contained in s′ such that b−(si) ≤ b+(si) < d+(si)
and such that we have tR(Dsi,c) = 2v(2) for c ∈ [b, b+(si)] and tR(Dsi,c) < 2v(2) for
c ∈ (b+(si), d+(si)]. For each i, we write the following: let f 2 = q2i + ρi be a part-square
decomposition that is totally odd with respect to αi; let νi be the integer such that
the right derivative of c 7→ vρi(Dsi,c) at c = b+(si) equals 2νi + 1; and denote the disc
Dsi,b+(si)+ε by Di. Note that we have the formula λ+(si) = |si| − (2νi + 1).

Let J ⊆ I := {1, . . . , r} be the subset of indices such that d−(si) = b−(si) = b+(si),
i.e. the indices for which si is not viable; we define the partition J = J1⊔ . . .⊔Js so that
each Jj ⊆ J is a maximal subset of indices corresponding to sibling clusters. We classify
the valid discs contained in D as follows.

(I) For each i ∈ I, we have the valid discs contained in Di; by the inductive hypoth-
esis, these give a total contribution of

∑
1≤i≤r νi to the sum of the abelian and

toric ranks of (Yrst
P )s.

(II) We have the discs Dsi,b+(si) for all i ∈ I ∖ J , along with the disc D′ when s′ is
viable. Now we observe that
(a) each of the discs Dsi,b+(si) contributes a component of (Yrst

P )s of abelian rank
equal to −1 + (1 + λ+(si))/2 = −1 + 1

2
|si| − νi by Proposition 8.10(b)(ii);

and
(b) when s′ is viable, the disc D′ contributes a component of (Yrst

P )s of abelian
rank equal to −1 + (1 + λ−(s

′))/2 = ν − 1
2
|s′| by Proposition 8.10(b)(i).

(III) We have the valid discs Dsi,d−(si) for i ∈ J , which are precisely the (distinct)
discs Drj ,d+(rj) for 1 ≤ j ≤ s where each rj is the common parent of the clusters
si with i ∈ Jj and α̃j = αi for a choice of i ∈ Jj. The abelian rank of (YDrj ,d+(rj)

)s
can be computed using Proposition 8.10(c) as follows:
(a) if rj ⊊ s′ or if rj = s′ and s′ is viable, it is equal to

−1 +
∑
i∈Jj

1

2
(1 + λ+(si)) = −1 +

∑
i∈Jj

(
1

2
|si| − νi); and

(b) if rj = s′ and s′ is not viable, then it is equal to

−1 + 1

2
(1 + λ−(s

′)) +
∑
i∈Jj

1

2
(1 + λ+(si))) =

∑
i∈Jj

(
1

2
|si| − νi) + (ν − 1

2
|s′|).
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Moreover, if s′ is not viable but there is no index j ∈ {1, . . . , s} such that rj = s′,
we include D′ in the subset of discs of type III(b); the disc D′ contributes ν− 1

2
|s′|

to the abelian rank by Proposition 8.10(c).
(IV) All other valid discs contained in D are of the form Dr,d+(r) for r ⊆ s a übereven

cluster containing one of the clusters si; these each contribute 2 lines to (Yrst
P )s

and thus do not increase the abelian rank.

The discs of type II, III and IV give a contribution to the abelian rank of CP that
adds up to ν−

∑
1≤i≤r νi− t, where t is the number of valid discs of type II(a) and III(a).

Their contribution to the toric rank of CP equals t by Theorem 8.1, taking into account
that t equals the number of viable non-übereven clusters r ⊆ s′ such that si ⊆ r for some
i ∈ I. Thus, the valid discs contained in D give a total contribution to the abelian and
toric rank of (Yrst)s equal to ν, which is what we wanted. □

Corollary 8.19. Suppose that s is a cluster of odd cardinality 2ν+1 with 1 ≤ ν ≤ g−1.
Then the special fiber (Yrst)s consists of two G-invariant k-curves C0 and C∞ meeting as
a single node Qs ∈ (Yrst)s; their arithmetic genera are ν and g − ν respectively.

Proof. Choose D to be any disc of the form Ds,b for some b ∈ (d−(s), d+(s)), and
let α ∈ Ds,b be a center and β ∈ K̄× be an element of valuation b. We have that ν roots
of R ∪ {∞} reduce to xα,β = 0, while the remaining 2g − ν roots reduce to xα,β = ∞ in
(XD)s.

Assume that we are in the p = 2 setting. The normalized reduction of ρα,β has
the form x2m+1

α,β ; meanwhile, the part-square decomposition f = 02 + f is good at D

by Proposition 4.18. We deduce in particular that tR(D) = 0, and that we have that
µ(XD, 0) = 2ν and µ(XD,∞) = 2g − 2ν and that µ(XD, P ) = 0 at all other points
P ∈ (XD)s (see §4.6). As a consequence of Proposition 4.35, we have XD ̸≤ X (rst). Now the
corollary follows as an immediate application of Proposition 8.14. In the p ̸= 2 setting, we
also have XD ̸≤ X (rst) by Theorem 4.32, and the corollary follows from Remark 8.15. □



CHAPTER 9

Computations for hyperelliptic curves of low genus

In this section we apply our results from §6,7,8 to determine the possible structures of
special fibers of relatively stable models Yrst of hyperelliptic curves Y defined by equations
of the form y2 = f(x) (with deg(f) = 2g + 1) over residue characteristic p = 2, given the
cluster data associated to f along with (when the genus g ≥ 2) the valuations of elements
of K coming from formulas involving the coefficients of certain factors of f . For genera
g = 1, 2, we shall classify hyperelliptic curves over K into several cases that depend on
the aforementioned data and show how to compute each component of (Yrst)s along with
its toric rank on such a case-by-case basis.

In order to simplify notation in the formulas and conditions appearing in our state-
ments below, the hypotheses of each of the results of this section we include simplifying
assumptions that

(1) f is monic;
(2) the depth of the full set of roots R is 0; and
(3) one of the roots of f (namely one which is contained in a particular even-

cardinality cluster s we are working with) is 0.

Assumption (1) holds after appropriately scaling the y-coordinate (by a scalar which lies
in at most a quadratic extension of K). Assumptions (2) and (3) hold after making simple
changes of coordinates of the defining equation of the hyperelliptic curve which translate
and scale the roots of f ; this is done by translating and scaling the x-coordinate and again
appropriately scaling the y-coordinate.

Remark 9.1. Assume that f is monic and one of its roots is 0, i.e. it satisfies (1) and
(3). Then, condition (2) just means that f has integral coefficients, and at least one of its
non-leading coefficients is a unit; equivalently, f has integral roots, and one of its roots is
a unit.

The following lemma will help us below to characterize those valid discs which are not
linked to any cluster.

Lemma 9.2. Suppose f is monic; let α ̸∈ R, and let I(∅, α) = [d−(∅, α),+∞) be the
interval defined in Definition 6.9. Then we have d−(∅, α) = maxa∈R v(a−α), and, for all
discs D := Dα,b with b ∈ I(∅, α), we have

(46) vf (D) =
∑
a∈R

v(a− α).

Proof. This is an immediate computation. □

95
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Figure 1. The shape of the function I(s) → [0, 2v(2)], b 7→ tR(D0,b) in
cases (a) and (b) of Theorem 9.3 provided that m > 0.

1. The g = 1 case (elliptic curves)

We begin our search for concrete results for hyperelliptic curves by considering the
simplest situation: the case that g = 1 so that Y is an elliptic curve. Suppose that
Y : y2 = f(x) is an elliptic curve over K, i.e. we have g = 1 and deg(f) = 3. We note
that this case is treated (in a more concrete and elementary fashion) as the main topic
of J. Yelton’s paper [17]. We label the three roots of f as a1 := 0, a2, a3 ∈ K̄. Apart
from the full set of roots, clearly the only non-singleton cluster we may have is a cluster
of cardinality 2 which we assume coincides with {a1 = 0, a2}. The J. Yelton’s previous
results [17, Theorems 1 and 4] may be rephrased using the terminology of this work and
adapted to our particular desired semistable model Yrst as follows.

Theorem 9.3. With the above set-up, let m = v(a2) (so that m = 0 if and only if
there is no cardinality-2 cluster and otherwise m is the depth of the cardinality-2 cluster
s = {0, a2}).

(a) Suppose that m > 4v(2). Then there are exactly 2 valid discs D+ := D0,m−2v(2)

and D− := D0,2v(2), both linked to the cluster s. Thus, the special fiber (Yrst)s
consists of 2 components each of abelian rank 0 which intersect at 2 points.

(b) Suppose that m ≤ 4v(2). Then there is exactly 1 valid disc Dα1,b1 , where α1

satisfies v(α1) = v(α1 − a2) = 1
2
m and v(α1 − a3) = 0, while b1 =

1
3
(m + 2v(2));

moreover, the center α1 ∈ K̄ can be taken to be a root of the polynomial

F (T ) := P 2
1 (T )− 4P2(T )P0(T ) ∈ K[T ],

where each Pi(T ) ∈ K[T ] is the zi-coefficient of f(z + T ) ∈ K[T ][z]. The corre-
sponding model YD of Y has smooth special fiber; thus, in this case, the relatively
stable model Yrst coincides with YD and Y attains good reduction.

Remark 9.4. The cases (a) and (b) of Theorem 9.3 (when m > 0) correspond to the
possible shapes of the function b 7→ tR(D0,b) as b ranges in I(s) = [d−(s), d+(s)] = [0,m],
which are described in Figure 1.
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Remark 9.5. The case that treated in [17] is when the elliptic curve is a member of the
Legendre family, i.e. of the form Eλ : y

2 = f(x) := x(x−1)(x−λ) for some λ ∈ K∖{0, 1}
with m = v(λ) (in other words, we set a2 = λ and a3 = 1, which can always done after
appropriate translation and scaling). In this situation, we make the following observations.

(a) The above theorem directly implies that the elliptic curve Eλ has potentially
good reduction if and only if m ≤ 4v(2). This could alternately be deduced as a
consequence of the following facts. It is well known (see for instance [14, §IV.1.2]
or [16, Proposition VII.5.5]) that any elliptic curve over a complete discrete val-
uation field has good (resp. multiplicative) reduction over some finite extension
of that field if and only if the valuation of its j-invariant is nonnegative (resp.
negative). The formula for the j-invariant of the Legendre curve Eλ is given as
in [16, Proposition III.1.7] by

(47) j(Eλ) = 28
(λ2 − λ+ 1)3

λ2(λ− 1)2
.

It is easily computed from this formula that we have v(j(E)) = 8v(2) − 2v(λ),
and our claim about potentially good reduction if and only if m ≤ 4v(2) follows.

(b) We compute the formulas P2(T ) = 3T−(λ+1), P1(T ) = 3T 2−2(λ+1)T+λ, and
P0(T ) = T 3 − (λ+ 1)T 2 + λT . Then the polynomial F given in Theorem 9.3(b)
can be written in the simpler form

(48) F (T ) = −3T 4 + 4(1 + λ)T 3 − 6λT 2 + λ2.

(c) For the polynomial defining Eλ, we have f
s
+(z) = f s

−(z) = 1− z, and the obvious
totally odd part-square decompositions for both of them induce (as in §6.3.3.2)
the decomposition f(x) = [

√
−1x]2 + [x3 − λx2 + λx] (for some choice of square

root of −1), which according to Proposition 6.42 is good at the discs D0,m−2v(2)

and D0,2v(2). This is helpful for explicitly constructing the components of (Erst
λ )s

in the case that m ≥ 4v(2).

Examples of computations which yield the desired model Yrst in the case that m ≤
4v(2) are given as [17, Examples 2 and 3]. Below is an example for the m > 4v(2) case,
which is treated in [17, Example 9] except that there a semistable model whose special
fiber has a single (nodal) component, rather than the relatively stable model Yrst, is found.

Example 9.6. Let Y be the elliptic curve over Zunr
2 given by

y2 = x(x− 64)(x− 1),

so that we have a unique even-cardinality cluster s = {0, 64} of relative (and absolute)
depth m = 6v(2). We are therefore in the situation of Theorem 9.3(a), and the valid discs
can be taken to be D1 := D− = D0,2v(2) and D2 := D+ = D0,4v(2). Using the sufficiently
odd part-square decomposition given by Remark 9.5(c), we obtain (see §4.4) that the
changes in coordinates corresponding to each of these discs may be written as

x = 4x1 = 16x2, y = 8y1 + 4
√
−1x1 = 32y2 + 16

√
−1x2.

We now get equations for the models Y1 and Y2 corresponding to D1 and D2 respectively
as

(49) Y1 : y
2
1 +
√
−1x1y1 = x31 − 24x21 + 22x1, Y2 : y

2
2 +
√
−1x2y2 = 22x32 − 24x22 + x2.
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V1

V2

L1

L2

Figure 2. The special fiber (Yrst)s, shown above, mapping to (X (rst))s;
each component Vi of (Yrst)s maps to each component Li := (XDi

)s of
(X (rst))s.

whose special fibers are the F̄2-curves described by the equations

(50) (Y1)s : y
2
1 +
√
−1x1y1 = x31, (Y2)s : y

2
2 +
√
−1x2y2 = x2.

Note that Y1 is already a semistable model of Y , its special fiber being a curve with a
node, and is one that could be obtained from [17, Theorem 4 and Remark 5], but it is
not the relatively stable model as the node is a vanishing node (see Definition 3.8). The
desingularizations of (Y1)s and (Y2)s are each smooth curves of genus 0 and give rise to
the components of (Yrst)s, the configuration of which is shown in Figure 2.

Throughout the rest of this subsection we prove Theorem 9.3. By Theorem 5.13(a),
we know that for any valid disc D, we have either D ∩R = ∅ or D ∩R = s. Let us first
treat the situation where s := {0, a2} is a cluster and search for all valid discs (if any)
which contain it.

1.1. Finding valid discs containing a cardinality-2 cluster. For the moment,
let us assume that s := {0, a2} is a cluster; we fix 0 as a center for any disc contain-
ing s. Then Proposition 6.28(a),(c) (along with Remark 6.29(c)) directly implies that
we have ts±(b) = min{b, 2v(2)}, so that b0(t

s
±) = 2v(2) and hence Bf,s = 4v(2) (see also

Corollary 1.6). From this, we deduce immediately that (Yrst)s has toric rank 1 and hence
abelian rank 0 (resp. toric rank 0 and hence abelian rank 1) if and only if m > 4v(2)
(resp. m ≤ 4v(2)): this is a consequence of Theorem 8.1. Moreover, there are exactly 2
(resp. 1, resp. 0) valid discs linked to s if and only if we have m > 4v(2) (resp. m = 4v(2),
resp. m < 4v(2)), and when m ≥ 4v(2) the valid disc(s) containing s can be written as
D0,2v(2) and D0,m−2v(2) (they coincide when m = 4v(2)): this follows from Theorem 6.18
(see also Proposition 6.26). Since we have λ±(s) = 1 by Lemma 6.11, by applying Propo-
sition 8.10(b) we can compute that each of the components of (Yrst)s corresponding to D+

andD− has abelian rank 0 ifm > 4v(2) (the fact that they intersect at 2 nodes follows from
Proposition 8.4) and that the component of (Yrst)s corresponding to D+ = D− = D0,2v(2)

is smooth of abelian rank 1 if m = 4v(2). This proves Theorem 9.3(a).
We also remark that, from the formulas for ts± we have derived, one deduces, by

Proposition 6.21, that tR(D0,b) = min{b,m−b, 2v(2)} for b ∈ [0,m], as shown in Figure 1.

1.2. Finding a center and a depth of a valid disc not containing any roots.
In the previous subsection, we found all valid discs linked to s. Moreover, we have seen
that, when m > 4v(2), the special fiber (Yrst)s has abelian rank zero, while, if m = 4v(2),
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it has abelian rank 1, which is entirely contributed by the unique valid disc D+ = D−
linked to s. When m < 4v(2), the special fiber (Yrst)s must have abelian rank 1 (as we
have g = 1 but the toric rank is 0 in the absence of viable clusters by Proposition 8.4),
but there is no valid disc linked to s.

Now, Corollary 8.12 ensures that a valid discs D that is not linked to s, or that is
the unique disc linked to s, gives a positive contribution to the abelian rank of (Yrst)s: it
follows that there is no such disc when m > 4v(2), and exactly one when m ≤ 4v(2). In
the latter case, Corollary 7.8 ensures that this unique valid disc D contains all roots α of

(51) F (T ) = P 2
1 (T )− 4P2(T )P0(T ),

where Pi(T ) ∈ K[T ] be defined as in the statement of Theorem 9.3(b). Let us therefore
assume m ≤ 4v(2), let α1 be any of the roots of F , and let D = Dα1,b1 be the unique valid
disc.

Lemma 9.7. In the setting above, we have v(α1) = v(α1− a2) = 1
2
m and v(α1− a3) = 0.

Proof. This can be proved by directly inspecting the Newton polygon of F . We
present a more theoretical proof which separately treats the cases m = 0, 0 < m < 4v(2),
and m = 4v(2).

When m = 0, we study the model YD′ corresponding to the disc D′ = D0,0. The
(normalized) reduction of f has a simple root at a1 = 0, a2, a3 and ∞. In particular,
the trivial decomposition f = 02 + f is good at D′ by Proposition 4.18, and we have
tR(D′) = 0 < 2v(2) and µ(XD′ , ai) = µ(XD′ ,∞) = 0 for i = 1, 2, 3 (see §4.6). Now by
Proposition 8.13 we have D ∈ DP for some P ̸= a1, a2, a3,∞, which implies, thanks to
Proposition 4.6, that v(α1 − ai) = 0 for all i = 1, 2, 3.

When 0 < m < 4v(2), we note that b 7→ tR(D0,b) is not differentiable at the input
b = 1

2
m with tR(D0, 1

2
m) =

1
2
m < 2v(2); from Lemma 8.16 (and Remark 8.17), one deduces

that v(α1) =
1
2
m, which proves the lemma.

When m = 4v(2), given β an element of valuation 1
2
m = 2v(2) (which is the depth of

D), we have that D is the unique valid disc linked to s, and the conclusion follows from
Corollary 7.8. □

From this knowledge of v(α1−ai), by applying Lemma 9.2, one deduces that vf (Dα1,c) =∑3
i=1 v(α1 − ai) = m for all c ≥ 1

2
m. Meanwhile, we know by Proposition 7.5 that there

exists a part-square decomposition f = q2 + ρ that is totally odd with respect to the
center α1 and such that ρα1,1 has no linear term; this means that ρ(x) = (x−α1)

3, and we
thus get vρ(Dα1,c) = 3c for all c ∈ Q. We conclude that tR(Dα1,c) = min{3c−m, 2v(2)}
for c ≥ 1

2
m; hence, the depth b1 of the valid disc D can now be obtained by solving the

equation 3c −m = 2v(2) in the variable c ∈ [1
2
m,+∞) (see Theorem 6.18), which gives

b1 =
1
3
(m+ 2v(2)). This proves Theorem 9.3(b).

2. The g = 2 case

We now investigate the structure of (Yrst)s where Y is a genus-2 hyperelliptic curve;
let Y : y2 = f(x) be the equation of Y , where the polynomial f has degree 5 and satisfies
the simplifying assumptions (1), (2) and (3) listed at the beginning of this section; the
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roots of f will be denoted a1 := 0, a2, . . . , a5. Clearly there may be 0, 1, 2, or 3 even-
cardinality clusters among the cluster data associated to f ; except for in the last case of
3 even-cardinality clusters, there may be a single cardinality-3 cluster as well.

The below theorem describes our results on the possible structures of (Yrst)s depending
on various arithmetic conditions, under the assumption that there exists at most one
even-cardinality cluster. Actually, the theorem only addresses the case in which the even-
cardinality cluster, if it exists, has cardinality 2 and its parent cluster coincides with
R, but it may be adapted any other cluster picture having at most one even-cardinality
cluster; see Remark 9.10(a) below for more details. To treat the case of more than one
even-cardinality cluster, instead see Remark 9.10(b),(c).

Theorem 9.8. Assume that we are in the g = 2 situation and retain all of the above
assumptions on f . Assume moreover that there are no cardinality-4 clusters and there
is at most one cardinality-2 cluster s ⊂ R; if this cluster exists, we denote its relative
depth by m := δ(s), whereas if there is no even-cardinality cluster, we set m = 0. It is
clear that R can contain at most one cardinality-3 cluster s′; if it exists, we denote its
relative depth by m′ := δ(s′), whereas if there is no cardinality-3 cluster, we set m′ = 0.
We assume that, when both m and m′ are > 0, we have s ∩ s′ = ∅.

We label the roots a1, . . . a5 of f in such a way that, when m > 0, we have s = {a1 =
0, a2}, and when m′ > 0, we have s′ = {a3, a4, a5}. Under the assumption that m > 0, we
write the polynomial f s

−(z) (see §6.3.3.2 for its definition) as 1+M1z+M2z
2 +M3z

3 and

let w = v(M1 − 2
√
M2) ≥ 0 for some choice of square root of M2; when m

′ > 0, we have
w = 0.

Define the polynomial

F (T ) = (P 2
1 (T )− 4P2(T )P0(T ))

2 − 64P4(T )P
3
0 (T ) ∈ K[T ],

where Pi(T ) is the zi-coefficient of f(z + T ) for 0 ≤ i ≤ 5, which we have seen in
Remark 7.4 is the polynomial F defined in §7.1. For any root α ∈ K̄ of F , let f = q2 + ρ
be a part-square decomposition that is totally odd with respect to the center α and such
that ρα,1 has no linear term (as is guaranteed to exist by Proposition 7.5(a)), and let κ(α)
be the valuation of the cubic term of ρα,1.

In the language of Proposition 6.26, when m > 0, we have Bf,s = max{4v(2) −
w, 8

3
v(2)}. The set of valid discs and the structure of (Yrst)s are fully described more

precisely as follows. All elements αi mentioned in parts (b), (c), and (d) below may be
chosen to be roots of F , so that in particular κ(αi) is always defined.

(a) Suppose that m > 8
3
v(2) and w ≥ 4

3
v(2). Then there are exactly 2 valid discs

D− := D0, 2
3
v(2) and D+ := D0,m−2v(2), both of which are linked to s. The special

fiber (Yrst)s consists of 2 components corresponding to the discs D− and D+

which intersect at 2 nodes and have abelian ranks 1 and 0 respectively.
(b) Suppose that m > 0 and 4v(2)−m < w < 4

3
v(2). Then there are two valid discs

D+ := D0,m−2v(2) and D− := D0,2v(2)−w which are linked to s; their corresponding
components of (Yrst)s each have abelian rank 0 and intersect each other at 2
points. There is moreover another valid disc Dα1,b1 , which does not contain a
root of f ; we have v(α1 − ai) = 1

2
w for i = 1, 2, v(α1 − ai) = m′ for i = 3, 4, 5

and b1 = m′+ 1
3
(w−κ(α1)+2v(2)). The corresponding component of (Yrst)s has

abelian rank 1 and intersects the component corresponding to D− at 1 node.
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(c) Suppose that we have m > 0, w < 1
2
m, and w ≤ 4v(2) − m. Then there

are valid discs D1 := Dα1,b1 and D2 := Dα2,b2 with v(α1 − ai) = 1
2
w for i = 1, 2,

v(α1−ai) = m′ for i = 3, 4, 5, v(α2−ai) = 1
2
(m−w) for i = 1, 2, and v(α2−ai) = 0

for i = 3, 4, 5, b1 = m′+ 1
3
(w−κ(α1)+2v(2)), and b2 =

1
3
(m−w−κ(α2)+2v(2)).

The discsDi each do not contain a root of f if w < 4v(2)−m; when w = 4v(2)−m,
the disc D1 does not, but the disc D2 is the unique valid disc linked to s and
coincides with D0,m−2v(2). The special fiber (Yrst)s consists of 2 components
corresponding to the discs D1 and D2, each of abelian rank 1, which intersect at
1 node.

(d) Finally, suppose that we have m = 0, or 0 < m ≤ min{2w, 8
3
v(2)}. Then there

is a valid disc D1 := Dα1,b1 with v(α1 − ai) = 1
4
m for i = 1, 2, and v(α1 − ai) = 0

for i = 3, 4, 5, and b1 ≥ v(α1). We have the following subcases.
(i) Suppose that κ(α1) <

2
5
(1
2
m + 2v(2)). Then there is a second valid disc

D2 := Dα2,b2 where α2 satisfies v(α2−ai) = 1
4
m for i = 1, 2 and v(α2−ai) =

m′ for i = 3, 4, 5, and we have b1 =
1
3
(1
2
m− κ(α1) + 2v(2)) and b2 = b1 +m′.

Neither of the discs Di contains a root of f . The special fiber (Yrst)s consists
of 2 components corresponding to the discs Di, each of abelian rank 1, which
intersect at 1 node.

(ii) Suppose that κ(α1) ≥ 2
5
(1
2
m + 2v(2)). Then the only valid disc is D1; it

is (the unique valid disc) linked to s if m = 8
3
v(2) but otherwise does not

contain a root of f . Its depth is b1 =
1
5
(1
2
m+2v(2)). The special fiber (Yrst)s

thus has exactly 1 component, which has abelian rank 2 (so Y attains good
reduction in this case).

Remark 9.9. The cases (a), (b), (c) and (d) of Theorem 9.8 (when m > 0) correspond
to the possible shapes of the function b 7→ tR(D0,b) as b ranges in I(s) = [d−(s), d+(s)] =
[0,m], which are described in Figure 3. Note that in cases (a) and (b) we have that s is
a viable cluster (i.e. m > Bf,s), while in cases (c) and (d) there are no viable clusters.

Remark 9.10. The theorem only treats the situation where there are no cardinality-4
clusters and at most one cardinality-2 cluster which is not contained in a cardinality-3
cluster; here we briefly explain how to treat cases where this hypothesis does not hold.

(a) If we consider a situation where the only even-cardinality cluster s has relative
depthm and cardinality 4 (instead of 2), then on applying the automorphism ia as
defined in Remark 5.7, where a ∈ s is a root that does not belong to a cardinality-
3 cluster, we obtain a cluster picture in which there is a cardinality-2 cluster (and
possibly a cardinality-3 cluster disjoint from it), and then using Proposition 6.23
one can derive analogous statements to everything in the above theorem. The
rough idea is as follows. For this case, we write f s

+(z) = 1+M1z+M2z
2+M3z

3 and

again set w = v(M1− 2
√
M2). Then we again get Bf,s = max{4v(2)−w, 8

3
v(2)},

and under each of the main hypotheses of parts (a), (b), (c), and (d) we get the
same outcome in terms of the structure of (Yrst)s (the number of components
corresponding to valid discs linked to or not linked to s, and how they intersect).
The valuations of the centers of the discs as well as their depths are given by
different formulas, however. In particular, the valid discs D± claimed in parts (a)
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Figure 3. The shape of the function I(s) → [0, 2v(2)], b 7→ tR(D0,b) in
cases (a), (b), (c) and (d) of Theorem 9.8 provided that m > 0.

and (b) each have depths m − b, where b is the claimed depth in the statement
of the theorem: for part (a), we now have valid discs D− := Da,m− 2

3
v(2) and

D+ := Da,2v(2) linked to s, and so on.
Similarly, if we begin with a cluster picture such that there is a cardinality-

3 cluster s′ containing 0, then by applying the automorphism ia as defined in
Remark 5.7 where a is a root in s′ ∖ s (or is any root in s′ if m = 0) and using
Proposition 6.23, we obtain a cluster picture in which there is a cardinality-3
cluster which instead does not contain 0.

(b) Suppose that there are exactly 2 even-cardinality clusters s1 and s2 containing
roots a1 and a2 respectively. Then by applying appropriate parts of Propo-
sition 6.35(d) combined with Proposition 6.35(a),(b), we get Bf,s1 = Bf,s2 =
4v(2). For i = 1, 2, the arguments used in §9.1 give us the following state-
ments. If mi := δ(si) < 4v(2) (resp. δ(si) ≥ 4v(2)), then there exist valid

discs D
(1)
− := Dαi,bi where αi is a root of F with v(αi − ai) = d−(si) +

1
2
mi

and bi = d−(si) +
1
3
(mi + 2v(2)) (resp. valid discs D

(i)
+ := Dsi,d+(si)−2v(2) and

D
(i)
− := Dsi,d−(si)+2v(2); these discs coincide if and only if mi = 4v(2)). Moreover,

if mi ≤ 4v(2) (resp. if mi > 4v(2)), then the disc D
(i)
− contributes a component

of the special fiber (Yrst)s of abelian rank 1 (resp. the discs D
(i)
± each contribute
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a component of abelian rank 0 and these components meet at 2 nodes), and the

components of (Yrst)s corresponding to D
(1)
− and D

(2)
− intersect at 1 node.

In fact, it is straightforward to compute that, with the quantity w defined as
in the theorem, when there are exactly 2 even-cardinality clusters, then we have
w = 0; the above statements can therefore be proved for each i by applying the
below arguments in the proof of part (b) (resp. (c)) of Theorem 9.8 to si in the

case that mi > 4v(2) (resp. mi ≤ 4v(2)) to obtain valid discs D
(i)
± (resp. the valid

disc D
(i)
− ) with the claimed properties.

(c) In the case that there are 3 even-cardinality clusters, the computation of valid
discs is in general much less straightforward, but in most cases either Proposi-
tion 6.30 or Corollary 6.31 can be applied to entirely determine the special fiber
(Yrst)s.

Remark 9.11. Let α ∈ K̄ be a root of F . It is implicit in our proof of Theorem 9.8
that the rational number κ(α) is well defined in all contexts of the statement in which
its precise value is relevant (more precisely, one can show that it does not depend on the
choice of totally odd decomposition with no linear term as long as it is < 2v(2), which is
guaranteed to be the case outside of parts (a) and (d)(ii)). We see from the formula for
R3 found in §6.7.7.3 that it can be computed as

(52) κ(α) = v
(
P3(α)− 2

√
P4(α)

√
P2(α)− 2

√
P4(α)P0(α)

)
only for particular choices of the square roots in the above formula.

Remark 9.12. We observe the following regarding valuations of roots of the polynomial
F .

(a) The polynomial F has degree 16; its leading term has unit coefficient; and its con-
stant term equals (a2a3a4a5)

4, and hence, under the hypotheses of the theorem,
it has valuation 4m.

(b) In light of Corollary 7.8, parts (c) and (d) of the theorem now allow us to deduce
the valuations of the roots of the polynomial F . If m > 0, w < 1

2
m and w ≤

4v(2)−m, then the statement of Theorem 9.8(c) implies that all roots of F have
valuation either 1

2
w or 1

2
(m−w); since there are 16 roots whose valuations must

add up to 4m, we get that 8 of the roots have valuation 1
2
w while the other 8

have valuation 1
2
(m − w). Similarly, if m = 0 or 0 < m ≤ min{2w, 8

3
v(2)}, then

the statement of Theorem 9.8(d) implies that all roots of F have valuation 1
4
m.

Example 9.13. Let Y be the hyperelliptic curve of genus 2 over Zunr
2 given by

y2 = x(x− 16)(x− 1)(x2 + x− 1),

so that we have a cardinality-2 cluster s = {0, 16} of relative (and absolute) depth m =
4v(2). It is straightforward to compute that f s

−(z) = 1 − 2z + z3 and so we have w =

v(−2−2
√
0) = v(2). The hypothesis of Theorem 9.8(b) clearly holds, and so we have valid

discs D1 := D− = D0,v(2) and D2 := D+ = D0,2v(2) which are linked to s. By applying the

computations in §6.7.7.2, we get totally odd decompositions of f s,0
± , which induce (as in

§6.3.3.2) the decomposition

f(x) = [x]2 + [x5 − 16x4 − 2x3 + 32x2 − 16x],
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which according to Proposition 6.42 is good at the discs Di. Using this decomposition
and our knowledge of the depths of the valid discs Di, following the computations in §4.4
we obtain that the changes in coordinate corresponding to these discs may be written as

(53) x = 2x1 = 4x2, y = 4y1 + 2x1 = 8y2 + 4x2.

We now get equations for the corresponding models Y1 and Y2 as

Y1 : y
2
1 + x1y1 = 2x51 − 24x41 − x31 + 23x21 − 2x1

Y2 : y
2
2 + x2y2 = 24x52 − 26x42 − 2x32 + 23x22 − x2

(54)

The special fibers of these models are the F̄2-curves given by

(55) (Y1)s : y
2
1 + x1y1 = x31, y22 + x2y2 = x2.

The desingularizations of (Y1)s and (Y2)s are each smooth curves of genus 0 and give rise
to 2 of the components of (Yrst)s. However, these are not all of the components of (Yrst)s,
as Theorem 9.8(b) asserts the existence of another valid disc D3 := Dα1,b1 for some root α1

of F with v(α1) =
1
2
v(2) and b1 = 1− 1

3
κ(α1). Now through tedious but straightforward

calculations, one can show that v(P3(α1)) = v(2) and v(P4(α1)) =
1
2
v(2), from which it

follows from considering the cubic coefficient appearing in (39) that we have κ(α1) = v(2)
and so b1 =

2
3
v(2).

For an appropriate part-square decomposition f = q2 + ρ that is totally odd with
respect to the center α1, the change in coordinates corresponding to D3 can be written as

x = 22/3x3 + α1, y = 23/2y3 + qα1,1(2
2/3x3)y3.

We now get an equation for the model Y3 corresponding to D3 as

(56) Y3 : y
2
3 + 2−1/2qα1,1(2

2/3x3)y3 = 2−3ρα1,1(2
2/3x3).

Note that using Lemma 9.2, we have

v(qα1,1(2
2/3x3)) =

1

2
v(fα1,1(2

2/3x3)− ρα1,1(2
2/3x2)) =

1

2
v(fα1,1(2

2/3x3)) = v(α1) =
1

2
v(2),

v(ρα1,1(2
2/3x3)) = 2v(2) + v(fα1,1(2

2/3x3)) = 2v(2) + 2v(α1) = 3v(2).

(57)

One can now readily verify that the special fiber of Y3 is the F̄2-curve given by

(58) y23 + c1y3 = c2x
3
3,

for some c1, c2 ∈ k×, and its desingularization is a smooth curve of genus 1 which gives rise
to the remaining component of (Yrst)s. The configuration of the components of (Yrst)s is
seen in Figure 4.

The rest of this subsection is devoted to proving Theorem 9.8.

2.1. Finding valid discs containing an even-cardinality cluster. Suppose that,
in the settting of Theorem 9.8, we have m > 0, i.e. that we have a unique even-cardinality
cluster s := {0, a2} of relative depth m; our goal for the moment is to find all valid
discs which are linked to s. We adopt the notation and constructions of §6.3 and get the
polynomials f s

+(z) = 1− z and

(59) f s
−(z) = (1− a−1

3 z)(1− a−1
4 z)(1− a−1

5 z) = 1 +M1z +M2z
2 +M3z

3.
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V1

V3 V2

L1

L3 L2

Figure 4. The special fiber (Yrst)s, shown on the left, mapping to (X (rst))s;
each component Vi of (Yrst)s maps to each component Li := (XDi

)s of
(X (rst))s.

Just as in the situation of §9.1.1.1, we have ts+(b) = min{b, 2v(2)} and b0(ts+) = 2v(2). Now
applying the computations in §6.7.7.2, we have a totally odd part-square decomposition
f s,0
− = [q−]

2 + ρ− where (for some choice of square roots of M2) we have

ρ−(z) = (M1 − 2
√
M2)z +M3z

3.

It is immediate to see that we have v(M3) = 0, and the formula ts−(b) = min{3b, b +
w, 2v(2)} follows, from which we get b0(t

s
−) = max{2

3
v(2), 2v(2) − w}. Now, using the

formula Bf,s = b0(t
s
+)+b0(t

s
−) from Proposition 6.26, we get Bf,s = max{8

3
v(2), 4v(2)−w}.

If we assume that s is viable (i.e., if we are in the setting m > max{8
3
v(2), 4v(2) − w}

treated by Theorem 9.8(a),(b)), the components of (Yrst)s corresponding toD± := D0,b±(s)

intersect at 2 nodes (see Proposition 8.4). Moreover, it follows from Lemma 6.11 that
λ+(s) = 1, and it is easily checked from the valuations of the coefficients of ρ− that we
have λ−(s) = 3 if we moreover have w ≥ 4

3
v(2) (i.e. case (a)), whereas λ−(s) = 1 if

w < 4
3
v(2) (i.e. case (b)). Now applying Proposition 8.10(b)(i),(ii) shows us that in case

(a) of Theorem 9.8, the components of (Yrst)s corresponding to D+ and D− have abelian
ranks 0 and 1 respectively if m > 8

3
v(2).

In particular, we have proved the formula for Bf,s at the start of the statement of
Theorem 9.8, as well as part (a) of the theorem and part of the statement of part (b).
We also note for below use that from the formulas ts+(b) = min{b, 2v(2)} and ts−(b) =
min{3b, b+ w, 2v(2)}, by Proposition 6.21, we get the formula

(60) tR(D0,b) = min{3b, b+ w,−b+m, 2v(2)} for b ∈ [d−(s), d+(s)] = [0,m],

as displayed in Figure 3.

2.2. Finding a center and a depth of a valid disc not containing any roots.
We retain all of the above notation and assumptions, except that we now allow the
possibility that m = 0 (so that there is no even-cardinality cluster), and we set out to find
and chararcterize the valid discs D associated to Y which either are linked to no cluster
or are the unique valid disc linked to s.

Below we will need a lemma to treat situations where w = 0 (which is possible only
under the hypotheses of Theorem 9.8(b),(c)).

Lemma 9.14. With the notation and hypotheses of Theorem 9.8, suppose that we have
m > 0 and w = 0. Then there is a valid disc D containing no roots of f and which, for
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all α ∈ D, satisfies

(61) v(α) = v(α− a2) = 0, v(α− a3) = v(α− a4) = v(α− a5) = m′.

Moreover, D contributes a component of abelian rank 1 to the special fiber (Yrst)s that
meets the rest of (Yrst)s at 1 node.

Proof. Let D′ := D0,0. The hypothesis w = 0, by definition of w, is equivalent to
v(M1) = 0, and one checks straightforwardly from formulas that it implies that f has
unit cubic coefficient. Moreover, the polynomial f has unit quintic coefficient (because
it is monic), while the presence of the cardinality-2 cluster s implies that the linear
term of f has positive valuation. Hence, the decomposition f = 02 + f is good at D′.
Moreover, when m′ = 0, by looking at the roots of f̄ ′ we see that the inseparable curve
(YD′)s → (XD′)s is singular exactly over x = 0 and over a second point P to which none
of the elements of R ∪ {∞} reduce, with µ(XD′ , 0) = µ(XD′ , P ) = 2 (see §4.6). Now
applying Proposition 8.14 (combined with Proposition 4.6), we get the desired statement
when m′ = 0. When we have m′ > 0, we instead let D′ = Dai,m′ for i = 3, 4, 5, and
letting γ′ be an element of valuation m′, one easily sees that any normalized reduction of
fai,γ′ has no quintic term but does have nonzero linear and cubic terms. It follows that
(YD′)s → (XD′)s is singular exactly over ∞ and over a second point P to which none of
the elements of R ∪ {∞} reduce, with µ(XD′ , 0) = µ(XD′ , P ) = 2. Again, the desired
statement follows via Proposition 8.14. □

In the case treated by Theorem 9.8(a), where m > 8
3
v(2) and w ≥ 4

3
v(2), we have seen

that there are 2 valid discs linked to s: they have already been found and determined to
contribute 1 to the abelian rank and 1 to the toric rank of (Yrst)s; since we have g = 2
(so that the sum of the ranks must equal 2; see §2.1.1.7) and valid discs not linked to any
cluster correspond to components of positive abelian rank by Corollary 8.12, it is clear
that there is no valid disc which does not contain a root of f or which is the unique one
linked to s. We therefore assume that the hypothesis of Theorem 9.8(a) does not hold.

Suppose that we have m > 0 and w < min{1
2
m, 4

3
v(2)} (as is true for the cases treated

by Theorem 9.8(b),(c)); we will show that there is a valid disc Dα1,b1 containing no root
of f such that α1 satisfies

(62) v(α1) = v(α1 − a2) =
1

2
w, and v(α1 − a3) = v(α1 − a4) = v(α1 − a5) = m′

and which contributes a component of abelian rank 1 to (Yrst)s. If w = 0, this follows
from Lemma 9.14. We therefore assume for the rest of this paragraph that w > 0. Then
we have that c 7→ tR(D0,c) is not differentiable at the input c = 1

2
w with left and right

derivatives equal to 3 and 1 respectively and that tR(D0, 1
2
w) =

3
2
w < 2v(2). Therefore,

by Lemma 8.16 (and Remark 8.17), there is a center α1 ∈ K̄ such that v(α1) =
1
2
w and

Dα1,b1 is a valid disc which is not linked to any cluster for some b1 >
1
2
w. In fact, we know

from the left and right derivatives and applying Proposition 8.14(b) to the disc D0, 1
2
w that

the abelian rank of the corresponding component of (Yrst)s must be 1
2
(3− 1) = 1. When

we also have w > 4v(2) −m (so that we are in the case treated by Theorem 9.8(b)), we
have already found that s is viable and contributes 1 to the toric rank of (Yrst)s and so
we have found all of the valid discs as the ranks must add up to g = 2 (see §2.1.1.7).
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In the case treated by Theorem 9.8(c) where we moreover have w ≤ 4v(2) −m and
w < 1

2
m, the function c 7→ tR(D0,c) is also not differentiable at the input c = 1

2
(m − w)

with left and right derivative equal to 1 and −1 respectively, and we have tR(D0, 1
2
(m−w)) =

1
2
(m + w) ≤ 2v(2). Therefore, by applying Lemma 8.16 and Remark 8.17 when w <

4v(2) −m, and by observing that b−(s) = b+(s) =
1
2
(m − w) when w = 4v(2) −m, we

have that there is a center α2 satisfying

(63) v(α2) = v(α2−a2) =
1

2
(m−w) > 0, and v(α2−a3) = v(α2−a4) = v(α2−a5) = 0,

and such that Dα2,b2 is a valid disc which is not linked to any cluster (resp. is the unique
valid disc linked to s) if w < 4v(2)−m (resp. w = 4v(2)−m), for some b2 ≥ 1

2
(m− w).

By knowing the left and right derivatives and a similar application of Proposition 8.14(b)
to the disc D0, 1

2
(m−w) (resp. using Proposition 8.10(b)(iii)), the abelian rank of the corre-

sponding component of (Yrst)s must be 1
2
(1− (−1)) = 1. Since the 2 valid discs we have

found each contribute 1 to the abelian rank of (Yrst)s, we have again found all of the valid
discs as g = 2 (see §2.1.1.7).

Let us now address the case treated by Theorem 9.8(d), in which we instead havem = 0
or 0 < m ≤ min{2w, 8

3
v(2)} and that the function b 7→ tR(D0,b) is not differentiable at

the input b = 1
4
m, with tR(D0, 1

4
m) = 3

4
m ≤ 2v(2). We claim that, in this case, there

exist two possibly coinciding valid discs Dα1,b1 and Dα2,b2 such that α1 and α2 satisfy the
conditions

(64) v(α1) = v(α1 − a2) =
1

4
m, and v(α1 − a3) = v(α1 − a4) = v(α1 − a5) = 0,

(65) v(α2) = v(α2 − a2) =
1

4
m, and v(α2 − a3) = v(α2 − a4) = v(α2 − a5) = m′

respectively, and such that they are linked to no cluster (when m < 8
3
v(2)), or they both

coincide with the unique disc linked to s (when m = 8
3
v(2)). When m = 8

3
v(2), it is

straightforward to see that the unique valid disc D0, 2
3
v(2) = Dα1,b1 = Dα2,b2 linked to s

contributes a component of abelian rank 2 (see Proposition 8.10(b)(iii)), which proves the
claim directly above. In the m < 8

3
v(2) case, no valid disc is linked to s, and hence all

valid discs contain no roots of f . Since the genus is g = 2 and the toric rank of (Yrst)s is
0 by Theorem 8.1, in light of Corollary 8.12 we must have either two distinct valid discs
each contributing a component of abelian rank 1 or a unique valid disc contributing a
component of abelian rank 2. The fact that these valid discs have the form prescribed by
the claim directly above can be easily proved by studying the singularities of (YD′)s →
(XD′)s for the disc D′ = D0,m

4
(and also for the disc D′ = D0,m′ when m′ > 0) and then

exploiting Proposition 8.13.
We now set out to find a formula for bi for the valid discs Dαi,bi that we have found in

all cases discussed above, where i = 1, 2 and the centers αi satisfy (62)-(63) or (64)-(65).
We also want to know whether, in the case that m = 0 or 0 < m < min{2w, 8

3
v(2)}, the

valid discs Dα1,b1 and Dα2,b2 give rise to two distinct components of (Yrst)s of abelian rank
1 or they coincide and provide a unique component of abelian rank 2.

Let us first remark that αi can always be chosen to be a root of F thanks to Corol-
lary 7.8. Now, using Lemma 9.2 and the definition of κ(α), letting ν = 2v(αi)+3v(αi−a3),
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we compute the formula

(66) tR(Dαi,b) = min{vρ(Dαi,b)− vf (Dαi,b), 2v(2)} = min{3b+ κ(αi)− ν, 5b− ν, 2v(2)}.
We know from Theorem 6.18(b) that the depth bi is the first input at which b 7→

tR(Dαi,b) attains 2v(2). Meanwhile, it can be calculated using Proposition 8.10(a) and
the formula in (66) that the component of (Yrst)s corresponding to Dαi,bi has abelian
rank 1 (resp. 2) if we have 3bi + κ(αi) − ν < 5bi − ν (resp. 3bi + κ(αi) − ν ≥ 5bi − ν),
or equivalently, if we have κ(αi) < 2bi (resp. κ(αi) ≥ 2bi). We therefore have have the
following two cases:

(1) the abelian rank of the component of (Yrst)s corresponding to Dαi,bi equals 1; we
then have

tR(Dαi,bi) = 3bi + κ(αi)− ν = 2v(2) =⇒ bi =
1

3
(ν − κ(αi) + 2v(2)),

and κ(αi) < 2bi =⇒ κ(αi) <
2

5
(ν + 2v(2)); or

(67)

(2) the abelian rank of the component of (Yrst)s corresponding to Dαi,bi equals 2; we
then have

tR(Dαi,bi) = 5bi − ν = 2v(2) =⇒ bi =
1

5
(ν + 2v(2)),

and κ(αi) ≥ 2bi =⇒ κ(αi) ≥
2

5
(ν + 2v(2)).

(68)

Now, on substituting the formulas for ν = 2v(α1) + 3v(α1− a3) which we found above on
a case-by-case basis, we get the following outcomes:

(1) if we have w < min{1
2
m, 4

3
v(2)}, then the valid disc Dα1,b1 that we have found

(corresponding to a component of abelian rank 1), with α1 satisfying (62), has
depth b1 = m′ + 1

3
(w − κ(α1) + 2v(2));

(2) if moreover we have w < min{1
2
m, 4v(2)−m}, then the second valid disc Dα2,b2

that we have found (also corresponding to a component of abelian rank 1), with
α2 satisfying (63), has depth b2 =

1
3
(m− w − κ(α2) + 2v(2)); and

(3) if instead we have m = 0 or 0 < m < min{2w, 8
3
v(2)}, then the valid discs Dαi,bi

for i = 1, 2 that we have found, with αi satisfying (64)-(65), may be distinct
and contribute each a component of abelian rank 1, or they may coincide and
give a unique component of abelian rank 2. The first case occurs if we have
κ(α1) <

2
5
(1
2
m + 2v(2)); in this case, we get b1 = 1

3
(1
2
m − κ(α1) + 2v(2)) and

b2 = m′ + b1. The second case (which can only happen if m′ = 0) occurs when
κ(α1) ≥ 2

5
(1
2
m+ 2v(2)), and we get b1 = b2 =

1
5
(1
2
m+ 2v(2)).

This finishes the proof of Theorem 9.8.
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Part 2

Theta operators



CHAPTER 10

Introduction

1. Theta operators

In 1977, Katz constructed a weight-raising differential operator on the space of p-adic
modular forms, known as the ϑ operator. At the level of q-expansions, the operator ϑ can
be described as q d

dq
, meaning that ϑ(

∑
n anq

n) =
∑

n nanq
n.

The construction that Katz presents in [7] goes as follows: if X1(N)→ Spec(Z[1/N ])
is the compactified modular curve of level Γ1(N) for some N ≥ 4, and X1(N)→ Spf(Zp)
denotes its p-adic completion at a prime p ∤ N , one has that, over the ordinary locus
Xord

1 (N) ⊂ X1(N), the Hodge filtration 0 → ω → H1
dR → ω∨ → 0 splits canonically, via

the so-called unit-root splitting, and this allows to derive a differential operator ϑ : ωk →
ωk+2 (for any k ∈ Z) from the Gauss-Manin connection on H1

dR. This operator has some
interesting commutation properties with Hecke operators Tℓ and Uℓ at each prime ℓ:

Tℓϑ = ℓTℓϑ for ℓ ∤ N ;

Uℓϑ = ℓUℓϑ for ℓ | N.
As a consequence, applying the theta operator to a modular form corresponds to twisting
by a cyclotomic character its associated Galois representation, as the following result
formalizes (see, for example, the introduction of [4] for a more detailed discussion).

Theorem. Let f be a normalized cuspidal eigenform of weight k ∈ Z/(p− 1)Z, level
Γ1(N) and nebentypus ε : (Z/NZ)× → E×, with coefficients in some finite extension
E/Fp. Let ρf : GQ → GL2(E) be the continuous semisimple Galois representation at-
tached to it. If g := ϑ(f), then g is still a normalized cuspidal eigenform with coefficients
in E for the group Γ1(N), its weight is k + 2, and ρg ∼= ρf ⊗ ω, being ω : GQ → GL1(E)
the cyclotomic character.

Recent progress has been done in reproducing Katz’s construction for more general
Shimura varieties, and in the consequent study of the resulting differential operators,
both in the mod p and in the p-adic setting. In 2012, E. Eishen published her work [2],
which discusses how to apply Katz’s construction to Shimura varieties attached to unitary
groups of the form U(n, n). A generalization of the result appeared in the 2018 paper [4]
by Eishen, Fintzen, Mantovan and Varma, which addresses more general Shimura varieties
of type A and C having non-empty ordinary locus.

When the ordinary locus is empty, one can still adopt a definition similar to Katz’s one
on the µ-ordinary locus, after suitably replacing the unit-root splitting, which is no longer
available, with a subtler canonical splitting of H1

dR, associated to the slope filtration of
the universal µ-ordinary p-divisible group. This approach was explored by De Shalit and
Goren in [1], and by Eischen and Mantovan in [3].
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A quite different perspective on ϑ operators was proposed in the paper [6] by S.
Howe, appeared in 2020. The author restricts its attention to the elliptic case, and
starts by considering the big Igusa tower on the p-adic modular curve X1(N)→ Spf(Zp),
i.e. the moduli space IG → X1(N) classifying the trivialization A[p∞] ∼= µp∞ ⊕ Qp/Zp
of the universal p-divisible group A[p∞]. On IG, the group of self-p-quasi-isogenies of
µp∞⊕Qp/Zp acts, which yields a residual infinitesimal action of the p-divisible group µp∞
on Katz’s space of modular forms. By taking the derivative of this action, one recovers
Katz’s ϑ operator.

Howe’s approach has several advantages. Its geometric nature, together with its inde-
pendence from q-expansion computations, makes is well-suited for being abstracted and
applied to more general Shimura varieties of PEL type. Moreover, the fact that the theta
operator is obtained as the differential of a µp∞-action ensures that it can be iterated
p-adically, without any need of proving this via explicit congruences between powers of ϑ.

In the present work, Howe’s point of view is developed in two different directions.
First, we adopt a variant of Howe’s approach to construct ϑ operators on the µ-ordinary
locus of PEL-type Shimura varieties of type A and C. The second construction we perform
is only presented in the specific case of the Siegel threefold, where we build a ϑ operator
on a sheaf of p-adic modular forms over a formal open that is larger than the ordinary
locus (namely, the p-rank ≥ 1 locus).

2. Theta operators on the µ-ordinary locus

Let us consider an integral PEL datum D (of type A or C) with good reduction at p
and a level K (hyperspecial at p, and neat). Denoting by E its reflex field, we consider the
integral Shimura variety Y → Spec(OE,(p)), and its formal completion Y → Spf(OE,p).
The Shimura variety Y can be characterized as the representative of a moduli problem for
D-enriched abelian schemes, and consequently carries a universal abelian scheme A→ Y .
The µ-ordinary locus Yµ−ord ⊂ Y is an open and dense formal subscheme of Y. Over
this locus, the universal p-divisible group A[p∞] admits a slope filtration, whose extreme
graded pieces are the multiplicative one A[p∞]λ=0 and the étale one A[p∞]λ=1: the former
is étale-locally isomorphic to L∨ ⊗ µp∞ for some appropriate Zp-lattice L with OB-action
(where OB is the order providing the endomorphism structure to the enriched abelian
scheme A), while the latter is isomorphic to its dual, i.e. L⊗Qp/Zp. The remaining
graded pieces A[p∞]λ, for 0 < λ < 1, are also étale-locally isomorphic each to some
connected-connected fixed p-divisible groups Xλ defined over Spec(OE,(p)).

Letting Mgr be the group of automorphisms of X respecting its slope decomposition
and its polarization, we can factor Mgr as AutOB

(L) ×M′, where AutOB
(L) acts on the

multiplicative and étale pieces, while M′ is the automorphism group of the connected-
connected part. Given R some p-adically complete OE-algebra, for each representation
ρ : Mgr → GLr(R) of the p-adic group Mgr, one can form a sheaf of p-adic modular forms
of weight ρ over the µ-ordinary locus (as discussed in [3]). The following result (which is
Theorem 12.4) describes the ϑ operators we construct on these sheaves of p-adic modular
forms.

Theorem (A). Let λ : AutOB
(L) → GL(V ) and ρ : Mgr → GL(W ) be continuous

representations of AutOB
(L) andMgr = AutOB

(L)×M′ respectively, being V andW some
R-vector bundles, for R some p-adically complete OE-algebra. Let f : Sym2

OB
(L)→ V be
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an AutOB
(L)-equivariant continuous function. Then, there exists an operator ϑf : ωρ →

ωρ⊗λ over Yµ−ord ⊗̂R.

The construction of the operator follows a variant of Howe’s approach: we construct a
small Igusa tower Tgr → Yµ−ord, on which the isoclinic pieces of the universal p-divisible
group are trivialized. Then, we construct an action of the group Sym2

OB
(L∨)⊗ µp∞ on

Tgr, that essentially consists in applying infinitesimal deformations to the universal p-
divisible group, and we study its interaction with the Mgr-action on Tgr. Finally, we take
the differential of the (Sym2

OB
(L∨)⊗ µp∞)-action, and we obtain ϑ.

3. Theta operators beyond the µ-ordinary locus: the Siegel threefold case

The Siegel threefold can be seen as the moduli of principally polarized abelian surfaces
(with some prime-to-p level structure, that we will always consider fixed, and for which we
presume that the neatness assumption is satisfied). Let X be a toroidal compactification
of the Siegel threefold, A → X be the semiabelian surface it carries, and ω the sheaf of
invariant differentials of A. For each dominant weight (k1, k2) ∈ Z2, with k1 ≥ k2, we
denote by ω(k1,k2) the vector bundle of modular forms of weight (k1, k2) on X. We denote
by X→ Spf(Zp) the p-adic completion of X.

In his 2020 work [11], devising the foundations of higher Hida and Coleman theories
in the case of GSp4, Pilloni is concerned with defining and studying spaces of p-adic
modular forms defined over the p-rank ≥ 1 locus, X≥1. This is larger that the ordinary
locus (which can be described as the p-rank 2 locus), it is still an open formal subscheme
of X, and it is not affine: it is, instead, the union of two open formal affine subschemes.
The non-affineness of X≥1 makes it interesting, for example, for p-adically deforming those
Hecke eigenclasses that lie in the H1 groups of modular sheaves – which would vanish if
restricted to the ordinary locus.

Pilloni’s paper [11] proposes a definition of p-adic modular over the locus X≥1 which
goes as follows. The first step is constructing an affine pro-étale cover X≥1

Kli(p∞) → X≥1

classifying multiplicative height-1 p-divisible subgroups H ↪→ A. Over this deep Klingen
cover, Pilloni defines a (small) Igusa variety Ig classifying the trivializations H ∼= µp∞ ,
and he exploits it to define, for each p-adic character k of Z×

p , a sheaf of p-adic modular

forms Fk as the sheaf of functions on Ig on which Z×
p acts via the character k.

Given k1 a p-adic character of Z×
p = Aut(µp∞) and k2 ∈ Z, we will adopt the notation

F(k1,k2) to denote the sheaf Fk1−k2⊗det(ω)k2 : this can be thought of as a p-adic interpola-
tion, over X≥1, of the classical sheaves of modular forms {ω(k1,k2) : (k1, k2) ∈ Z2, k1 ≥ k2}.

In this work, we show that a generalization of Howe’s techniques allows to obtain a
differential operator F(k1,k2) over X≥1. More precisely, we have the following result, which
is Theorem 13.4.

Theorem (B). For any pair (k1, k2) with k1 : Z×
p → R a continuous character (for R

some p-adically complete Zp-algebra) and k2 ∈ Z, each multiplicative continuous function

f : Zp → R induces an R-linear operator ϑf : F(k1,k2) → F(k1+2f,k2) over X≥1
Kli(p∞) ⊗̂R minus

the boundary. In particular, for n ∈ N, the function Zp → Zp, x 7→ xn induces a n-th
order R-linear differential operator ϑn : F(k1,k2) → F(k1+2n,k2).
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Our construction is analogous to the one we have presented in the previous section
for the µ-ordinary locus of PEL-type Shimura varieties. First, we consider an appropriate
(small) Igusa covering of XKli(p

∞), that we denote Tgr and is a (Z×
p × GL1)-torsor over

X≥1
Kli(p∞). We then exhibit a study a µp∞-action on Tgr, that acts by infinitesimally de-

forming the p-divisible group A[p∞] together with all the additional structure it carries.
We finally take take the differential of this action, to obtain the ϑ operator.

This newly constructed ϑ operator has suitable commutation properties with Hecke
operators, which allow us to connect its action with the twist by the cyclotomic character
on the Galois representation side, as expressed in Theorem 13.15, whose statement we
report here for convenience.

Theorem (C). Let f ∈ H i(X,ω(k1,k2)) ⊗ Qp be an eigenform for the Hecke algebra
H := C0

c (GSp4(Af )//K), being i = 0 or i = 1; let ρf be its attached Galois representation

(see [11, Theorem 5.3.1]). Let g := ϑ(f) ∈ H i(Y≥1
Kli(p∞),F

(k1+2,k2)) ⊗ Qp, where Y≥1
Kli(p∞)

denotes X≥1
Kli(p∞) minus the boundary. Assume g ̸= 0. Then, g is still an eigenform for the

prime-to-p Hecke algebra Hp; moreover, there exists a Galois representation ρg attached
to its Hecke eigensystem, which coincides with the cyclotomic twist of f (in other words,
ρg ∼= ρf ⊗ ω, being ω the cyclotomic character).

4. Outline

The material is organized as follows. Chapter 11 deals with the necessary preliminaries.
Its heart consists of Section 11.3, containing the results about enriched p-divisible groups
and their deformations that will be needed to construct the infinitesimal actions and
the corresponding theta operators in the subsequent chapters. Then, Chapter 12 and
Chapter 13 construct the ϑ operator in the two settings that we address, namely the
µ-ordinary locus of PEL-type Shimura varieties, and the p-rank ≥ 1 locus of the Siegel
threefold.



CHAPTER 11

Infinitesimal actions on enriched p-divisible groups

1. Torsors and representations

This section is devoted to introduce some notations and to recall some basic facts
about actions and torsors.

Let G be a group scheme over a base scheme S, and let π : T → S be a left G-
torsor over S. For every left representation V of G over S (i.e., V is a finite locally
free OS-module, endowed with an action ρ : G → GL(V )), one can form the S-scheme
T ρ := T ×G V = {(x, v) : x ∈ T , v ∈ V }/{(x, v) ∼ (gx, gv) : g ∈ G}; in other words, T ρ
is the quotient of the S-scheme T ×S V under the diagonal action of G.

Proposition 11.1. The S-scheme T ρ is a vector bundle; as a finite, locally-free OS-
module, it corresponds to the sheaf of G-equivariant morphisms of S-schemes T → V .

Proof. Let ψ : G
∼−→ T be a trivialization of the torsor T over some cover S ′ → S.

Then, fψ : V → T ρ, v 7→ (ψ(1G), v) and gψ : T ρ → V , (x, v) 7→ (ψ−1(x)v) are clearly
inverse to each other, and hence T ρ gets identified with V over S ′. In particular, T ρ is
a vector bundle. Given a G-equivariant morphism h : T → V over S ′, then the element
(ψ(1G), h(ψ(1G))) ∈ T ρ(S ′) is independent of the trivialization ψ chosen, and hence h
canonically corresponds to a section of T ρ over S ′. It is easy to see that, conversely, every
section of T ρ determines a unique equivariant morphism T → V . □

The proof of the proposition emphasises that T ρ can be thought of as a T -twisted
version of V , in the sense that any given trivialisation of T induces an isomorphism
V ∼= T ρ. This also emerges very clearly from the two examples given below.

Example 11.2. Let ρ : G → Gm,S be a character of the group G. In this case, T ρ is
a line bundle, and it coincides with (π∗OT )[−ρ], i.e. the invertible OS-subsheaf of π∗OT
consisting of those functions on T on which G acts via its character −ρ.

Example 11.3. Suppose G = GL2, let W be a rank-2 vector bundle on S, and let T be
the corresponding left G-torsor Isom(W,O2

S). Suppose we are given a dominant weight
(k1, k2) ∈ Z2 for G (the dominance condition is k1 ≥ k2), and let Vk1,k2 be the irreducible

representation of highest weight (k1, k2) of GL2, i.e. Vk1,k2 = Symk1−k2(O2
S) ⊗ detk2(O2

S)
with the obvious canonical left action of GL2 = Aut(O2

S). Then, we have that T ρ ∼=
Symk1−k2(W )⊗ detk2(W ).

2. PEL data

In this section, we establish all necessary notation and assumptions that we will need
to deal with PEL-type Shimura varieties, following Chapter 1 and 2 of [8], to which we
refer for any detail or proof.
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We recall that a PEL datum is given by:

(a) a finite-dimensional semisimple Q-algebra B carrying a positive involution ∗ :
B → B;

(b) a finitely generated B-module V , endowed with an alternating bilinear hermitian
Q(1)-valued pairing ⟨−,−⟩;

(c) an R-algebra homomorphism h0 : C → EndO⊗ZR(L ⊗Z R) that satisfies the fol-
lowing conditions:
(i) ⟨h0(z)x, y⟩ = ⟨x, h0(z)y⟩
(ii) the symmetric R-bilinear pairing (2πi)−1⟨−, h0(i) · −⟩ on V ⊗Q R is positive

definite.

We assume that the semisimple algebra B has no factor of type D (in other words, we
will only focus on PEL-type Shimura varieties of type A and C).The morphism h0 from
point (c) can be seen as a morphism S→ GR, where R := ResC/R(Gm,C), and it defines a

complex structure on VR. As a consequence, VC decomposes as a direct sum VC = V0⊕V0,
where the element i ∈ S(R) = C× acts as multiplication by i (resp. by −i) on V0 (resp.
V0). The isomorphism class of V0 as a B ⊗Q C-module is a finite extention of Q that we
name the reflex field of the PEL datum, and will be denoted by E.

Fix now a prime p. An integral PEL datum with good reduction at p is a PEL datum
(B, V, h0) such that B is unramified at p, together with:

(d) an order OB inside B, invariant under ∗, and maximal at p;
(e) lattice L ≤ V stable under OB, such that the pairing ⟨−,−⟩ on V induces a

perfect pairing Lp ⊗ Lp → Zp(1).
To such an integral PEL datum, we can associate a smooth connected reductive group
G→ Spec(Z(p)), which is defined as the algebraic group of similitudes of the lattice L; in
other words, for every Z(p)-algebra R, we have

G(R) = {(g, α) ∈ GL(L⊗R)×GL(Q(1)) : ⟨gx, gy⟩ = α⟨x, y⟩}
Let us now fix the integral PEL datum D = (B, V, h0,OB, L) with good reduction at

p, and choose a neat compact open subgroup Kp ≤ G(Apf ). We will set Kp = G(Kp), and
K := KpK

p ≤ G(A) (in other words, we choose hyperspecial level at p). We can define a
moduli problem FD,K by attaching, to each OE,(p)-algebra R, the isomorphism classes of
D-enriched abelian schemes over R with level K structure, which is to say abelian schemes
A/R together with the following additional structures:

(1) a prime-to-p polarization λ : A→ A∨;
(2) an action ι : O → EndR(A), satisfying Rosati condition (which is a compatibility

condition between ι and λ), and Kottwitz’s determinant condition (which requires
that the OE-action induced by ι on the finite locally free R-module LieA/R has
the same determinant, in a suitable sense, as the B-action on V0);

(3) a Kp-level structure, compatible with λ and ι in a suitable sense.

Theorem 11.4. The moduli problem above is representable by a smooth, quasi-
projective scheme YD,K → Spec(OE,(p)), which we will name the level-K integral PEL-type
Shimura variety attached to the datum D.
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3. Enriched p-divisible groups and their extensions

Let us retain the notation and assumptions introduced in Section 11.2. The Shimura
variety YD,K carries a universal D-enriched abelian scheme A→ Spec(OE,(p)) of level K.
Its p-divisible group G := A[p∞] is an OB-enriched polarized p-divisible group, in the
following sense.

Definition 11.5. Given a ring R, an OB-enriched polarized p-divisible group on R (or
an OB-enriched Barsotti-Tate group on R) is a p-divisible group G over R together with:

(1) an OB-action, i.e. a morphism ι : OB → EndR(G);

(2) a polarization λ, which is to say an OB-linear isomorphism λ : G
∼−→ G∨ such that

λ∨ = −λ; which can equivalently be described as a perfect alternating pairing
TpG× TpG→ Tpµp∞ .

The study of such enriched p-divisible groups and their extensions is the subject of
the present section.

Given a Zp-lattice L carrying an OB-action, the p-divisible group (L∨ ⊗ µp∞) ⊕
(L⊗Qp/Zp), considered with its standard polarization, is a OB-enriched polarized p-
divisible group: we denote it Xord

L (where the ord superscript stands for “ordinary”).

Lemma 11.6. The following hold:

(a) L ∼= L′ if and only if Xord
L
∼= Xord

L′

(b) if k is a separably closed field of characteristic p, all ordinary BT-groups with
D-structure over k are isomorphic to Xord

L for some L.

Proof. We remark that L can be recovered as the Tate module of (Xord
L )ét, from

which it follows that any isomorphism Xord
L
∼= Xord

L′ induces an isomorphism L ∼= L′, which
proves (a). Similarly, if k is a separably closed field, an ordinary (non-enriched) p-divisible
group G over k is isomorphic, by definition of being ordinary, to (Tp((G

mult)∨)∨⊗ µp∞)⊕
Tp(G

ét ⊗Qp/Zp). If G is an OB-enriched polarized p-divisible group, the polarization on
G identifies Tp((G

mult)∨) with the dual of Tp(G
ét), the OB-action on G induces an OB-

action on L := Tp(G
ét) ∼= (Tp((G

mult)∨))∨, and G becomes isomorphic, as an OB-enriched
polarized p-divisible group, to Xord

L . □

If NilpOE
is the site of OE-algebras on which p is nilpotent, we denote BTOB ,∗ →

NilpOE
the stack attaching to each R ∈ NilpOE

the category of OB-enriched polarized

Barsotti-Tate groups on R. Above BTOB ,∗, we can form the the stack BTL
OB ,∗ → BTOB ,∗ of

OB-enriched polarized p-divisible groups G, together with an injection i : L∨ ⊗ µp∞ ↪→ G
and a projection π : G ↠ L⊗Qp/Zp whose kernel is p-divisible, such that i and π are
dual to each other with respect to the polarization of G. A p-divisible group G ∈ BTL

OB ,∗
consequently comes with a filtration 0 = Fil0G ⊆ Fil1G ⊆ Fil2G ⊆ Fil3G = G. If we
denote gri(G) := Fili+1(G)/Fili(G), we have that the two extreme graded pieces gr0(G)
and gr2(G) are trivialized, and are respectively multiplicative and étale, while the middle
graded piece gr1(G) is not. When ker(π) = Im(i), or equivalently when gr1(G) = 0, G is
an extension of L⊗Qp/Zp by L∨ ⊗ µp∞ : we will denote EXTL

OB ,∗ ⊆ BTL
OB ,∗ the sub-stack

consisting of extensions of L⊗Qp/Zp by L∨ ⊗ µp∞ . For each R ∈ NilpOE
, we have that

EXTL
OB ,∗(R) is an abelian group, the operation being given by Baer sum of extensions.
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Remark 11.7. A p-divisible group G ∈ BTL
OB ,∗ can be seen as an extension in two ways:

0→ Fil1(G)→ G→ G/Fil1(G)→ 0 where Fil1(G) = L∨ ⊗ µp∞
0→ Fil2(G)→ G→ G/Fil2(G)→ 0 where G/Fil2(G) = L⊗Qp/Zp

The two stacks BTL
OB ,∗ and EXTL

OB ,∗ we have just introduced have the additional
structures summarized by the following propositions.

Proposition 11.8. For each R ∈ NilpOE
, BTL

OB ,∗(R) carries a Z
×
p -action. On the subset

EXTL
OB ,∗(R) ⊂ BTL

OB ,∗(R), this action extends to a Zp-module structure. Moreover,

EXTL
OB ,∗(R) and BTL

OB ,∗(R) both carry a left action by EndOB
(L∨).

Proof. Given an endomorphism f ∈ EndOB
(L∨), and a p-divisible group G ∈

BTL
OB ,∗(R), let us first denote by (f, 0) · E and (0, f) · E the two p-divisible groups with

OB-structure obtained by pushing out E along the morphism f ∈ End(L∨ ⊗ µp∞), and
pulling it back along f∨ ∈ End(L⊗Qp/Zp), respectively. The two operations are dual to
each other, meaning that ((f, 0) ·E)∨ ∼= (0, f) ·E∨, and ((0, f) ·E)∨ ∼= (f, 0) ·E∨. Given
two endomorphisms f, g ∈ EndOB

(L∨), we synthetically write (f, g) for (f, 0) · (0, g) ·E ∼=
(0, g) · (f, 0) · E.

Let us now first construct the Zp-action on EXTL
OB ,∗(R): given a ∈ Zp and E ∈

EXTL
OB ,∗(R), we have to define aE. Let us first observe that (a, 0)E and (0, a)E fit into

the following commutative diagram.

0 L∨ ⊗ µp∞ (0, a) · E L⊗Qp/Zp 0

0 L∨ ⊗ µp∞ E L⊗Qp/Zp 0

0 L∨ ⊗ µp∞ (a, 0) · E L⊗Qp/Zp 0

i′ π′

f a

i

a

π

g

i′′ π′′

It follows from the universal properties of pushout and pullback that there exists a canon-
ical morphism ψ from (a, 0)E to (0, a)E such that π′ψg = π, π′ψi′′ = 0, fψg = a,
fψi′′ = i. We have that ψ restricts to the identity on both L∨ ⊗ µp∞ and on L⊗Qp/Zp,
and consequently establishes an isomorphism between the two extensions. We can thus
set aE := (a, 0)E ∼= (0, a)E; from the polarization λ : E

∼−→ E∨, one obtains a polarization

λ′ : aE
∼−→ a(E∨) = (a, 0)E∨ = ((0, a)E)∨ = (aE)∨.

The Z×
p -action on BTL

OB ,∗(R) simply consists of multiplying by the invertible scalar
a the polarization carried by the p-divisible group. We omit the verification that this
operation is compatible with the Zp-action on EXTL

OB ,∗(R) described above.

We are now only left to show the existence of the EndOB
(L∨)-action on BTL

OB ,∗(R).
Given an endomorphisms f ∈ End(L∨ ⊗ µp∞), we define this action as f ·E := (f, f) ·E.
If we take the polarization λ : E

∼−→ E∨ and apply f · − on both sides, we get λ′ : f ·E ∼−→
f ·E∨ = (0, f) · (f, 0) ·E∨ ∼= ((f, 0) · (0, f) ·E)∨ = (f ·E)∨. As a result, f ·E also carries
a canonical polarization induced from that of E, and hence f · E ∈ EXTL

OB ,∗(R). □
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Remark 11.9. Regarding the actions introduced in Proposition 11.8 on BTL
OB ,∗ and

EXTL
OB ,∗, we make the following remarks:

(a) Given a ∈ Zp, it is clear that a can also be thought of as an endomorphism of L∨.
However, given E ∈ EXTL

OB ,∗(R), the extensions aE and a·E that we respectively
obtain by letting a ∈ Zp and a ∈ EndOB

(L∨) act on E do not coincide; instead,
the proof of the previous proposition shows that a · E coincides with a2E.

(b) Since EXTL
OB ,∗(R) and BTL

OB ,∗(R) are modules for EndOB
(L∨), they are acted

upon by Aut(L), where, given f ∈ Aut(L) and G ∈ BTL
OB ,∗(R), we define f ·E :=

g · E, where g := f∨,−1 ∈ EndOB
(L∨).

We will now exhibit a way of constructing elements of EXTL
OB ,∗. Let us fix R ∈ NilpOE

,
and consider a Zp-linear morphism Z : L ⊗OB

L → µp∞ over R. This can be seen
as a Hermitian bilinear µp∞-valued pairing ⟨−,−⟩Z on L, and it induces an OB-linear
morphism φZ : L → L∨ ⊗ µp∞ , x 7→ ⟨x,−⟩Z . We can construct an extension EZ by
taking the short exact sequence 0 → Zp → Qp → Qp/Zp → 0, tensoring with L, and
taking the pushout along φZ :

0 L L⊗Zp Qp L⊗Qp/Zp 0

0 L∨ ⊗ µp∞ EZ L⊗Qp/Zp 0

φZ

Proposition 11.10. Assume that Z is a symmetric form, then the extension EZ car-
ries a canonical polarization, and can consequently be seen as an OB-enriched polarized
p-divisible group over R. The assignment Z 7→ EZ thus defines a Zp-linear (EndOB

(L∨))-
equivariant map Sym2

OB
(L∨)⊗ µp∞ → EXTL

OB ,∗, where Sym
2
OB

(L∨) denotes the Zp-module
of bilinear Hermitian symmetric forms on L.

Proof. To prove the result, we will exhibit a collection perfect alternating pairings
(·, ·) : EZ [pn]× EZ [pn] → µpn that are compatible as n varies, and thus provide EZ with
a polarization. It follows from the definition that EZ admits the following description:

EZ =
Hom(L, µp∞)⊕ (L⊗Qp)

{(⟨x, ·⟩Z ,−x⊗ 1) : x ∈ L}
.

Given two elements wi := (fi, xi ⊗mi) ∈ EZ , for i = 1, 2, suppose that they lie in the
pn-torsion subgroups, which is equivalent to requiring that fi, xi and mi can be chosen so
that:

(i) mi ∈ p−nZp ⊂ Qp;
(ii) fi : L→ µp∞ becomes equal to ⟨xi, ·⟩−mi

Z after raising to the pn-power.

We define the alternating pairing to be

(w1, w2)Z := f1(x2)
pnm2f2(x1)

−pnm1 .

To check that this is well-defined, one must verify that if either of the w1 or w2 has the
form (⟨x, ·⟩Z ,−x⊗ 1), we get (w1, w2) = 1. If we assume, without losing generality, that
w1 has this form, we get:

(w1, w2)Z = [⟨x, x2⟩Z ]p
nm2 [f2(−x)]−p

n

= [⟨x, x2⟩Z ]p
nm2

[
⟨x2,−x⟩−m2

Z

]−pn
= 1.
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We have thus exhibited the polarization on EZ . We leave to the reader the verification
of the fact that the assignment Z ∈ Sym2

OB
(L∨)⊗ µp∞ 7→ EZ ∈ EXTL

OB ,∗ has the linearity
properties listed in the statement. □

We can characterize the image of the map Sym2
OB

(L∨)⊗ µp∞ → EXTL
OB ,∗, Z 7→ EZ

as follows.

Lemma 11.11. For an extension E ∈ EXTL
OB ,∗(R), denoting ι and π the inclusion

L∨ ⊗ µp∞ → E and the projection E → L⊗Qp/Zp respectively, the following are equiv-
alent.

(a) E is in the image of the map Sym2
OB

(L∨)⊗ µp∞ → EXTL
OB ,∗, Z 7→ EZ .

(b) E ∈ EXTL
OB ,∗(R)

tors, meaning that pnE is a trivial extension for n sufficiently
large.

(c) There exists j : L⊗Qp/Zp → E such that πj = pn for some n.
(d) There exists q : E → L∨ ⊗ µp∞ such that qi = pn for some n.

Proof. Since L∨ ⊗ µp∞(R) is a p-torsion group, and Z 7→ EZ is Zp-linear, it is clear
that (a) implies (b). Let us now prove that (b) implies (c). The extension pnE is the
pushout of E along the morphism pn : L∨ ⊗ µp∞ → L∨ ⊗ µp∞ :

0 L∨ ⊗ µp∞ E L⊗Qp/Zp 0

0 L∨ ⊗ µp∞ pnE L⊗Qp/Zp 0

ι

pn

π

ι′ π′

The existence of a splitting q′ : pnE → L∨ ⊗ µp∞ of ι′ yields the existence of a morphism
q : E → L∨ ⊗ µp∞ such that qι = pn, which proves (c). That (c) and (d) are equivalent
is clear. Finally, let us show that (d) implies (a). Let j : L⊗Qp/Zp → E be a morphism
such that πj = pn. Then, p−nj : L ⊗ Qp → E induces the following morphisms of
extensions

0 L L⊗Qp L⊗Qp/Zp 0

0 L∨ ⊗ µp∞ E L⊗Qp/Zp 0

p−nj

which shows that E = EZ for some Z : L→ L∨ ⊗ µp∞ . □

We are now ready to construct an action of EXTL
OB ,∗ on BTL

OB ,∗, which will be the
ultimate source of the ϑ operators constructed in this work.

Proposition 11.12. There is a natural action

EXTL
OB ,∗ × BTL

OB ,∗ → BTL
OB ,∗, (E,G) 7→ E +G

which is equivariant with respect to the actions of EndOB
(L∨) and Z×

p that we have on

BTL
OB ,∗ and on EXTL

OB ,∗. Moreover, for each G and E, we have the following properties:

(a) there exist canonical isomorphisms Fil•+d(E+G)/Fil•(E+G) ∼= Fil•+d(G)/Fil•(G)
for d = 1, 2;
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(b) the operation has good functoriality properties: if two morphisms f : G → G′

and g : E → E ′ are given respecting the filtrations, if they are equal once
restricted to L∨ ⊗ µp∞ and to L⊗Qp/Zp, then they induce a morphism G+E →
G′ +E ′, which coincides with f when restricted to Fil•+d(E +G)/Fil•(E +G) ∼=
Fil•+d(G)/Fil•(G) for d = 1, 2;

(c) the operation is compatible with Baer sums in EXTL
OB ,∗, meaning that E1+(E2+

G) = (E1 + E2) +G;
(d) if E is the trivial extension, then E +G ∼= G;
(e) (E +G)∨ ∼= E∨ +G∨.

Proof. Recall that a p-divisible group G ∈ BTL
OB ,∗(R) carries a 3-step filtration, and

can consequently be seen as an extension in two different ways, as Remark 11.7 explains.
Correspondingly, there are two possible ways of defining E +G:

(1) One pulls back E along the projection of G/Fil1(G) to gr2(G) = L⊗Qp/Zp: in
this way, one gets an extension E ′ ofG/Fil1(G) by Fil1(G) = L∨ ⊗ µp∞ , and E+G
can be now defined as the Baer sum of E ′ and G inside Ext1(G/Fil1(G),Fil1(G)).

(2) One pushes out E along the inclusion of Fil1(G) = L∨ ⊗ µp∞ inside Fil2G: in this
way, one gets an extension E ′′ of G/Fil2(G) = L⊗Qp/Zp by Fil2(G), and E+G
can be now defined as the Baer sum of E ′′ and G inside Ext1(G/Fil2(G),Fil2(G)).

The two definitions are readily proved to give the same result (the verification is carried
out, for example, in [5, §9.3]), which is a filtered p-divisible group with OB-structure.
Construction (1) makes it evident that the operation G 7→ E +G does not alter Fil1(G)
and G/Fil1(G); the same is true for Fil2(G) and G/Fil2(G) if one looks at construction (2).
This can be summarized by saying that there exist canonical identifications Fil•+d(E +
G)/Fil•(E + G) ∼= Fil•+d(G)/Fil•(G) for d = 1, 2, which proves that property (a) is
satisfied. We omit the verification of the remaining properties of the operation, for which
we refer again to [5], as well as the verification of the equivariance with respect to the
action by Z×

p and EndOB
(L∨).

We remark that the resulting filtered p-divisible group E+G is actually en element of
BTOB ,∗(L): theOB-action is inherited from the one we have on E andG; the trivializations
of its gr0 and gr2 pieces are those inherited from G; finally, the polarization on E + G
is the one canonically induced by those on E and G: more precisely, if we combine
together λE : E

∼−→ E∨ with λG : G
∼−→ G∨, one gets, thanks to (b) an isomorphism

λE+G : E+G
∼−→ E∨+G∨ ∼= (E+G)∨ (where the last identification is property (e)). □

4. Actions by infinitesimal multiplicative groups

4.1. Iwasawa algebras. In this subsection, we recall some introductory notions
about measures and distributions on profinite groups; our reference is [9].

LetR be a p-adically complete Zp-algebra. Given a profinite groupG, one can define its
complete group algebra R[[G]] := lim←−H R[G/H], where H ranges among all open normal

subgroups of H, and G/H consequently ranges among all finite discrete quotients of H.
This is also known as the Iwasawa algebra of G.

Proposition 11.13. The elements of R[[G]] correspond to the R-valued measures on G,
where a R-valued measure on G is a rule µ attaching to each closed and open subset E of G
a scalar µ(E) ∈ R, in such a way that µ(∅) = 0 and µ(E1⊔ . . .⊔En) = µ(E1)+ . . .+µ(En).
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Proof. Let x ∈ R[[G]], and let E be a closed and open subset of G. Then, E =
Hg1⊔ . . .⊔Hgk is a finite union of cosets of a certain open normal subgroup H of G. The
image of x ∈ R[[G]] in R[G/H] has the form

∑
C∈G/H aCC for some coefficients aC ∈ R.

Then, defining µ(E) :=
∑k

i=1 aHgi gives rise to the measure µ attached to x.
Conversely, suppose µ is a measure on G. Then, for each compact normal subgroup

H, one can form the element
∑

C∈G/H µ(C)C ∈ R[G/H]. Thanks to the additivity of µ,
these elements are compatible as H varies, and can be packed together to form an element
of R[[G]]. □

For each element z ∈ G, one can consider the atomic measure µz assigning 1 or 0 to
E depending on whether z ∈ E or z ̸∈ E. Atomic measures are clearly dense in R[[G]].

The product operation in R[[G]] is given by convolution, which is the unique R-bilinear
product on R[[G]] such that µxµy = µxy; this is only commutative when G is. The unit
element 1 for this product is µe, being e the identity element of the group G, and the
structure morphism R → R[[G]] sends a ∈ R to the measure aµe. In fact, R[[G]] is not
only an algebra, but a co-commutative formal Hopf algebra: the counit is given by the
morphism R[[G]] → R that sends µx 7→ 1 for all x, while the coproduct is the unique
algebra homomorphism ∆ : R[[G]]→ R[[G]] ⊗̂R[[G]] taking µx 7→ µx ⊗ µx.

Remark 11.14. The atomic measures µx, varying x ∈ G, can be recovered as the group-
like elements of R[[G]], i.e. those elements µ ∈ R[[G]] such that ∆(µ) = µ⊗ µ.

Given G a profinite group, there is a second important formal Hopf algebra over
R one can form, that is Cont(G,R). The characteristic functions χaH of the cosets of
the open normal subgroups H of G are dense in Cont(G,R). Sums and products are
computed pointwise; in particular, Cont(G,R) is a commutative formal Hopf algebra.
Given f ∈ Cont(G,R), the comultiplication ∆(f) is computed as ∆(f)(g1, g2) = f(g1g2);
the counit is simply given by evaluating at e ∈ G.

Remark 11.15. The additive functionsG→ R (i.e., those functions f satisfying f(g1g2) =
f(g1) + f(g2)) can be recovered as the primitive elements of the formal Hopf algebra
Cont(G,R), i.e. those elements f such that ∆(f) = 1 ⊗ f + f ⊗ 1, while the charac-
ters G → R are the group-like elements of Cont(G,R), i.e. those elements f such that
∆(f) = f ⊗ f .

Given µ ∈ R[[G]] and f ∈ Cont(G,R), one can compute the integral
∫
fdµ. When f is

locally constant, i.e. when it factors through some discrete quotient G/H, this is just the
sum

∑
E∈G/H f(E)µ(E); by density, one then easily extends the definition to the whole

Cont(G,Zp).

Proposition 11.16. The pairing
∫
: Cont(G,R) × R[[G]] → R described above is a

continuous perfect bilinear pairing of topological formal Hopf algebras, meaning that it
induces topological isomorphisms of formal Hopf algebras Cont(G,R) ∼= HomR(R[[G]], R)
and R[[G]] ∼= HomR(Cont(G,R), R), where HomR stands for continuous R-linear homo-
morphisms.

Proof. Let us fix n ≥ 1. We remark that Cont(G,R/pn) ∼= Cont(lim←−H G/H,R/p
n) ∼=

lim−→H
Cont(G/H,R/pn); the last isomorphism follows from the fact that R/pn is discrete,
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and hence every continuous function from G to R/pn must factor through some dis-
crete quotient of G. Following a similar argument, one has that HomR(R[[G]], R/p

n) ∼=
lim−→H

HomR(R[G/H], R/pn). But now, HomR(R[G/H], R/pn) ∼= Cont(G/H,R/pn) by the

universal property of group algebras. We conclude that Cont(G,R/pn) ∼= HomR(R[[G]], R/p
n)

for all n. Taking the inverse limit on n, one gets Cont(G,R) ∼= HomR(R[[G]], R).
The other isomorphism, namely R[[G]] ∼= HomR(Cont(G,R), R) by proving, by similar

arguments, that both of them coincide with lim←−H lim←−nCont(G/H,R/p
n)∨. □

4.2. Equivalent perspectives on µp∞-actions. In this subsection, we will present
equivalent ways of describing an action by the infinitesimal group µp∞ on a formal scheme.

Proposition 11.17. Given a Zp-lattice M , and R ∈ NilpZp
, then R[[M∨]] is canonically

isomorphic to the formal Hopf algebra of the formal group M ⊗ µp∞ over Spf(R).

Proof. Given A ∈ NilpR, an A-point of Spf(R[[M
∨]]) is a continuous algebra homo-

morphism R[[M∨]]→ A, which necessarily factors through some R[M∨/pnM∨] giving rise
to a morphism R[M∨/pnM∨] → A, i.e. a group homomorphism f : M∨/pnM∨ → A×.
Since the domain of f is a pn-torsion group, the image of f can only consist of pn-roots
of unity, so that f can equivalently be interpreted as a morphism M∨ → µp∞ [pn](A), i.e.
an A-point of (M ⊗ µp∞)[pn]. □

Proposition 11.18. Suppose X is a formal group scheme over a p-adically complete base
ring R. Then, the following data are equivalent:

(a) a left action by M ⊗ µp∞ on X;
(b) a right co-action by the formal Hopf algebra R[[M∨]] on the sheaf of algebras OX;
(c) a left action by the formal Hopf algebra Cont(M∨, R) on the sheaf of algebras
OX.

Proof. We will only prove how an action by M ⊗µp∞ entails the algebra actions (b)
and (c). Let us thus suppose that X is endowed with an action of M ⊗ µp∞ . We remark
that, since the groupM⊗µp∞ is infinitesimal, it acts on X via universal homeomorphisms;
in particular, the action preserves all open subsets of the formal scheme X; if f is a function
defined on some open subscheme U of X, and ζ ∈ (M ⊗ µp∞)(R), then one can define
ζ · f to be f : U → A1 precomposed with the automorphism U → U induced by ζ−1.
This yields a left action by M ⊗ µp∞ on OX, which is to say a right co-module structure
on OX for the formal Hopf algebra R[[M∨]], given by a morphism OX → OX ⊗̂ R[[M∨]].
But this is the same as a left module structure on OX by the dual formal Hopf algebra
Cont(M∨, R). □

So, given a section s : U → A1
R over some open affine subset U ⊆ X, and a continuous

function f : M∨ → R, one can form f · s ∈ OX(U). An immediate generalization of
this result is stated here below, where we replace the codomains of s and f with vector
bundles over R.

Proposition 11.19. Let X → Spf(R) be a formal scheme endowed with an action by
the infinitesimal multiplicative group M ⊗ µp∞ , as above. Let U ⊆ R be a formal open
subscheme. Given two vector bundles V andW over R, an element f ∈ Cont(M∨, V ), and
a function s : U → W , we have that f acts on s, taking it to a function f ·s : U → V ⊗RW .
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Proof. The action of M ⊗µp∞ on X, using the point of view of Proposition 11.18(c)
above, can be expressed as a morphism p : Cont(M∨, R) ⊗ OX → OX. Tensoring both
sides with V ⊗W gives a morphism pV,W : Cont(M∨, V )⊗ (W ⊗OX)→ (V ⊗W )⊗OX,
which is the desired action. □

For our applications, we will actually need to work in a more general setting, in which
V and W , instead of just being R-vector bundles, are representations of a formal affine
group scheme G→ Spf(R).

Proposition 11.20. Let S→ Spf(R) be a formal scheme, G→ Spf(R) an affine formal
group scheme, and π : X→ S a G-torsor. Suppose that:

(a) X→ Spf(R) carries an action by the infinitesimal multiplicative group M ⊗µp∞ ;
(b) G acts on the lattice M ;
(c) the two actions are compatible, meaning that (g · h) · x and g · (h · (g−1 · x))

coincide for all g ∈ G, h ∈M ⊗ µp∞ , x ∈ X.

Let V and W be representations of G over R. Then, given a G-equivariant continuous
function f : M∨ → V , and a G-equivariant function s : X|U → W , we have that the
function f · s : X|U → V ⊗W defined in Proposition 11.19 is also G-equivariant.

Proof. Let us view the (M⊗µp∞)-action on X as a module structure p : Cont(M∨, R)⊗
OX → OX (see Proposition 11.18(c)). Assumption (c) can be expressed by saying that
p is equivariant with respect to the action of G. It will thus consequently remain G-
equivariant if both sides are tensored with the G-representation V ⊗ W , which means
that the morphism pV,W : Cont(M∨, V )⊗ (W ⊗OX)→ (V ⊗W )⊗OX introduced in the
proof of Proposition 11.19 is also G-equivariant. But this implies, in particular, that it
takes G-invariant elements of its domain to G-invariant elements of its codomain, whence
the proposition follows. □

4.3. Differentiating µp∞-actions. Given a section s ofOX over an open affine subset
U ⊆ X, an element ζ ∈ (M ⊗ µp∞)(R), we want to construct ζ · s, and this can be done
in two equivalent ways.

(1) we see s as a function U → A1, and precompose it with the automorphism
ψζ−1 : U → U given by the action of ζ ∈ (M ⊗ µp∞)(R): in other words,
ζ · s := s ◦ ψζ−1 ;

(2) we consider the continuous function M∨ → R, x 7→ ζx, which is the group-like
element of Cont(M∨, R) corresponding to ζ, and we let it act on s adopting the
point of view of Proposition 11.18(c); in other words, ζ · s := [x 7→ ζx] · s.

The Lie algebra of G := M ⊗ µp∞ is canonically isomorphic to M ⊗ R, the isomorphism
being induced by M → LieG/R(R), m 7→ m ⊗ (1 + ε) ∈ (M ⊗ µp∞)(R[ε]), where ε2 = 0.
For each function f ∈ OX(U), we have that (m ⊗ (1 + ε)) · f = f + εDmf , for some
section Dmf ∈ OX(U) that depends linearly on m ∈M . The operation f 7→ Dmf can be
thought of as the derivative of the action of µp∞ on X in the direction m. The continuous
character M∨ → R[ε] corresponding to ζ = m⊗ (1 + ε) is x 7→ (1 + ε)⟨x,m⟩ = 1+ ⟨x,m⟩ε,
which shows that Dmf can alternatively be defined as the image of s through the action
of the function M∨ → R, x 7→ ⟨x,m⟩. Note that [x 7→ ⟨x,m⟩] is a primitive element of
the formal Hopf algebra Cont(M∨, R), which entails that Dm satisfies the Leibnitz rule
Dm(f1f2) = Dm(f1)f2 + f1Dm(f2).
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Definition 11.21. Given X → Spf(R) a formal scheme over a p-adically complete Zp-
algebra R, endowed with a (M⊗µp∞)-action, and given an elementm ∈M , the differential
of the action in the direction m is the R-linear differential operator Dm : OX → OX

introduced above.

Remark 11.22. The assignment m 7→ Dm is Zp-linear.



CHAPTER 12

Theta operators on the µ-ordinary locus

1. The µ-ordinary setting

We keep all notation from Section 11.2, where we have defined a Shimura variety
YD,K → Spec(OE,(p)) attached to a level K (hyperspecial at p) and an integral PEL
datum D = (B, V, h0,OB, L), both satisfying suitable assumptions: we will denote it Y
for brevity, and it carries a universal D-enriched abelian scheme with level K, denoted
A → Y . Let now X := XD,K → Spec(OE,(p)) denote a toroidal compactification of the
Shimura variety; the abelian scheme A → Y extends to a semi-abelian scheme A → X,
and we denote by D := X ∖ Y the boundary divisor. The sheaf of invariant differentials
of A, which we denote ω, is a vector bundle on X, i.e. a torsor for the group M := GLn.

1.1. The µ-ordinary locus. Let X → Spf(OE,p) be the formal completion of X at
p, and let Y be that of Y . Inside X, one can identify an open dense formal subscheme
Xµ−ord, known as the µ-ordinary locus, that can be identified as the non-vanishing locus
of a number of partial Hasse invariants. Away from the boundary, the µ-ordinary locus
can be characterized by the fact that the (OB-enriched, polarized) p-divisible group of
A is (fiberwise) µ-ordinary (for the definition of a µ-ordinary enriched p-divisible group,
see [10]). Over Yµ−ord, A[p∞] is isotrivial, and carries a slope filtration. We denote by
A[p∞]λ the λ-slope piece of A[p∞], so that, in particular, A[p∞]λ=0 is the multiplicative
part, while A[p∞]λ=1 is the étale part. All isoclinic pieces A[p∞]λ are isotrivial, and the
polarization induces a duality between A[p∞]λ and A[p∞]1−λ.

We can thus choose isoclinic µ-ordinary p-divisible groups Xλ ∈ BTOB ,∗(OE,(p)) rep-

resenting the isomorphism type of A[p∞]λ, together with identifications ψλ : Xλ ∼−→ X1−λ

such that ψ∨
λ = −ψ1−λ, which make X := ⊕λXλ a polarized p-divisible group with OB-

action. At each geometric fiber of Yµ−ord, we have that A[p∞] is isomorphic to X.
For λ = 0 and λ = 1, we choose Xλ=0 := L∨ ⊗ µp∞ and Xλ=1 := L⊗Qp/Zp re-

spectively, for some suitably Zp-lattice with OB-action L: this is possible thanks to
Lemma 11.6.

The slope filtration on A[p∞] contravariantly induces a slope filtration on the sheaf of
differentials ω; we let ωλ denote the sheaf of differentials of the graded piece A[p∞]λ.

Let λ1, . . . , λn denote the slopes appearing in the µ-ordinary p-divisible group A[p∞],
and let r(λi) be the rank of ωλi . Let Mgr ≤ M denote the subgroup GLr(λ1)× . . . ×
GLr(λn) ≤ GLn = M . Then, over Xµ−ord we can construct the left Mgr-torsor T gr of the

trivializations ⊕λψλ : ⊕λgrλ(ω)
∼−→ ⊕λgrλ(ωXλ).

1.2. p-adic interpolation. Let now Tgr be the moduli space that classifies isomor-
phisms ι = ⊕λιλ : ⊕λXλ

∼−→ ⊕λgrλA[p∞]: this is a Mgr-torsor, where Mgr is the subgroup
of

∏
λAut(Xλ) consisting of those automorphisms that respect the dualities ψλ. We have
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that Mgr is a p-adic group; it will be later useful to factor it as Mgr = AutOB
(L) ×M′,

where AutOB
(L) gives the automorphism of the multiplicative and étale graded pieces,

while M′ consists of the automorphisms of λ-graded pieces for 0 < λ < 1.
If we take the differential of an automorphism in Mgr, we obtain automorphisms of the

sheaf of invariant differentials ωXλ , and this leads to an immersion Mgr ≤Mgr. Similarly,
each trivialization of the graded pieces of A[p∞] induces a trivialization of the graded
pieces of ω, and the assignment (ι, ψ1) 7→ (dι, ψ1) consequently defines an equivariant
morphism from the Mgr-torsor Tgr to the Mgr-torsor T gr, which identifies T gr as the
pushforward of Tgr along the inclusion Mgr ≤ Mgr. In other words, the torsor Tgr we
have just constructed is a Mgr-reduction of the Mgr-torsor T gr.

Given a representation ρ : Mgr → GLn(R), for R some p-adically completeOE-algebra,
we can thus form the vector bundle (Tgr)ρ on Yµ−ord ⊗̂ R (as explained in Section 11.1),
which is the vector bundle of weight-ρ p-adic modular forms over the µ-ordinary locus,
that we denote ωρ for brevity (see [3] for a more complete treatment of this topic).

2. The construction of ϑ

We are now ready to define the infinitesimal action on Tgr that will give rise to the ϑ
operator. The acting group will turn out to be Sym2

OB
(L∨)⊗ µp∞ .

Lemma 12.1. Let Z be a section of the formal group Sym2
OB

(L∨)⊗ µp∞ over some algebra
R ∈ NilpOE

. Then, there exists a nilpotent ideal I ≤ R modulo which Z coincides with
the identity element of the group.

Proof. Since Sym2
OB

(L∨)⊗ µp∞ , as a p-divisible group, is (non-canonically) isomor-
phic to a direct sum of a certain finite number of copies of µp∞ , showing the result for
µp∞ will suffice. In the case of µp∞ , one observes that, for every section ζ ∈ µp∞(R), since
ζ is a pth-power root of unity in R and p is nilpotent in R, we have that (ζ − 1) ∈ Nil(R),
and hence ζ coincides with the identity element of µp∞ modulo the nilpotent ideal I :=
(ζ − 1)R. □

Proposition 12.2. There is a canonical action of the formal group Sym2
OB

(L∨)⊗ µp∞ on

the moduli space Tgr minus the boundary. Given R ∈ NilpOE
, Z ∈ Sym2

OB
(L∨)⊗ µp∞(R)

and x ∈ Tgr(R), corresponding to a D-enriched abelian scheme A(x)/R, the p-divisible
group of the abelian surface A(Z · x) is EZ +A(x)[p∞], where the + operation is the one
defined in Proposition 11.12, and EZ is the Kummer extension constructed in Proposi-
tion 11.10.

Proof. The p-divisible group G := A(x)[p∞], together with the OB-action and polar-
ization it carries as well as the trivializations of its multiplicative and étale parts, is a sec-
tion of the stack BTL

OB ,∗ over R. As a consequence, given an element Z ∈ Sym2
OB

(L∨)(R),

we can form an extension EZ ∈ EXTL
OB ,∗ thanks to Proposition 11.10, and construct

a new p-divisible group EZ + G ∈ BTL
OB ,∗(R) via the operation we have introduced in

Proposition 11.12.
It follows from Proposition 11.12(a) that G′ comes with a slope filtration whose slope

pieces are identified with those of G. Moreover, a nilpotent ideal I, we have that Z
coincides with the identity element of Sym2

OB
(L∨)⊗ µp∞ (see Lemma 12.1), and EZ con-

sequently coincides with the trivial extension, so that G and G′ get canonically identified
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thanks to Proposition 11.12(d): in other words, G′ is a deformation of G ∈ BTOB ,∗(R/I)
overR. By Serre-Tate lifting theory, A(x)/(R/I) deforms uniquely to aD-enriched abelian
surface Z · A over R whose p-divisbile group (Z · A)[p∞] is the deformation EZ + G of
G ∈ BT(R/I). This surface, together with the structure carried by its p-divisible group
G′, is classified by a point Z · x : Spec(R) → Tgr. The fact that x 7→ Z · x satisfies the
axioms of a group action (associativity axiom and neutral element axiom) is ensured by
Proposition 11.12(c) and Proposition 11.12(d). □

On the scheme Tgr∖D, along with the action of µp∞ we have constructed in Proposi-
tion 12.2, there is an action by Mgr = Z×

p ×GL1 discussed in the previous section. Their
interaction goes as follows.

Proposition 12.3. Given an R-point (a, b) of Mgr = Aut(L) ×M′, an element Z ∈
(Sym2

OB
(L∨)⊗ µp∞)(R), and a point x ∈ Tgr(R) away from the boundary, we have that

(a, b) · Z · (a−1, b−1) · x = (a · Z) · x, where a · Z := (Sym2
OB

(a∨,−1)⊗ id)(Z).

Proof. The two abelian schemes A(x) and A((a−1, b−1) · x) only differ because they
carry different trivializations of the isoclinic pieces of their common µ-ordinary p-divisible
group. When seen as elements as BTL

OB ,∗, we have thatA((a
−1, b−1)·x)[p∞] = a∨·A(x)[p∞],

where the dot stands for the EndOB
(L∨)-action on BTL

OB ,∗ discussed in Proposition 11.8
(see also Remark 11.9).

If we now apply EZ + (−) to both sides, we get that EZ + A((a−1, b−1)x)[p∞] =
EZ + a∨ · A(x)[p∞]. This shows that the p-divisible group A(Z · (a−1, b−1) · x)) coincides
with EZ + a∨ · A(x)[p∞] as an element of BTL

OB ,∗. Recalling that the + operation and
the assignment Z 7→ EZ are EndOB

(L∨)-equivariant (see Proposition 11.12), we conclude
that A((a, b) ·Z · (a−1, b−1) ·x)) has (Ea∨,−1·Z)+A(x)[p

∞] ∈ BTL
OB ,∗ as a p-divisible group.

We remark that, since the EZ +(−) operation leaves all slope pieces of the p-divisible
group unvaried, and it is not sensitive to the trivialization of the connected-connected
pieces of the p-divisible group, it is clear that the action of Z commutes with that of b,
which is the reason why the latter does not appear in the commutation relation in the
statement of the proposition. □

We are now ready to state the following result, regarding the interaction of the newly
defined (Sym2

OB
(L∨)⊗ µp∞)-action with the weights of modular forms. To express it, we

will make use of the interpretation of the former as an action by continuous function on
the lattice Sym2

OB
(L), which has been thoroughly discussed in Subsection 11.4.4.2.

Theorem 12.4. Let R be some p-adically complete OE-algebra. Let λ : AutOB
(L)→

GL(V ) and ρ : Mgr → GL(W ) be representations of AutOB
(L) and Mgr = AutOB

(L) ×
M′ respectively, being V and W some R-vector bundles. Let f : Sym2

OB
(L) → V be

an AutOB
(L)-equivariant continuous function. The (Sym2

OB
(L∨)⊗ µp∞)-action on Tgr

defined in Proposition 12.2 induces an operator ϑf : ωρ → ωρ⊗λ over Yµ−ord ⊗̂R.
Proof. This is an immediate application of Proposition 11.20. The compatibility

condition expressed in Proposition 11.20(c) is guaranteed precisely by the Proposition 12.3
□

Remark 12.5. Theorem 12.4 only constructs the ϑ operator away from the boundary.
If x ∈ Tgr is a geometric point belonging to the boundary, we have that A(x)[p∞], i.e.
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the p-torsion part of the semi-abelian scheme classified by x, is not a p-divisible group
(only its connected part is). Hence, there is no clear way of deforming it by an exten-
sion of L⊗Qp/Zp by L∨ ⊗ µp∞ , and, should such a deformation be suitably definable,
applying Serre-Tate lifting theory – which is another important ingredient of our con-
struction – would also be non-straightforward. Because of these substantial difficulties,
the present dissertation is not able to address the delicate problem of continuing the
(Sym2

OB
(L∨)⊗ µp∞)-action, and hence the ϑ operator, to the boundary.

Among all ϑf operators introduced, the base case is represented by the one corre-
sponding to f = id.

Definition 12.6. Given the representation λ : AutOB
(L)→ GLR(Sym

2
OB

(L⊗Zp R)), we

define the ϑ operator to be the operator ϑf : ωρ → ωρ+λ corresponding to f = id :
Sym2

OB
(L)→ Sym2

OB
(L⊗Zp R).



CHAPTER 13

Theta operators beyond the µ-ordinary locus: the GSp4 case

1. The GSp4 setting

In this section, we present the construction of p-adic modular forms on p-rank ≥ 1
locus of the Siegel threefold, following, for almost all the material presented, Pilloni’s
paper [11].

1.1. The Siegel threefold. Let G = GSp4, and fix a prime p. Let X → Spec(Zp)
denote a toroidal compactification of the Siegel threefold of neat level K ≤ G, where
K = KpK

p withKp = GSp4(Zp). The subgroupKℓ equals the maximal compact subgroup
GSp4(Zℓ) for all but finitely many primes; let N be the product of those finitely many
primes (so that no level structure is present away from N). The threefold X carries a
canonical semi-abelian surface A → X. We denote by D the boundary divisor, and we
write Y := X ∖D for the non-compactified threefold, i.e. the open subscheme of X over
which A is an abelian surface (actually, A|Y → Y is the universal principally polarized
abelian surface of level K).

The sheaf of invariant differentials of A, which we denote ω, is a rank-2 vector bundle
on X, i.e. a torsor for the group M := GL2, which should be thought of as the standard
Levi subgroup of G = GSp4, modulo its center. For each choice of (k1, k2) ∈ Z2, k1 ≥ k2,
we define the automorphic vector bundle ω(k1,k2) := Symk1−k2(ω)⊗detk2(ω) corresponding
to the irreducible representation of highest weight (k1, k2) of the group M (compare with
Example 11.3).

1.2. Hecke algebra. The cohomology spaces H i(X,ω(k1,k2))⊗Qp of the automorphic
vector bundles are finite-dimensional vector spaces carrying an action of the Hecke algebra
H = C0

c (GSp4(Af )//K), where C0
c denotes the continuous, compactly supported func-

tions. At each prime ℓ ∤ N , the Hecke algebra Hℓ is Z[Tℓ,0, Tℓ,1, Tℓ,2, T−1
ℓ,0 ], being Tℓ,0, Tℓ,1

and Tℓ,2 the characteristic functions of the double cosets diag(ℓ, ℓ, ℓ, ℓ), diag(ℓ2, ℓ, ℓ, 1),
and diag(ℓ, ℓ, 1, 1). Each of these Hecke operators Tℓ,i admits an interpretation as a cor-
respondence from X ⊗Qp to itself; more precisely,

(a) the correspondence inducing Tℓ,0 classifies the isogenies A → A′ whose kernel is
the subgroup A[ℓ];

(b) the correspondence inducing Tℓ,1 classifies the isogenies A → A′ whose kernel is
a totally isotropic subgroup of A[ℓ2], whose intersection with A[ℓ] has degree ℓ3.

(c) the correspondence inducing Tℓ,2 classifies the isogenies A → A′ whose kernel is
a totally isotropic subgroup of A[ℓ].

To summarize, the operator Tℓ,i is associated with isogenies whose kernel is a totally
isotropic subgroup of A[ℓM(i)], where M(0) = M(1) = 2, and M(2) = 1. For ℓ ̸= p, these
correspondences are immediately seen to be also defined integrally. For ℓ = p, the integral
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definition is subtler, and the integrality properties of the operators are discussed in [11,
§7].

For later use, we also introduce here the Hecke polynomial Qℓ(X) ∈ Hℓ[X], which is
given by

Qℓ(X) = 1− Tℓ,2X + ℓ(Tℓ,1 + (ℓ2 + 1)Tℓ,0)X
2 − ℓ3Tℓ,2Tℓ,0X3 + ℓ6T 2

ℓ,0X
4.

Remark 13.1. The Hecke polynomial is homogeneous of degree 0, if one assigns degree
−M(i) to the symbol Tℓ,i and degree 1 to the symbol X.

1.3. Klingen level. Let X → Spf(Zp) be the formal completion of X at p, and let
Y be that of Y . We will work on the open formal loci X≥1 and Y≥1 where the p-rank of
A is at least one.

The locus X≥1 is stable under the action of Hecke operators; contary to the ordinary
locus, it is not affine; instead, it is the union of two distinct, formal affine subschemes.
This can be verified via the theory of partial Hasse invariants: the ordinary locus (i.e.,
the locus X=2 where the p-rank is 2) is the complement, in X, of the zero-locus X≤1 of the
Hasse invariant Ha ∈ H0(X ⊗ Fp, detp−1(ω)). Moreover, a second Hasse invariant Ha′ ∈
H0(X≤1⊗Fp, detp

2−1(ω)) can be defined so that it vanishes exactly over the p-rank 0 locus:
see [11, §6.3] for its definition. Now, since det(ω) is an ample line bundle on X⊗Fp, a power
(Ha′)k necessarily lifts (non-canonically) to a section (̃Ha′)k ∈ H0(X⊗ Fp, detk(p

2−1)(ω)).
Recalling that the complement of an ample divisor on a proper scheme is always affine,

one can now conclude that X≥1 = {Ha ̸= 0} ∪ {(̃Ha′)k ̸= 0} is the union of two affines.
For each n ≥ 1, we can define a cover X≥1

Kli(pn) → X≥1 classifying the subgroups

Hn ≤ A[pn] that are étale-locally isomorphic to µpn . The map X≥1
Kli(pn) → X≥1 is affine and

étale (see [11, Lemma 9.1.1.1]), but it is not finite: over the ordinary locus X=2 ⊂ X≥1,
it has rank p + 1, while it is an isomorphism when restricted to the closed subscheme
X=1 ⊂ X≥1 where the p-rank is 1. By taking the inverse limit, one obtains a pro-étale
cover X≥1

Kli(p∞) → X≥1, which classifies all subgroups H ≤ A[p∞] that are pro-étale-locally

isomorphic to µp∞ .

On Y≥1
Kli(p∞), the inclusion of the universal multiplicative height-1 subgroup H ↪→

A[p∞] together with the dual projection A[p∞] ↠ H∨ induce a filtration 0 = Fil0(A[p
∞]) ⊂

Fil1(A[p
∞]) ⊂ Fil2(A[p

∞]) ⊂ Fil3(A[p
∞]) = A[p∞]; the graded piece gr2(A[p

∞]) = H∨ is
étale of height 1, the graded piece gr0(A[p

∞]) = H is multiplicative of height 1, while the
middle graded piece gr1(A[p

∞]) is a p-divisible group of height 2 and dimension 1, which
can alternatively be ordinary or connected-connected, depending on whether the p-rank
of A is 1 or 2 (here, by gri(A[p

∞]) we mean Fili+1(A[p
∞])/Fili(A[p

∞])). At the level of
differentials, we get an induced filtration 0 = Fil3(ω) = Fil2(ω) ⊂ Fil1(ω) ⊂ Fil0(ω) = ω,
where gri(ω) := Fili(ω)/Fili+1(ω) is the sheaf of invariant differentials of the p-divisible
group gri(A[p

∞]). In particular, gr2(ω) = 0, gr1(ω) = ker(ω ↠ ωH), gr
0(ω) = ωH . While

the filtration Fili(A[p
∞]) only exists away from the boundary D, the filtration on the

rank-2 vector bundle ω extends to the whole toroidal compactification X≥1
Kli(p

∞).

If we let Mgr ≤ M be the subgroup GL1×GL1 ≤ GL2, over X≥1
Kli(p∞) we have the

left M -torsor T of the trivializations ψ : ω
∼−→ O2, and the left Mgr-torsor T gr of the
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trivializations ψ0 ⊕ ψ1 : gr
0(ω)⊕ gr1(ω)

∼−→ O ⊕O. For each choice of (k1, k2) ∈ Z2 with
k1 ≥ k2, we have

(1) a dominant weight (k1, k2) for M , corresponding to an irreducible representation
Vk1,k2 of M that, when twisted by the M -torsor T (seeSection 11.1), gives rise to

the vector bundle ω(k1,k2) = Symk1−k2(ω)⊗ detk2(ω) on X≥1
Kli(p∞); and

(2) a character (k1, k2) for Mgr, i.e. a 1-dimensional representation V gr
k1,k2

of Mgr,

which, once twisted by T gr, gives rise to the line bundle gr0(ω)k1−k2 ⊗detk2(ω) ∼=
gr0(ω)k1 ⊗ gr1(ω)k2 , which we will denote by F(k1,k2).

The inclusion Mgr ≤M gives a surjective equivariant morphism V(k1,k2) ↠ V gr
(k1,k2)

, which

in turn provides the canonical projection ω(k1,k2) ↠ F(k1,k2). This is an isomorphism only
for scalar weights (i.e., when k1 = k2).

1.4. p-adic interpolation. Let now Tgr be the moduli space that classifies isomor-
phisms ι : µp∞

∼−→ gr0A[p
∞] and ψ1 : gr

1(ω)
∼−→ O over X≥1

Kli(p∞): this is a Mgr-torsor, where

Mgr ≤ Mgr is the subgroup Z×
p × GL1 ≤ GL1×GL1. An element (a0, a1) ∈Mgr acts by

taking (ι, ψ1) 7→ (ι ◦ a0, a1 ◦ψ1). If we fix the standard trivialization O ∼= ωµp∞ , 1 7→ dt/t,

then the differential of the map ι clearly induces an isomorphism dι : gr0(ω)
∼−→ O, and

the assignement (ι, ψ1) 7→ (dι, ψ1) consequently defines an equivariant morphism from
the Mgr-torsor Tgr to the Mgr-torsor T gr, which identifies T gr as the pushforward of Tgr

along the inclusion Mgr ≤ M . In other words, the torsor Tgr we have just constructed is
a Mgr-reduction of the Mgr-torsor T gr.

This reduction of the structure group allows for a (partial) p-adic variation of the
weight (k1, k2). More precisely, given a continuous character k1 : Z×

p → R for R a p-
adically complete Zp-algebra, and an integer k2 ∈ Z, we can form the continuous character

(k1, k2) : M
gr → R, which gives rise to a line bundle (Tgr)(k1,k2) over X≥1

Kli(p∞) ⊗̂Zp R (see

Example 11.2), which we will still denote by F(k1,k2) (when k1 ∈ Z, this definition is
compatible with the one given in the previous subsection). We will set Fk := F(k,0), so
that F(k1,k2) = Fk1−k2 ⊗ det(ω)k2 = Fk1 ⊗ gr1(ω)k2 . Finally, if we denote by κ : Z×

p → Λ :=
Zp[[Z×

p ]] the universal character of Z×
p , we have that any continuous p-adic character k

of Z×
p is given by a continuous algebra homomorphism k : Λ → R with values in some

p-adically complete Zp-algebra R, and Fk = Fκ ⊗̂Λ,k R. The sheaf Fκ coincides with the
one that Pilloni constructs in [11, §9.3] and denotes the same way.

2. The theta operator

We are now ready to construct a µp∞-action on the torsor Tgr.

Proposition 13.2. There is a canonical action of the formal group µp∞ on the moduli
space Tgr ⊗̂ R minus the boundary. Given x ∈ Tgr(R), corresponding to an abelian
surface A(x)/R, the p-divisible group of the abelian surface A(ζ · x) is the p-divisible
group Eζ + A(x)[p∞], using the notation of Section 11.3.

Proof. The proof is analogous to that of Proposition 12.2; we will consequently only
briefly recall its main steps. The additional structure that A[p∞] carries turns it into a
section over R of the stack BTL

OB ,∗, with L = Zp. We can consequently form, thanks to
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Proposition 11.10 and Proposition 11.12, a new p-divisible group Eζ + A(x)[p∞], which
is a deformation over R of A(x)[p∞] ∈ BTL

OB ,∗(R/I), being I the nilpotent ideal ζ − 1.
This deformation of the p-divisible group of A(x) induces a deformation of the whole
abelian scheme thanks to Serre-Tate lifting theory: we set ζ · x to be the point of Tgr ⊗̂R
classifying such deformation. □

As we did in the µ-ordinary case, we now have to study the commutation relations
between the newly introduced action and that of Mgr.

Proposition 13.3. Given an R-point (a, b) ∈Mgr = Z×
p ×GL1, an element ζ ∈ µp∞(R),

and a point x ∈ Tgr(R) away from the boundary, we have that (a, b) · ζ · (a−1, b−1) · x =

ζa
−2 · x.
Proof. The proof is analogous to that of Proposition 12.3, after we replace Z ∈

Sym2
OB

(L∨)⊗ µp∞ with ζ ∈ µp∞ (taking into account that L = Zp in our setting). The

fact that ζa
−2

is the correct replacement for the expression a·Z appearing in the statement
of Proposition 12.3 is explained in Remark 11.9. □

Now that this commutation relation has been established, the ϑ operator is given as
follows.

Theorem 13.4. Let f : Zp → R be a multiplicative function, and (k1, k2) be a pair
with k1 : Z×

p → R a character (for R some p-adically complete Zp-algebra) and k2 ∈ Z.
Then, the µp∞-action defined in Proposition 13.2 defines an operator ϑf : ω(k1,k2) →
ω(k1+2f,k2) over Y≥1

Kli(p∞).

Proof. This is an application of Proposition 11.20, using the following dictionary:

(a) S is Y≥1
Kli(p∞);

(b) G is Mgr = Z×
p ×GL1;

(c) X is Tgr minus the boundary;
(d) M is the lattice Sym2(Zp) ∼= Zp, and G acts on it as follows: given (a0, a1) ∈

Z×
p ×GL1, and x ∈ Zp, we have that (a0, a1) · x := a−2

0 x;
(e) V = R, endowed with the G-action induced by the character 2f of Z×

p ;
(f) the G-equivariant function f :M∨ → V is the multiplicative function f : Zp → R

given in the statement of the theorem;
(g) W is the irreducible representation of highest weight (k1, k2) of G.

The compatibility condition expressed in Proposition 11.20(c) is guaranteed precisely by
Proposition 13.3. □

Remark 13.5. Among all ϑf operators introduced, the base case is represented by the
one corresponding to f = id, which gives an operator ϑ : ω(k1,k2) → ω(k1+2,k2).

3. Interaction with Hecke operators

We are now going to discuss how the newly introduced ϑ operator affects Hecke eigen-
values.

To begin with, we introduce some notation. Let R ∈ NilpZp
, let x1, x2 ∈ Tgr(R) be

two points away from the boundary, and suppose we are given an isogeny f : A(x1) →
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A(x2) between the abelian surfaces classified by those points. Assume that f respects the
filtrations on A(x1)[p

∞] and A(x2)[p
∞], so that f restricts to a morphism grif between the

graded pieces gri(A(x1)[p
∞])→ gri(A(x2)[p

∞]) for all i = 0, 1, 2. Both the domain and the
codomain of gr2f are identified with Qp/Zp, hence gr2f is just the multiplication by some
scalar m2(f) ∈ Zp(R). Analogously, the domain and the codomain of gr0f are identified

with µp∞ , hence gr0f is a power map µp∞ → µp∞ , ζ 7→ ζm0(f) for some m0(f) ∈ Zp(R).
Finally, since the sheaf of differentials of the p-divisible group gr1(A(xi)[p

∞]) is trivialized,
the map d(gr1(f)) : gr1(ωx2) → gr1(ωx1) is just R → R, a 7→ m1(f)a for some scalar
m1(f) ∈ R.

Lemma 13.6. The following hold.

(a) Let x ∈ Tgr(R) and (a0, a1) ∈Mgr(R). Then, the identity morphism f : A(x)→
A((a0, a1) · x) satisfies m2(f) = a0,m1(f) = a−1

1 and m0(f) = a−1
0 .

(b) Let x1, x2, x3 ∈ Mgr(R), and let f : A(x1) → A(x2) and g : A(x2) → A(x3)
be isogenies respecting the filtrations on p-divisible groups. Then, mi(gf) =
mi(g)mi(f) for all i = 1, 2, 3.

(c) If λ : A(x)
∼−→ A(x)∨ is the principal polarization of which A(x) is endowed, then

mi(λ) = 1 for all i = 1, 2, 3.
(d) If N : A(x) → A(x) is the multiplication-by-N isogeny, then mi(N) = N for all

i = 1, 2, 3.
(e) Let f : A(x1)→ A(x2) be an isogeny whose kernel is a totally isotropic subgroup

of A(x1)[N ], for some N ≥ 1. Suppose that f respect the polarizations λi carried
by A(xi), meaning that f∨λ2f = Nλ1. Then, m2(f)m0(f) = N

Proof. We omit the verification of (a), (b), (c), and (d). To prove (e), we notice that
we have f∨λ2f = Nλ1 by assumption. If we apply m0 to the left-hand side one obtains
m0(f

∨)m0(λ2)m0(f) = m2(f) · 1 ·m0(f). By applying it on the right-hand side, one gets
m0(N)m0(λ2) = N · 1, whence the result follows. □

We are now ready to discuss how the µp∞-action on Tgr interplays with isogenies
between abelian surfaces.

Lemma 13.7. Given R ∈ NilpZp
, take ζ1, ζ2 ∈ µp∞(R), and take a, b ∈ Z×

p . Modulo the
nilpotent ideal I := (ζ1− 1, ζ2− 1), both Kummer extensions Eζ1 and Eζ2 are canonically
identified with µp∞ ⊕ Qp/Zp. If (ζ1)

a = (ζ2)
b, the morphism a ⊕ b : µp∞ ⊕ Qp/Zp →

µp∞ ⊕ Qp/Zp over R/I lifts to a (necessarily unique) morphism ga,b : Eζ1 → Eζ2 over R.
Such morphism restricts to a on µp∞ , and coincides with b on the quotient Qp/Zp.

Proof. Since Eζi is the pushout of 0→ Zp → Qp → Qp/Zp along ζi : Zp → µp∞ , and

ζ2 = ζ
a/b
1 , by functoriality there exists a unique morphism h : Eζ1 → Eζ2 that restricts to

ab−1 on the subgroup µp∞ and to the identity on the quotient Qp/Zp. If we compose h
with the b-homothety morphism b : Eζ2 → Eζ2 , we get the desired lift ga,b. □

Proposition 13.8. Let x1, x2 ∈ Tgr(R), and suppose we are given an isogeny f : A(x1)→
A(x2) between the abelian surfaces classified by those points, respecting the filtrations on
the p-divisible groups A(xi)[p

∞]. Then, for all ζ ∈ µp∞(R), we have that f deforms to
a morphism f ′ : A(ζm2(f) · x1) → A(ζm0(f) · x2), i.e. there exists a unique such f ′ such
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that f ≡ f ′ mod (ζ − 1). Moreover, f ′ is an isogeny that respects the filtrations on the
p-divisible groups, and mi(f

′) = mi(f) for all i ∈ {0, 1, 2}.
Proof. By Serre-Tate lifting theory it is enough to show that the deformation f ′ we

are looking for can be built between the p-divisble groups of the two abelian schemes, i.e.
that there exists f ′ : A[p∞] + Eζm2(f) → A[p∞] + Eζm0(f) such that f ≡ f ′ mod (ζ − 1).

Now, let gm0(f),m2(f) : Eζm2(f) → Eζm0(f) be the morphism constructed in Lemma 13.7.
Since f and gm0(f),m2(f) have the same behavior once restricted to µp∞ and to Qp/Zp
(they both restrict to m0(f) and to m2(f), respectively), one can combine them to form
a morphism f ′ : A[p∞] + Eζm2(f) → A[p∞] + Eζm0(f) between the Baer sum of their
respective domains and codomains, which satisfies mi(f

′) = mi(f) for all i = 0, 1, 2
(see Proposition 11.12(b)). Modulo ζ − 1, Eζm0(f) and Eζm2(f) both coincide with the
trivial extension µp∞ ⊕Qp/Zp, gm0(f),m2(f) coincides with the morphism m0(f)⊕m2(f) :
µp∞ ⊕Qp/Zp → µp∞ ⊕Qp/Zp by construction, and f ′ consequently coincides with f . □

Let us now fix a matrix w = diag(d1, d2, d3, d4) ∈ GSp4(Z), and assume all di are
coprime with pN . We necessarily have that d3d2 = d4d1 =: d(w). To such a coset, we can
attach a correspondence C ↪→ U ×Zp U that classifies the pairs of points (x1, x2) ∈ U :=
Tgr∖D such that there exists a prime-to-p isogeny f : A(x1)→ A(x2) of type w, meaning
that

(a) the kernel ker(f) is a totally isotropic subgroup of A(x1)[d(w)], and the isogeny
f respects the principal polarisations λi of the abelian surfaces A(xi), meaning
that the following diagram commutes

A(x1) A(x2)

A(x1)
∨ A(x2)

∨

f

d(w)λ1 λ2 ∼=

f∨

(b) for some appropriate choices of bases of the prime-to-p-Tate modules of A(x1)
and A(x2), f is represented by the matrix w;

(c) the isogeny f respects the filtration on the p-disibible groups of A(x1) and A(x2),
and its behaviour mi(f) on the trivialized graded piece gri(A[p

∞]) is fixed as
follows: m0(f) = 1,m1(f) = 1 and m2(f) = d(w).

Let us further fix a weight (k1, k2), with k1 ∈ Z×
p , k2 ∈ Z. Let π1, π2 : C → U be

the projections. The subscheme C ↪→ U ×Zp U is invariant under the diagonal action of
Mgr, and that the maps π1, π2 : C → U are both Mgr-equivariant. The correspondence
induces a map in cohomology Tw : RΓ(U; (k1, k2)) → RΓ(U; (k1, k2)), which is obtained
by composing the pullback map π∗

2 : RΓ(U; (k1, k2))→ RΓ(C; (k1, k2)) and the trace map
tr(π1) : RΓ(C; (k1, k2))→ RΓ(U; (k1, k2)). This is the desired Hecke operator for the forms
of weight (k1, k2).

Our aim is now studying the behavior of the correspondence Tw with respect to the
action of µp∞ . Let us consider the action by µp∞ on U×ZpU defined as follows: ζ ·(x1, x2) :=
(ζm2(w) ·x1, ζm0(w) ·x2). By Proposition 13.8, this action leaves the subscheme C invariant.
The interaction of the two projections π1 and π2 with the µp∞-action is described in the
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following diagram:

C C

U U

ζ

π2 π2

ζm0(w)

C C

U U

ζ

π1 π1

ζm2(w)

as a consequence, we get the following result at the level of cohomology:

RΓ(U) RΓ(C) RΓ(U)

RΓ(U) RΓ(C) RΓ(U)

ζm0(w)

π∗
2

ζ

tr(π1)

ζm2(w)

π∗
2 tr(π1)

In other words, we have that Tw ◦ ζ = ζm2(w)/m0(w) ◦ Tw. Meanwhile, m2(w)/m0(w) =
d(w)/1 = d(w). If we rephrase this commutation relation in terms of actions by Cont(Zp, R),
we have proved the following proposition.

Proposition 13.9. Let f : Zp → R be a multiplicative continuous function, and let
ϑf : F(k1,k2) → F(k1+2f,k2) be the corresponding ϑ operator. Then, Twϑ

f = f(d(w))ϑfTw.

This can in particular be applied to the operators Tℓ,0, Tℓ,1 and Tℓ,2 introduced in
Subsection 13.1.1.2 to obtain commutation relations that are analogous to those presented
in the introduction for the elliptic ϑ operator.

Corollary 13.10. The following commutation relations hold, for all primes ℓ ∤ Np.
Tℓ,0ϑ = ℓ2ϑTℓ,0

Tℓ,1ϑ = ℓ2ϑTℓ,1

Tℓ,2ϑ = ℓϑTℓ,2

4. Application to Galois representations

For each dominant weight (k1, k2) ∈ Z2, k1 ≥ k2, one can compute the coherent coho-
mology groups H i(X,ω(k1,k2))⊗Qp and H

i(X,ω(k1,k2)(−D))⊗Qp of the Siegel threefold,
that are finite-dimensional Qp-vector spaces, endowed with an action of the Hecke algebra
H. Suppose now f is a cohomology class belonging to one of these cohomology groups,
and that it is a simultaneous Hecke eigenform for all Hecke operators; its eigenvalues can
be packed together into a homomorphism Θf : H↠ Qp.

Let now ρ : GQ → GSp4(E) be a p-adic Galois representation (being E some finite
extension of Qp) that is unramified away from the primes dividing Np, and let σℓ ∈ GQ
be a Frobenius element relative to some prime ℓ ∤ Np, i.e. σℓ belongs to the decomposition
group DL for some place L of Q above ℓ, and induces the Frobenius automorphism x 7→ xℓ

on the residue field k(L) = Fℓ. By unramifiedness, the conjugacy class of ρ(σℓ) only
depends on ℓ; in particular, for each prime ℓ one can compute the characteristic polynomial
χℓ(ρ)(x) := det(1 − xρ(σℓ)), which is a degree-4 polynomial with coefficients in Qp and
constant term equal to 1.
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Definition 13.11. We say that a semisimple continuous Galois representation ρ : GQ →
GSp4(Qp) unramified away from the primes dividing Np is attached to a Hecke eigensys-

tem HNp ↠ Qp if χℓ(ρ) = Θ(Qℓ) for all ℓ ∤ Np, being Qℓ the Hecke polynomial as defined
in Subsection 13.1.1.2.

For Hecke eigensystems contributing to the coherent cohomology of the Siegel threefold
X, we have the following existence result, which is a rephrasing of [11, Theorem 5.3.1].

Theorem 13.12. Let Θ : H → E ⊆ Qp be a Hecke eigensystem such that Θ = Θf for

some eigenform f ∈ H i(X ⊗ Qp, ω
(k1,k2)) or f ∈ H i(X ⊗ Qp, ω

(k1,k2)(−D)). Then, there
exists a semisimple Galois representation ρf : GQ → GSp4(E) attached to Θ, unramified
away from Np.

4.1. Twisting by cyclotomic characters. The abelian group µp∞(Q) of p-power
roots of unity in Q is a Zp-module that is (non-canonically) isomorphic to Qp/Zp; its

automorphism group is GL1(Zp). The absolute Galois group GQ clearly acts on µp∞(Q),
giving rise to a 1-dimensional Galois representation ω : GQ → GL1(Zp) ↪→ GL1(Qp),
which is known as the cyclotomic character. Its main properties are presented in the
following proposition.

Proposition 13.13. The cyclotomic character ω : GQ → GL1(Qp) is unramified away
from p. Moreover, if ℓ ̸= p is another prime, and σℓ is an ℓ-Frobenius element of GQ, we
have that ω(σℓ) = ℓ ∈ GL1(Qp).

Proof. In Qur
ℓ , the polynomial xp

n − 1 has pn distinct roots, and the Frobenius
automorphism permutes them acting as x 7→ xℓ: this follows from Hensel’s lemma. We
deduce that Q(µp∞) is unramified at ℓ, and that the Frobenius element σℓ acts as x 7→ xℓ

on p-th power roots. □

Given a Galois representation f : GQ → GSp4(Qp), one can compute its cyclotomic
twist f⊗ω, which is defined as (f⊗ω)(x) := ω(x)f(x). We have the following properties.

Proposition 13.14. Let f and f ⊗ ω be as above. Then, given a prime ℓ ̸= p, f ⊗ ω is
unramified at ℓ if and only if f is; moreover, in this case, χℓ(ρ⊗ ω)(x) = χℓ(ρ)(ℓx).

We are now ready to state the following theorem about the relation between apply-
ing the theta operator ϑ we have defined, and cyclotomic twists of the attached Galois
representations.

Theorem 13.15. Let f ∈ H i(X,ω(k1,k2))⊗Qp be an eigenform for the Hecke algebra
H, being i = 0 or i = 1; let ρf be its attached Galois representation (see Theorem 13.12).

Let g := ϑ(f) ∈ H i(Y≥1
Kli(p∞),F

(k1+2,k2))⊗Qp. Assume g ̸= 0. Then, g is still an eigenform

for the prime-to-p Hecke algebra Hp; moreover, there exists a Galois representation ρg
attached to its Hecke eigensystem, which coincides with the cyclotomic twist of f (in
other words, ρg ∼= ρf ⊗ ω).

Proof. It follows from the commutation properties between Hecke operators and
ϑ (Corollary 13.10) that, if aℓ,i (being i = 0, 1, 2) is the Hecke eigenvalue of f with
respect to Tℓ,i, then g is an eigenform for Tℓ,i with respect to the eigenvalue ℓM(i)aℓi , being
M(0) = M(1) = 2, and M(2) = 1. Let us denote by Θf and Θg the Hecke eigensystems
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of f and g respectively: recalling the homogeneity properties of the Hecke polynomial Qℓ

described in Remark 13.1, we consequently have that Θg(Qℓ)(x) = Θf (Qℓ)(ℓx).
The representation ρf is unramified at all ℓ ∤ Np, and the characteristic polynomials of

the Frobenii are χℓ(ρf )(x) = Θf (Qℓ)(x) (see Theorem 13.12). If we recall the description
of the cyclotomic twist given in Proposition 13.14, we clearly have that ρf ⊗ ω is also
unramified at all ℓ ∤ Np, and that χℓ(ρf ⊗ ω)(x) = Θf (Qℓ)(ℓx).

Putting everything together, we conclude that χℓ(ρf ⊗ω)(x) = Θg(Qℓ)(x), which is to
say that ρf ⊗ ω is the Galois representation attached to the Hecke eigensystem of g. □
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