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Abstract 

Technological advances in high-throughput technologies impro v e our ability to explore the molecular mechanisms of life. Computational infras- 
tr uct ures for scientific applications fulfil a critical role in harnessing this potential. Ho w e v er, there is an ongoing need to impro v e accessibility 
and implement robust dat a securit y technologies to allow the processing of sensitive data, particularly human genetic data. Scientific clouds 
ha v e emerged as a promising solution to meet these needs. We present three components of the Laniakea soft ware st ack, initially developed to 
support the provision of private on-demand Galaxy instances. These components can be adopted by providers of scientific cloud services built on 
the INDIGO PaaS la y er. T he Dashboard translates configuration template files into user-friendly w eb interf aces, enabling the easy configuration 
and launch of on-demand applications. The secret management and the encryption components, integrated within the Dashboard, support the 
secure handling of passphrases and credentials and the deployment of block-level encrypted storage volumes for managing sensitive data in the 
cloud environment. By adopting these software components, scientific cloud providers can develop convenient, secure and efficient on-demand 
services for their users. 
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generated by multiple sources. Addressing these challenges is
essential to harness their full value for the scientific commu-
nity and society ( 1 ). 

Managing such volumes of data poses problems that can
be difficult for research groups or even institutions to ad-
dress, impelling the establishment of robust local and na-
tional computational research infrastructures ( 2 ,3 ). Further-
more, the FAIRification process ( 4 ), which aims to make data
available to all possible stakeholders across different domains,
requires even greater coordinated efforts and broader partner-
ships ( 2 ,5 ). 

For researchers, inadequate access to dedicated computa-
tional infrastructures can depend on several factors, such as
the lack of local or remote computing resources. However,
at least in developed countries, access to computational re-
sources is more frequently hampered by usability barriers pre-
venting researchers from taking advantage of existing infras-
tructural services ( 6 ,7 ). For example, infrastructures may not
meet specific requirements, e.g. the technical and procedural
measures needed to ensure the compliant handling of human
genetic data under privacy laws and ELSI policies ( 8 ). Addi-
tionally, their use may be hindered by the need for specialised
IT expertise, which can be uncommon among life sciences re-
searchers, forcing them to outsource the analysis of their re-
search data ( 9 ). Those and other infrastructural bottlenecks
can lead to data under-exploitation, resulting in inefficiencies
and increased costs for the community ( 10 ). 

Several recent initiatives have aimed at improving access
to scientific computing infrastructures, e.g. the development
of HPC ( 11 ) and Cloud ( 12 ) services dedicated to various
communities has bridged users closer to these technologies,
allowing them to exploit extensive computational and stor-
age resources by lowering the complexity barrier to their use.
The UseGalaxy ( 13 ) public servers provide a notable case of
those resource-access-democratisation efforts. The success of
this approach is also made evident by the adoption of Galaxy
beyond its initial bioinformatics community to include fields
such as climate, astrophysics, imaging and others ( 13 ). 

Alongside these well-established multiuser environments,
on-demand scientific services are also emerging. These ser-
vices provide an alternative, more independent access model
to computational resources, allowing users to autonomously
configure, launch, use, and manage personal instances of data
analysis applications ( 3 ). This Platform as a Service (PaaS)
model enables service providers to more easily meet advanced
requirements, such as customisation, reserved or privileged
use of IT resources, and enhanced data security, by insulat-
ing each user or group of users (e.g. research teams) at the
data and application levels. 

For example, we released Laniakea ( 14 ), a software stack
for cloud infrastructures that enables the on-demand pro-
vision of Galaxy environments. Services based on this plat-
form can be used to deploy private or public production-grade
Galaxy instances for data analysis, training or development,
as described in ( 15 ). 

Moreover, Laniakea streamlines the creation and manage-
ment of encrypted storage volumes, improving security for
those services dedicated to processing sensitive data, such as
human genomic sequences, thus helping to balance the prin-
ciples of Open Science with data privacy obligations, such
as those mandated by GDPR ( https:// zenodo.org/ records/
6334878 ). 
However, suitable access gateways and reliable IT infras- 
tructures are essential to users’ adoption of these PaaS solu- 
tions. Therefore, we describe the Laniakea Dashboard , along 
with the secrets management and encryption modules, as con- 
venient building blocks for developing on-demand bioinfor- 
matics services based on the INDIGO PaaS ( 16 ). 

Material and methods 

The Laniakea software stack 

The Laniakea software stack consists of three basic compo- 
nents: the INDIGO Identity and Access Management (IN- 
DIGO IAM ) service, the PaaS Orchestrator and its Dash- 
board , each of which controls a specific step in the deployment 
of the on-demand service. 

INDIGO IAM provides the authentication and authorisa- 
tion infrastructure (AAI) for the Dashboard, PaaS services and 

IaaS (Infrastructure as a Service, i.e. the virtualised computing,
storage, and networking) resources ( 16 ). 

The PaaS Orchestrator ( 16 ) (Orchestrator from now on) 
deploys the virtual infrastructure required to support the ap- 
plication requested by the user. It utilises available cloud re- 
sources to install and configure the selected application(s) 
on the deployed virtual infrastructure. Upon successful de- 
ployment, the Orchestrator provides the user with the end- 
point, such as a URL or IP address, where the application is 
accessible. 

The Orchestrator supports deploying any application de- 
scribed by a suitable TOSCA template ( http://docs.oasis-open. 
org/ tosca/ TOSCA/ v1.0/ TOSCA-v1.0.html ), i.e. YAML files,
through its RestFul API or the CLI utility orchent . The tem- 
plates are organised into three main sections: 

• Input parameters : specifies the total requested virtual re- 
sources, such as the number of vCPUs, RAM and storage,
and any configuration options for the application to be 
deployed. 

• Node template : details how to allocate the virtual re- 
sources among the required compute nodes and specifies 
which software to install and configure using dedicated 

Ansible roles ( https://ansible.com ). 
• Output: Defines the values to be returned, such as the 

application IP. 

Finally, the Orchestrator Dashboard provides a graphical 
user interface to the Orchestrator, removing the burden of 
managing TOSCA templates and command line requests from 

end-users. 

The Laniakea Dashboard 

The Laniakea Dashboard (the Dashboard from now on) 
extends the functionalities of the Orchestrator Dashboard 

( https:// zenodo.org/ records/ 7883082 ) to include the secrets 
management and storage encryption modules and introduce 
further features. 

The Dashboard converts the configuration options of ev- 
ery deployable application, formally described by a TOSCA 

template, into a user-friendly web interface presenting only 
the parameters relevant to that application. Each TOSCA tem- 
plate is associated with a YAML parameters file, which maps 
each input key to an HTML form input element, such as drop- 
down menus, text fields, and switch toggles, specifying the 

https://zenodo.org/records/6334878
http://docs.oasis-open.org/tosca/TOSCA/v1.0/TOSCA-v1.0.html
https://ansible.com
https://zenodo.org/records/7883082
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Table 1. Laniakea Vault tokens policies and how they are utilised by the 
platform 

Policy Used by Description 

Write Ansible roles and 
pyLUKS 

Write the volume encryption 
passphrase. 

Dashboard Write the user application 
credentials. 

Read Dashboard Users can read owned encryption 
passphrases through the Dashboard 
or consume them to perform mount 
action on the encrypted volume. 

Ansible roles Read user credentials to configure 
applications. 

Delete Dashboard The encryption passphrase and user 
custom credentials can be deleted 
once the associated VM is deleted. 
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vailable options. Additionally, any TOSCA input the user
annot configure (e.g. infrastructure-specific endpoints, paths
o storage volumes) is automatically populated according to
he directives in the Dashboard configuration files. This au-
omation enables the seamless execution of advanced tasks,
uch as managing SSH keys and injecting them into Virtual

achines (VMs) or handling encrypted storage volumes. 
The Dashboard is built on the Flask micro-framework

 https://flask.palletsprojects.com ) and the Jinja template en-
ine ( https://jinja.palletsprojects.com ) to generate the routing
ystem and the web front-end. During start-up, the Dash-
oard creates an application tile for each TOSCA template,

nspects the template’s input section, collects additional input
nformation from the YAML parameter file, and passes this
ata as variables to the Jinja templates. Once rendered, these
emplates generate the application-specific HTML submission
orms. 

ecrets management system and credential 
upport 

 secret is any configuration-related information users need
o control access to, such as encryption passphrases and ap-
lication credentials. To manage these secrets securely, Lani-
kea employs three services: Hashicorp Vault ( https://www.
aultproject.io ) for secure storage and access, the Orchestra-
or for enabling read / write operations during application in-
tallation and configuration, and the Dashboard, which pro-
ides the necessary information for the Orchestrator to access
ault. 
HashiCorp Vault is configured to store passphrases in an

ncrypted form, using specific paths determined by the user’s
AM identity and the current deployment. INDIGO IAM as-
igns a Universally Unique Identifier (UUID) to each user upon
egistration, while the Orchestrator does the same when de-
loying an application. The combination of these two UUIDs
reates a unique path, ensuring that secrets from different ap-
lications do not overwrite each other. Only the owner of the
ath can read or write to it. 
Furthermore, the system’s overall security is significantly

nhanced by using temporary single-use tokens valid only
or a limited timeframe. This approach prevents sharing se-
rets as plain text among the microservices of the PaaS layer.
ny attempt to reuse a token would result in deployment

ailures. 
Two new TOSCA datatypes have been introduced to inte-

rate HashiCorp Vault tokens: VaultToken and VaultSecret . 
• V aultT oken : it describes the token, i.e. the Vault endpoint,
ount point, associated policy (i.e. read, write, delete, see Ta-
le 1 ), and its value. 
• VaultSecret : it details the secret, such as its path on Vault,

he key-value pair, and the action to perform (e.g. read or
rite). 
Originally developed to manage volume encryption

assphrases, the secret management system has been gen-
ralised to support various types of user secrets, such as
pplication-specific credentials. Each TOSCA template
nput can be declared as a secret in the YAML param-
ters file and stored in Vault. Advanced users can also
efine additional secrets through the Dashboard interface
 Supplementary Figure S1 ). Ansible roles can use those user-
efined secrets to configure applications during deployment
see Supplementary S1 ). 
Storage volume encryption system 

The Laniakea encryption module exploits the Linux Unified
Key Setup (LUKS) ( 17 ) specification for encrypting storage
volumes at the block level, a well-established standard in
Linux environments, supported by the Linux kernel through
the dm-crypt module. 

LUKS implements a robust approach against brute force
attacks by adopting the Argon2id hash function ( 18 ). It en-
crypts the storage volume with a master key, which is itself
encrypted using the user passphrase and an additional input
known as cryptographic salt. Designed to be RAM-intensive,
Argon2id provides resistance against massively parallel brute
force attacks, such as those facilitated by modern GPUs. The
anti-forensic splitter further enhances security by slitting the
master key before storing it, preventing attacks aiming to re-
cover deleted data. Metadata, including setup information,
is stored in a header partition at the block device’s begin-
ning, allowing multiple passphrases to be issued, changed and
revoked. 

Once encrypted, the volume is initialised using the ext4 file
system and attached to the target VM as persistent storage. 

The encryption process and management of the storage vol-
umes are controlled by the pyLUKS package ( https://github.
com/Laniakea- elixir- it/pyluks ), consisting of three main appli-
cations: 

• fastluks : Encrypts and initialises the storage devices. 
• luksctl : Manages encrypted devices, performing opera-

tions such as mount / unmount and checking the volume
status. 

• luksctl API : an Application Programming Interface (API)
that supports operations on encrypted storage from the
Dashboard. 

PyLUKS integrates Hashicorp Vault support through
the hvac ( https://hvac.readthedocs.io ) package, enabling the
fastluks module to store passphrases in Vault and the luksctl
API to read them for mounting the encrypted storage volume.

Laniakea Utils API 

The Laniakea Utils API ( https:// github.com/ Laniakea- elixir- it/
laniakea-utils ) is a package that mediates the interaction be-
tween the Dashboard and deployed applications. It enables
remote execution of predefined operations, such as restarting
an application or handling failures, which would otherwise
require command-line execution via SSH. The API accepts

https://flask.palletsprojects.com
https://jinja.palletsprojects.com
https://www.vaultproject.io
https://academic.oup.com/nargab/article-lookup/doi/10.1093/nargab/lqae140#supplementary-data
https://academic.oup.com/nargab/article-lookup/doi/10.1093/nargab/lqae140#supplementary-data
https://github.com/Laniakea-elixir-it/pyluks
https://hvac.readthedocs.io
https://github.com/Laniakea-elixir-it/laniakea-utils
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    ## VMs cluster inputs (CM and nodes)
    fe_cpus:
      type: integer
      description: Number of virtual cpus for the front-end
      default: 1
    fe_mem:
      type: scalar-unit.size
      description: Amount of memory for the front-end
      default: 2 GB
    exec_num:
      type: integer
      description: Number of WNs in the cluster
      default: 2
      required: yes
    exec_cpus:
      type: integer
      description: Number of virtual cpus for the front-end
      default: 1
    exec_mem:
      type: scalar-unit.size
      description: Amount of memory for the front-end
      default: 2 GB
    storage_size:
      type: scalar-unit.size
      description: Amount of storage for the VM
      default: 10 GB
      constraints:
      - valid_values: [ 10 GB, 50 GB, 100 GB ]

    ## Vault section for HTCondor random password
    htcondor_password:
      type: string
      description: HTCondor password. Must be the same for CM and nodes.
      default: "changeit"
      required: true
    retrieve_htcondor_password_from_vault:

type: boolean
      description: Enable Vault Password workflow
      default: false
      required: false
    htc_vault_token:
      type: map
      description: Hashicorp endpoint description
      entry_schema:
        type: tosca.datatypes.indigo.VaultToken
      default: {}
      required: false
    vault_secrets_path:
      type: string
      description: Secret path
      default: "sub/dep.uuid/user_secrets"
      required: false

    admin_email:
      type: string
      description: email of the admin user
      default: admin@admin.com
    admin_api_key:
      type: string
      description: api key admin user.
      default: random
    admin_password:
      type: string
      description: password of the admin user
      default: galaxy_admin_password
    ## Vault section for admin_password
    retrieve_passphrase_from_vault:
      type: boolean
      description: Enable Vault Password workflow
      default: false
      required: false
    vault_token:
      type: map
      description: Hashicorp endpoint description
      entry_schema:
        type: tosca.datatypes.indigo.VaultToken
      default: {}
      required: false
    vault_secrets_path:
      type: string
      description: Secret path
      default: "sub/dep.uuid/user_secrets"
      required: false
    vault_secrets_action:
      type: string
      description: Write or read secret
      default: read
      required: false
      constraints:
        - valid_values: ['read','write']
    ## End Vault section for admin_password
    version:
      type: string
      description: galaxy version to install
      default: master
    instance_description:
      type: string
      description: galaxy instance description
      default: "INDIGO Galaxy test"
    export_dir:
      type: string
      description: path to store galaxy data
      default: /export

    flavor:
      type: string
      description: Galaxy flavor for tools installation
      default: "galaxy-no-tools"

B

A

Figure 1. Two examples of the TOSCA template input (left) and the corresponding web interface panels as rendered by the Dashboard (right) for 
configuring a Galaxy instance backed by an HTCondor Cluster. ( A ) Input required for creating a VM cluster, including the number of worker nodes, their 
configuration, the storage volume size and the option for encryption. ( B ) The customisation options available for the application, such as administrator 
credentials (username and password), software version and the set of pre-installed bioinformatics tools. 
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using the 
Dashboard.

10. Access the 
deployed 
application.

8. Log in to Vault 
using the one-time 
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policy) 

- upload storage 
encryption 
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(WRITE policy).

3. Store user 
application 
credentials if 
available. 

4. Request a 
new one-time 
token. 
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one-time token 
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WRITE policy.

INDIGO
PaaS

7. Pass users 
requirements and the 
one-time token to the 
new virtual machine.

Laniakea 
Ansible 
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9. Configure the 
requested applications 
and set up the user 
custom credentials.

2. Requests 
a new 
application 
instance.

2 R t

6. Send TOSCA 
template and 
users parameters 
to the PaaS layer.

…

Input
Output
PaaS mediated operations

Figure 2. The secrets management workflow when deploying an application using an encrypted storage volume and private user credentials. The user 
authenticates and logs into the Laniakea Dashboard (1). The user configures the requested application and provides application-specific secrets, i.e. the 
credentials. (2–7) The Dashboard contacts Hashicorp Vault to store the secrets and retrieve a one-time token, sent through the Orchestrator service and 
any other user preference, to the VM created to host the application. (8) An Ansible role logs into Vault using the one-time token to upload the 
encryption passphrase using the write policy and retrie v es the credentials using the read policy. (9) Ansible installs and configures the requested 
application to accept the user-supplied credentials. (10) The user can access the applications using the credentials. All trademarks, logos and brand 
names are the property of their respective owners. 
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onnections exclusively from the user’s Dashboard and utilises
he flaat Python library ( https:// github.com/ indigo-dc/ flaat ) to
uthenticate routes using IAM tokens, ensuring that only au-
horized actions are performed. 

esults 

he Laniakea Dashboard is designed to provide scientific
loud service providers with a comprehensive tool to as-
ist users throughout the entire lifecycle of their deployed
pplications, including creation, management and deletion.
Initially developed for deploying on-demand Galaxy in-
stances and utilised by the Laniakea@ReCaS service ( 15 ),
the implementation is flexible enough to support any
similar service based on the INDIGO PaaS framework
( 16 ). 

As an example, we present in Figure 1 two web forms
generated by the Dashboard for deploying and configuring a
Galaxy instance supported by an HTCondor cluster along-
side their corresponding TOSCA template input. The Dash-
board renders only the parameters relevant to the user, while
other parameters are managed according to the Dashboard

https://github.com/indigo-dc/flaat
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A B

Bowtie2 (8 threads) STAR (8 threads) Salmon (8 threads)

C D

E F

G

Figure 3. ( A, B ) T he Laniak ea Dashboard instance management interf ace allo ws the user to c hec k the st atus of Galaxy inst ances and associated 
encrypted storage volumes. It is possible to retrieve the encryption passphrase (A) at any moment. If Galaxy or the storage volume are offline, the user 
can restore them using the interface (B). ( C–F ) The Laniakea Dashboard interface is used to set up and retrieve custom user credentials for a Galaxy 
instance. The user sets the Galaxy administrator e-mail and password in the configuration tab (C). After the deployment, the password can be retrieved 
at any time (D, E). Finally, the credentials are used to access Galaxy as an administrator (F). ( G ) Results of the average job runtime test for Bowtie 2, 
STAR, and Salmon for encrypted (blue) and non-encrypted (orange) volumes. See Supplementary S2 for details on how the test was conducted. 
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onfiguration settings. This approach simplifies complex
asks, such as cluster configuration and storage encryption
rocedures. 
The workflow for creating a new on-demand Galaxy in-

tance with encrypted storage is outlined in Figure 2 . Af-
er authentication, the user selects the desired virtual hard-
are, enables the encryption procedure by toggling a switch
n the interface, configures the application, and submits
he request. At this point, the Dashboard retrieves the ap-
ropriate token(s) from the Vault service along with any
ther required information from its configuration files. These,
ombined with the parameters set by the user through the
eb interface, complete the application-specific TOSCA tem-
late, which is then dispatched to the Orchestrator. Ansible
oles subsequently use the data to encrypt the storage vol-
me and install and customise the application at deployment
ime. 

A one-time write token is retrieved from Vault and de-
ivered to the Ansible role responsible for running pyLUKS,
hich performs the encryption using a strong alphanumeric

andom passphrase and securely stores it in Vault. The Vault
write’ policy prevents overwriting existing secrets, ensuring
hat passphrases cannot be accidentally overwritten. If the
ser has defined additional secrets through the Dashboard,
ne-time read tokens are fetched from Vault and delivered to
he Ansible role, which uses them to configure the desired ap-
lication. 
Furthermore, Dashboard-generated front-ends enable users

o perform scripted operations on applications after de-
loyment by interacting directly with the host VM or its
torage volume(s). Users can restart the application in case
f problems, re-mount the (encrypted) storage volume, re-
oot the VM or switch it off (Figure 3 A, B). The Dash-
oard communicates with the host virtual machine through
he APIs installed on the latter, for example, the luksctl
PI provides web routes to check the status of the stor-
ge volume and mount it if necessary. The new Laniakea
tils API facilitates interaction with deployed applications,

nabling the execution of predefined operations, such as
estarting Galaxy once the storage volume has been correctly
nlocked. 
Finally, users can always retrieve their secrets, such as en-

ryption passphrases (Figure 3 A, B) and user credentials (Fig-
re 3 C–F) from Vault using the Dashboard, as they will
e removed only when the owner deletes the associated
M. 
Laniakea’s encryption implementation ensures that the ap-

lication layer on the VM, whether it is Galaxy, bioinformat-
cs tools, or any other application, can perform transparent
nput / output operations on the volume, as the data are en-
rypted and decrypted on the fly at the level of the Linux ker-
el during read / write operations. 
Since introducing the storage encryption layer could impact

he host VM’s performance and users’ daily operations, we de-
ided to measure any footprint it may have. We benchmarked
he job runtime using an encrypted volume and compared it to
hose obtained with an unencrypted one. For our test, we used
alaxy to run two popular reads mapping tools, Bowtie2 ( 19 )

nd STAR ( 20 ), as well as the quasi-mapping quantification
unction of Salmon ( 21 ). The rationale of this choice is that
hose tools involve a substantial number of concurrent mul-
ithreaded operations, assessing the effect of the encryption
ayer on the performance of the virtual storage device. Our
results show that the performance impact of employing the
encryption layer is limited, ranging approximately from 2.5%
to 5% or less of the run times (Figure 3 G, Supplementary S2
and Supplementary Table S1 ). 

Conclusions and outlook 

Although high throughput biomolecular techniques are in-
creasingly being adopted also outside of research laboratories,
e.g. in clinical, food safety, animal health, environmental mon-
itoring, and other settings, the analysis of large quantities of
data may remain challenging due to the scarcity of specialised
personnel or the inadequacy of the local IT infrastructure: the
Laniakea software components we described can help to ad-
dress those challenges when coupled with adequate cloud re-
sources. 

The Dashboard presents the configuration options for on-
demand applications through a web front-end, complement-
ing INDIGO IAM and the Orchestrator to enable providers to
adapt their services to the specificities of the local cloud plat-
form. In particular, the Dashboard flexibility enables the seam-
less introduction of new options and applications by simply
editing TOSCA templates: the interface dynamically adjusts
to reflect these modifications. From the user’s perspective, a
uniform front-end for all the applications and their config-
uration options streamlines access and operations, reducing
the barriers associated with installing and configuring com-
plex applications. 

Our volume performance test indicates that the trade-off
between significantly enhanced data security and a slight
reduction in throughput is acceptable in most scenarios.
This supports the adoption of block-level storage encryp-
tion in routine bioinformatics workflows where stringent
data security measures are essential. In fact, the storage
volume encryption and secret management systems imple-
mented in the Dashboard can promote the adoption of the
on-demand application model in scientific domains where
robust data protection is crucial, including personalised
medicine, biobanking, clinical trials and drug discovery, ge-
nomic data analysis and GWAS studies. Typical use cases
are provided by the variant detection, annotation and priori-
tisation methods and the bacterial genotypization tools de-
scribed in ( 15 ,22 ): private Galaxy instances have been de-
ployed with Laniakea and are used daily by institutions like
hospitals and food-safety authorities that operate on sensi-
tive data and require tools and reference data availability,
proper compute resources, data isolation, and ease of use
( 23–25 ). 

The Laniakea components we describe can also support de-
ploying distributed computing environments, allowing remote
IT resources to be deployed and insulated from external ac-
cess. For example, the Pulsar application ( https://github.com/
galaxyproject/pulsar ), which makes possible to route Galaxy
jobs on a remote virtual cluster, can be used in conjunc-
tion with a virtual cluster deployed using Laniakea, obtain-
ing data insulation from the infrastructure through storage
encryption. 

A further refinement of the data security layer would be
to support with Laniakea the automatic encapsulation of the
cluster within a virtual private network (VPN). Finally, also
user applications could be deployed within a VPN, thus min-
imising the risks posed by attacks directed against the hosting

https://academic.oup.com/nargab/article-lookup/doi/10.1093/nargab/lqae140#supplementary-data
https://academic.oup.com/nargab/article-lookup/doi/10.1093/nargab/lqae140#supplementary-data
https://github.com/galaxyproject/pulsar
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Data availability 

Data for the storage encryption performance test can be found
at https:// doi.org/ 10.5281/ zenodo.11684814 . 

Supplementary data 

Supplementary Data are available at NARGAB Online. 
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