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Spatial Correlation Between Myocyte’s
Repolarization Times and Their Alternans
Drives T-Wave Alternans on the ECG

Massimo W. Rivolta
Roberto Sassi

Abstract—Objective: T-wave alternans (TWA) manifests
as beat-to-beat fluctuations of T-wave morphology on the
electrocardiogram (ECG), with physiological bases not fully
understood. Using a biophysical model of the ECG, we
demonstrate and give explicit relations that TWA depends
on the i) spatial covariance between myocytes’ repolariza-
tion time and alternans; and ii) global alternans (common to
every myocyte). Methods: We quantified the spatial covari-
ance and global alternans by means of two new metrics,
R index and ¢, respectively. They were validated on both
synthetic and real signals. Computerized simulations were
dgenerated using a biophysical model linking the action
potentials with the surface ECG. Then, the metrics were
computed in STAFF-IIl dataset, containing ECGs from pa-
tients who underwent coronary angioplasty with prolonged
balloon inflations, and the time courses of the metrics
were analyzed together with TWA measured on the surface
ECG. Results: The metrics properly estimated the spatial
covariance and global alternans in the synthetic data. In the
STAFF-Ill dataset, the R index progressively increased from
baseline to the fourth minute of inflation (median AR =
0.81 ms; p<0.05), whereas 6 was mostly unaltered dur-
ing the intervention (6 = 0 ms). Conclusion: We reported,
for the first time, that TWA is significantly driven by the
myocyte’s spatial covariance between their repolarization
times and alternans, and not by global alternans, when
TWA is generated by regional ischemia. Significance: The
metrics may reveal new complementary insights into the
mechanisms underlying TWA.

Index Terms—Action potential duration alternans, ECG,
STAFF-Ill, T-wave alternans, ventricular repolarization.
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|. INTRODUCTION

-WAVE alternans (TWA) manifests as periodic fluctuations
T of T-wave amplitude and morphology on the surface ECG,
occurring on a beat-to-beat basis [1]. It has been associated
with sudden cardiac death (SCD) in numerous studies involving
different clinical conditions, such as myocardial infarction and
ischemia, chronic heart failure, long QT syndrome [2], [3], [4].
However, despite these findings, it is still not clear whether TWA
assessment should be used in the clinical setting and a lack of
clinical consensus on its use is present as well [5]. The main
reason is that the physiological basis generating TWA and its link
with SCD are not yet fully understood, especially considering
the vast amount of conditions that may be involved, such as
genetic mutation, scars due to myocardial infarction, autonomic
regulation.

At the cellular level, spatio-temporal alternations in the het-
erogeneity of ventricular repolarization are mostly due to intra-
cellular calcium handling oscillations [6], [7]. Such oscillations
change the shape and duration of the action potentials (APs)
and occur at high heart rate (HR) over a certain threshold,
being such threshold lower in subjects susceptible to SCD [1].
Malignant arrhythmias may develop in presence of ventricular
regions alternating with opposite phase (discordant alternans),
which facilitates the onset of electrical reentries [8].

Over the years, numerous indexes and algorithms have been
proposed to quantify TWA from the surface ECG, such as Spec-
tral Method, Complex Demodulation Method, Modified Moving
Average Method and Laplacian Likelihood Ratio Method. The
reader may refer to [9] for a comprehensive review on TWA
analysis methods. Besides these ones, for example, Monasterio
et al. [3] proposed a multi-lead approach combining a technique
called Periodic Component Analysis with the Laplacian likeli-
hood ratio method [2], and obtained a high prognostic power for
SCD in a chronic heart failure cohort.

Inferring causation or correlation of ECG-based TWA mea-
surements with physiological quantities is challenging without
proper experiments, such as those on in-vitro tissue preparations.
A possible alternative is the use of mathematical models. In
this context, algorithms are meant to solve the inverse problem
between the surface ECG and the (typically) thousands of param-
eters of the models (e.g.,[10]). However, such algorithms present
several issues related to the intrinsic ill-posedness definition
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of the problem that might not provide a physiologically-sound
solution.

In the initial part of this work, we demonstrate for the first
time, using an electrophysiological model of the surface ECG,
that the observed TWA’s amplitude depends not only on the
repolarization alternans but also on its spatial correlation with
the repolarization times. Furthermore, the model hints that a
significant role is played by global alternans (i.e., concordant
alternans common in magnitude to all myocytes). In the second
part, we proposed two metrics to quantify: i) the spatial covari-
ance between repolarization times and repolarization alternans,
R index, and ii) the global alternans, J, in both cases using
surface 12-lead ECG. The metrics have been extensively tested
with computerized simulations and assessed on real data as well.

Il. METHODS
A. Background on the Equivalent Surface Source Model

A major advance in understanding how the T-wave on the
surface ECG changes its morphology, in relation to alterations
in the APs or their repolarization time, is due to the introduction
of the equivalent surface source (ESS) model proposed by van
Oosterom [11]. According to this model, at beat k, the T-wave
in the surface ECG is represented as a linear combination of the
transmembrane APs of the myocytes:

d(t — pr.1)
Prp(t) = A ; (1)
d(t — pr,ar)

where ¥, (t) = [Yg,1(t) -+ ¥r.(¢)]T is a vector containing
the multi-lead surface ECG with L leads at time ¢ of the beat
k, M is the total number of cells (or nodes) considered in
the modeling, d(t) is the transmembrane potential, assumed
identical for each myocyte (assumption that holds during phase
3 of the cardiac action potential, i.e., repolarization), pj. m, is
the time instant in which the m-th myocyte can be considered
repolarized (conventionally measured from the beginning of
the k-th QRS complex), and A is the subject-specific L x M
constant transfer matrix (sum of each row of A is 0; please, refer
to [11] for additional mathematical properties).

The model in (1) can be further approximated by decomposing
1, (t) using a Taylor expansion of d(t) for py ., around the
average repolarization time py = ﬁ Z%Zl Pk,m. Obtaining

Y (t) = wy g tar(t) +way tar(t), (2)

where —t4 1, (¢) is the dominant T-wave (DTW) [12], [13], which
results from the time derivative of the transmembrane potential,
tax(t) = d(t — pi), and then

wy = —AAp;
1
W2k = §A(Apk o Apy) 3)
are called lead factors (L x1 vectors), with
Ap, =[Apk1 - Apm|T a  vector containing  all

Apm = Pk,m — Pk, i.e., temporal delay of the m-th myocyte

from the average repolarization time, and with o being the
Hadamard (pointwise) product.

From a signal processing perspective, it is worth noting that
the approximated model in (2) can be fitted on the T-wave.
Indeed, from the L x N samples composing the multi-channel
ECG, where N is the number of samples in a given lead, an
estimate of NV + 2 L model parameters becomes feasible without
the need of computing the A matrix. Solving the inverse problem
in (1) would instead require estimating L. X M parameters for
the matrix A and M x N parameters for the APs.

B. Background on V-Index

Supported by electrophysiological observations obtained
from animal cardiac tissue preparations [14], [15], Sassi and
Mainardi [16] proposed a statistical model of the repolarization
time delay Apy, ,,, consisting of two terms:

Apk’,m - 9m + ¢k,ma (4)

where 6,, represents the constant-in-time repolarization time
delay of the m-th myocyte varying across the myocardial vol-
ume, while ¢y, ,,, is a zero-mean i.i.d. Gaussian random variation
~N (0,035), that occurs at k-th beat. While theoretical, the
stochastic model is coherent with the fact that, given B beats,
the repolarization time py, ,, can always be decomposed as:

}so

Pk,m = 5 + (Ek +0m + ¢k,m7 (5)

where 5= Y7, pr/B is the global average repolarization
time, while ¢, = p, — p captures the deviation of the average
repolarization time of the k-th beat with respect to the global
one, with Zszl ¢1 = 0. Finally, 6,, = Zszl Pr,m/B — pand
Breym = Prym — P — Gk — O With 354 Op e = D2, Gkm =0
by construction.

Using the model in (4), it is possible to show that the spatial
variance (i.e., across m) of 6,,, is approximately the ratio of the
ensemble variances of the lead factors (which, when stationarity
and ergodicity hold, corresponds to the sample variances com-
puted over beats). The latter ratio was termed “V-index” [16]
and its mathematical formulation, obtained along the lines of
what is described in Appendix [17] (but performing the Taylor’s
expansion in py, for the special case a,, = 0), is as follows

var|w F
vf = W = 7¢ + 00 + 100,1, (6)
where [ is the ECG lead, s;, = Z%Zl(xm —Z)(Ym — )/ M
is the spatial sample covariance of x and y, 03) is the variance
of ¢y m (usually < spp). The term

N SA? Ty
Nxy,l =
SALA,
Z]M AQ _ 25\4:1 Azz,j _ Zyil ZjYj
m=1 l,m M TmYm M

Zﬁn/,[: 1 AZQ,m
(7
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is the ratio between the spatial covariance of A7 with the product
xy, and the spatial covariance of A;, which is also much lower
than sgg given the non-coherent nature of the two quantities A12
and xy [13]. In practice, the V-index is computed as follows

L
V=i ®
=1

where f)f is calculated as the ratio of variances in (6), but using
the sample variances (determined on a set of beats) of w j and
w2 k-

C. A Model of Repolarization Alternans

According to Pastore et al.’s studies on guinea pig hearts,
TWA occurs in two different forms depending on the stimulation
rate [8], [18]. At lower stimulation rates, repolarization times
either prolong or shorten at all sites on a beat-to-beat basis
(concordant alternans'). If the stimulation rate grows over a
critical threshold, repolarization times become less “regular”
and those of adjacent myocardial regions may alternate with
opposite phase (discordant alternans).

These two phenomena can be modeled extending the ideas
of Section II-B, by considering that each myocyte might have
a repolarization time oscillating on a beat-to-beat basis. This
oscillation thus implies that

E [p2i.m — p2i-1,m) = Qm = 0 + Opm, 9)

where ¢ = [k/2] is the pair index of consecutive beats. The
expected value of the difference in the repolarization time of a
given myocyte m in two consecutive beats is the constant-in-
time oscillation a,,,, further decomposed in 5, a global alternans
common to every myocyte, and d,,,, the alternans component
specific to each single cell. Depending on the values of a,,, it
is possible to have both concordant and discordant alternans, as
well as isolated regions with alternans. It is worth noting that a,,
is potentially HR dependent [8]. We restrict our considerations
to ECG segments at stable HR, thus avoiding to explicitly model
such dependency in (9).

The repolarization time model develops by making explicit
the alternating term in (5), as follows:

Pk

(-1 5
2 ©

Pk,m = ﬁ:) + ng + + 5m) +0m + ¢k,m- (10)

{

Am

Now, we model q@k as a Gaussian variable with mean O and
variance aq%, ie, gp ~ N(O,aq%), Vk. This model is based
on the fact that, under stable HR, ék represents a beat-to-beat
variation of the average repolarization time pj, common to all
myocytes in the given beat k, from the global repolarization time
p. According to the ESS model in (1), shifting all repolarization
times of a fixed quantity in a given beat produces a temporal
shift in the T-wave, thus leading to a change in the QT interval
of that beat. This observation hints that ¢, captures part of the

!Concordant alternans defines prolongations or shortenings as possibly dif-
ferent across sites, but all either positive or negative.

beat-to-beat QT variability. Considering that QT variability has
a standard deviation usually lower than 5 ms [19] in healthy
subjects at rest, this gives us that o5 < 5 ms.

D. Expected Value of TWA on the Surface ECG

Under quasi-static conditions, when the matrix A is indepen-
dent from time (no changes in the volume conductor geometry,
conductivity and lead positions) and the transmembrane AP
d(t) during repolarization is identical across cells and beats
(assuming a stationary HR), TWA observed on the surface ECG
is only due to periodic beat-to-beat variations in the spatial
distribution of the repolarization times across the myocardial
volume.

These assumptions motivate the approximation of the surface
ECG using the same mathematical considerations reported in
Section II-A. In fact, the contribution of repolarization alternans
on the surface ECG can be highlighted by means of a second-
order Taylor expansion of d(t) in p, as follows:

d(t = pr,m) = d(t = p)

= d(t = ) [0 + 1+ (~1) L+ G

1 = s k Am 2
o+ 5d(t=7) |6+ G0+ (—1)F |
an

Here, it is worth noting that, differently from the V-index formu-
lation, the approximation depends on a single DTW —t,4(t) =
—d(t — ) common to all beats.

Consequently, the surface ECG can be approximated as fol-
lows:

’l,bk(t) ~ Wik td(t) + Wy t.d(t)

wip =~ A0+ G1+ (-1" T + ]

Wy, = %A {(0 4 gl + (—1)’% + ¢>k)

o (0+¢3k1+(—1)’“g+¢kﬂ (12)
where w; j, and ws y, are the lead factors, and 0, ¢y, and a
are M dimensional vectors containing all the 0,,, ¢, and a,,
values, respectively.

By taking the expected value of the difference between the
approximated surface ECG of even and odd beats, it is possible
to show that the expected value of TWA is

B [2i.(t) = vai (8]

M M B (13)
~| = ta(t) D A+ 1a(t) 3 v 6+ b)),
m=1 m=1

where 9y, ;(t) is the [-th lead of the surface ECG at time ¢ and
k-th beat. TWA depends on the spatial variation of repolarization
alternans d,,,, and the product of the alternans a,,, with the spatial
distribution of repolarization delay 6,,,, in both cases weighted
by the matrix A.
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E. Alternating V-Index and the R Index

In an animal model comprising of guinea pigs, Choi and
Salama [6] observed a correlation coefficient of around 0.7
between repolarization alternans and the action potential du-
ration. This result implies the existence of a spatial covariance
(across myocytes) between these two quantities and, reasonably,
a spatial covariance between repolarization alternans and repo-
larization times sps might exist too. Such spatial covariance sgs
could be a meaningful measure for the stratification of patients
at risk of SCD, that is clearly visible after expressing sgs as
function of spg, sss and the Pearson’s correlation coefficient
Dos> 505 = Pos+/S00555. Indeed, sgp quantifies the spatial het-
erogeneity of ventricular repolarization (it is what the V-index
estimates) and it is known to be associated with higher risks of
SCD. High values of ss;5 are also expected to increase the risk
given the fact that a higher variance of repolarization alternans
would lead to higher TWA (see the expected value of TWA in
(13)). Finally, the parameter pgs modulates the spatial covariance
between 6 and 6.

The lead factors reported in (12) can be used to obtain the
V-index for even and odd beats, i.e., ’U%L ; and ”51‘71, ; for each
lead /. In general, these two quantities would be equivalent, but
with alternans, we expect a difference in the V-index computed
on even and odd beats. In fact, the difference, as reported in
Appendix [17], is

[v3i0 — 314 = 2|65 + Moay + f7] (14)
with
2
2 Jd; Zm Al,mem Zm’ Al,m’ém’
== 12 ; (15)
Ud) Zm l,m

where sgs measures the spatial covariance between 6,,, and d,,,
and f7 is a lead-dependent factor weighted by o2.

There are a few issues that limit the possibility of using the
difference of V-index in even and odd beats as estimator of sg;.
First, the difference in v%h ;and vSFL ; is not only proportional to
sgs. In particular, the term f7 is proportional to the variance o’%,
which could be potentially increased by little bracketing errors
(i.e., errors in the detection of fiducial points) of the T-waves
composing the set of beats (recall that the reference time point is
assumed to be the same for all beats). Second, f7 is also propor-
tionalto ), A; 0., which is equivalent to the expected value
of the lead factor w; . This term is known to be the largest among
all lead factors [16] and in computerized simulations using the
ESS model implemented using ECGSIM (see Section III-A)
we found that f2 was up to 60 times larger than sgs. Third,
a model fitting algorithm would require to impose a common
DTW for all (even and odd) beats, as explained above. However,
the beat-to-beat time shift (e.g., due to the effect of §) of the APs
would lead to a single ¢4(t) wave which is a sort of mixture of
the two even and odd DTWs. This mixture would require more
higher-order terms in the Taylor’s expansion to compensate for
the shift and fit the two beats, but higher-order derivatives of
DTW are numerically challenging to estimate.

In order to tackle the above mentioned issues, and similarly
to what originally proposed for the V-index, we reformulate the

surface ECG model by changing the time point for the Taylor’s
expansion of d(t), i.e., the average repolarization time of each
beat py, instead of p, as follows

d(t — pr,m) = d(t — pr)

—d(t — pr) [em + Grm + (—D’“ém]

2
1. B & Om 2
+§d(t_pk) 6m+¢k,m+(_1) 7 .
(16)
Consequently, the surface ECG model becomes
P (t) = wy g tak(t) +wak tak(t)
0
wyp=—A [9 + i + (—1)k2]
1 0 6
W = A K@ + ¢r + (—1)k2> ° (9 + ¢or + (—1)k2>]
A7)

where ¢4 5(t) = d(t — pk)> wi,1 and wy, o are the lead factors,
and d is an M dimensional vector containing all §,,, values. Note
that the dependency on k is explicitly introduced in ¢4 4 (t) to
account for different DTW:s (for instance, due to temporal shifts)
between even and odd beats.

Similarly to (14), lead factors can be used to compute the
difference between V-index of even and odd beats, obtaining

) (18)

2 2 ~
o Uzwu‘ = 2‘395 + 7796,l’ ~ 2‘395

where syps measures the spatial covariance between 6, and
0 (see Appendix [17]). The new formulation makes (18) not
dependent on the f7 term, but makes the model insensitive to
the global alternans §. Note that in (14), 7)9a,l appears rather than
75,1 as in (18). The model in (17) can be fitted on each T-wave
independently because no constrains on the DTW morphology
are set (for instance, no alignment of T-waves is needed). Note
that, for simplicity, same notation is used in (18) and (14) for
the vy, values, but they are computed differently, in (14) a unique
DTW is used in the calculations, while in (18) a DTW is used
for each beat, allowing to get rid of the terms o2 and 6.

Given the fact that repolarization alternans was found asso-
ciated with increased spatial dispersion of ventricular repolar-
ization [7], it is sensible to normalize the quantity in (18) with
the value of V-index 1) to reduce the effect of the dispersion of
ventricular repolarization (estimated by the V-index) when the
index is used for cardiac risk assessment; and ii) to compensate
for the inter-subject variability by accounting for different basal
levels of heterogeneity since ventricular repolarization is known
to be a subject-dependent phenomenon. During alternans, we
thus define the V-index of a set of beats as its average on even and
odd beats, which, making use of derivations in Appendix [17],
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results in, alternans assumption. We then computed the median alternans
02 V2. waveform and finally TWA was quantified as the root mean
2l | 2ol square of such median wave.
2 2
, (19)
g 855 56,1
= 2 1 spp+ 200 4 ey + 1O IIl. DATA
2 4 4
We now introduce the lead-dependent ratio, r;, for lead 1, A. Computerized Simulations
1 v, —v3 The estimates of R index and J were tested by means of a
i, i—1, .
=/ (20)  Matlab code transposition (R2020b, The MathWorks, Inc.) of the

2

v2, v2,

as the quotient of (18) and the square root of (19) (resulting in
a quantity measured in ms). Taking the average of the ratios r;
along leads, we introduce a new metric, named R index, which
is approximately proportional to the product of the standard
deviation of the alternans §,, and the Pearson’s correlation
coefficient pygs, as

) @

L
1
R :‘f ;m‘ %’p%\/saé

also measured in ms. In practice, the estimates R and 7 of R
and 7, are obtained using 3, ; and 93, , ;, as computed in the
context of (8), but with DTW estimated at each beat as described
in (16), and then used in (20) and (21).

F. Estimate of §

The model in (17) does not capture changes in §. However,
this quantity is relevant for characterizing repolarization alter-
nans. We thus propose a crosscorrelation-based algorithm for
its quantification using the set of DTWs already computed. The
algorithm consists of three steps: i) T-wave bracketing; ii) time
delay estimation between DTWs; iii) computation of 5 and, as
a by-product, a(%.

First, given the fact that estimating § requires a common
time reference across beats, T-wave bracketing is performed by
extracting a time window starting from the Q onset +150 ms of
each beat and spanning enough to cover all T-waves.

Second, during alternans, two families of DTWs are possibly
expected to be available, corresponding to even and odd beats,
respectively. For each family, Woody’s algorithm [20] is used to
align all DTWs and create an average DTW template. The intra-
delays estimated from each DTW are estimates of ¢, whereas
o2 can be then quantified by considering all intra-delays of even
and odd beats together and computing their variance. Third, the
absolute value of the time delay between the two templates,
computed via crosscorrelation, is an estimate of 5.

We denote as § and G5 the estimates of  and o0 g, respectively.

G. TWA Assessment

TWA was computed from the vector magnitude? of the surface
T-wave using the algorithm proposed in [2]. Briefly, the differ-
ence between consecutive T-waves was first calculated and the
sign of the residual was adjusted considering the beat-to-beat

ZVector magnitude is the square root of the sum of the squared ECG leads.

free software ECGSIM [21]. The software implemented the ESS
model in (1) to generate the surface ECG from the myocytes’
APs.

In our simulations, the ECGSIM model had M = 257 nodes.
The standard deviation of the repolarization times provided by
ECGSIM was /sgg = 33.20 ms. APs were generated using a
product of logistic functions as in [16].

Synthetic ECG segments with 128 beats were generated. ¢y,
values were extracted from a zero-mean normal distribution
with o4 =1 ms [16]. The lead factors w; j and wsy; were
estimated using an iterative procedure for each k-th beat (see
Section III-B3 for further details). Unless differently specified,
o5 was estimated recalling that in our model, the variability
of repolarization times is given by ¢y, and ¢; and that the
QT variability at rest is about 5 ms [19], we therefore set
o;+ 033 = 52 ms?, implying setting 05 = /24 ms.

Three sets of computerized simulations were performed:

1) Sensitivity Analysis: We assessed how repolarization al-
ternans affected the surface ECG using a stochastic model for
@y, In particular, we quantified the effect produced by ss5, &
and the correlation pys between 6,,, and d,,,. To do so, a,, was
set as follows

Ay =0+ Oy

=6+ apgsm + ar/ (1 — pis)seozm

where z,,, are values extracted from a standard Normal distri-
bution, « sets the spatial variance of §,,, i.e., 555 = a’sgg. The
global alternans § was varied between 0 to 20 ms, o from 0 to
0.4 (40% of the spatial dispersion /5gg), and pgs between O to
1. Values of R were computed for each combination of these
three parameters. In addition, we quantified the 755, 195, and
fl2 terms to assess their magnitude with respect to sps and sss.
The L values of 7551, 179s,1 and f12 terms were first averaged and
then their absolute value was computed.

(22)

The errors of the estimates of § with respect to their cor-
responding true values were also computed. In this case, 100
random samplings were performed for the three parameters s,
§ and Dps in the same aforementioned ranges and for o between
0 and 5 ms.

2) Regional Alternans: We investigated the role of repolar-
ization alternans affecting a single ventricular region on both
TWA and R. The simulation setting was inspired by the one pre-
sented in [10]. It considered 7 different regions separately, i.e.,
apical left ventricle, apical right ventricle, lateral left ventricle,
lateral right ventricle, basal left ventricle, basal right ventricle,
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Lateral LV

o - N o & o

bbb b4

Fig. 1. Example of alternans distribution a,,, for lateral LV region. The
region covered approximately 30% of the total ventricular surface. The
color represents the alternans of the repolarization time, reported in ms,
for each node m in the model. The central node of each region was set
to have the largest alternans (in this case, 5 ms), while the other nodes
within the regions progressively reduced their alternans to reach 0 ms
at the boundary.

and apical center, with a size varying between 10% and 90%
(step 10%) of the total ventricular surface.

The central node m* of the region was set to have an alternans
of a,,» = 0.7 x 0,,- ms. The alternans of the other nodes were
set to a,, = ¢, 0, with the coefficient c,, linearly dependent to
the distance between the central node ¢,,,- = 0.7 and the bound-
ary of the region c,,, = 0. Nodes on the region boundary had no
alternans. Fig. 1 shows an example of alternans distribution for
this simulation setup.

3) Noise-Sensitivity Analysis: We assessed the impact of the
noise on the estimates of R index and 4. To do that, the approach
described in [22] was followed and adapted for our scenario.
Briefly, the MIT-BIH Noise Stress Test Database [23] was
downloaded from Physionet [24]. The database contains 2-lead
recordings of three types of noise, i.e., baseline wander, muscle
artifact and electrode motion artifact. The noise was added to
T-waves generated using the ECGSIM software at different
levels of signal-to-noise-ratios (SNRs), ranging from 5 to 30
db. The average variance across leads was retained as reference
of the signal power. One hundred twenty eight T-waves were
generated for each of the following 4 settings: i) no alternans
(a =0 and 6 = 0 ms); ii) only global alternans (6 = 10 ms);
iii) only spatial alternans (o = 0.2 and pgs = 0.7); and iv) both
spatial alternans and global alternans (o = 0.2, pgs = 0.7 and
5 = 10 ms).

As described in [22], the number of leads for the noisy
recordings had to be augmented to match the desired dimension,
that, in our case, was the one of the simulated T-waves. Such aug-
mentation was performed by means of a resampling technique
of the original 2-lead recordings. For each of the 12 leads of the
simulated T-waves, from the 2-lead recordings, a random lead
[ between the first and second lead and a random time instant
t were extracted: a time window on the lead [, starting from
the time instant ¢, of the same size of the T-wave, was then
considered to be added to the simulated T-wave.

The resampling technique does not retain the noise correlation
across leads, which is instead known to be present. In order
to include a realistic noise correlation in our simulations, we
considered the ECG noise collected from one subject. In

particular, a random subject of the STAFF-III dataset (see Sec-
tion III-B) was selected and the ECG in baseline was further
processed. The TQ track was extracted and the correlation matrix
C of the noise was computed. The Cholesky decomposition
was derived from C' to obtain the whitening matrix D. The
inverse of D was applied to 12-lead noise matrix to enforce
the realistic correlation. The application of D was performed
after normalizing the variance of each of the 12 leads to 1 mV?2.
The approach was described in [22].

The procedure was repeated 100 times for each type of noise
by resampling the noisy signals.

B. STAFF-IIl Dataset

Percutaneous transluminal coronary angioplasty (PTCA) is a
surgical procedure meant to open up blocked coronary arteries
and restore the normal blood flow. PTCA represents one of the
possible treatments for myocardial ischemia or infarction. It
involves the insertion of an inflatable balloon inside the coronary
artery that is repeatedly inflated and deflated to facilitate the
blood to flow.

In addition to the clinical relevance of such procedure, PTCA
provides an excellent model to investigate the electrophysio-
logical changes of early-stage ischemia. Indeed, the complete
coronary occlusion caused by balloon angioplasty allows to
study the first minutes of the ischemic process [25].

We computed the R and 6 on the STAFF-III dataset, freely
available from PhysioNet [26], [27], [28], in which subjects
underwent to PTCA using prolonged (4-min average) balloon
inflations. The main reason behind the selection of this dataset
was that it contained subjects in which TWA has been observed
and quantified on the surface ECG [2].

1) Study Population: The STAFF-III dataset consisted in
104 patients that underwent PTCA using prolonged balloon
inflations. During the surgical procedure, a standard 9-lead
ECG was recorded (V1, V2, V3, V4, V5, V6, 1, II, III). The
augmented leads were then mathematically generated. ECGs
had a resolution of 0.625 £V and were acquired with a sampling
rate of 1000 Hz.

The clinical protocol was divided into three phases as fol-
lows. First, before any catheter insertion, a baseline pre-inflation
5-min ECG was acquired at rest in either a relaxing room or
catheterization laboratory (CathLab), or both. Second, PTCA
was performed and the ECG of up to 5 consecutive inflations
was recorded. The inflation time was also annotated. Third,
post-inflation ECGs were acquired for 5 min at rest in either
a relaxing room or in the catheterization laboratory, or both.
The dataset did not contain patients suffering from ventricular
tachycardia, undergoing an emergency procedure, or displaying
signal loss during acquisition.

As dye injections applied during PTCA may alter the ECG
morphologies, injection times were carefully annotated and
provided within the dataset. For further clinical details, please
refer to [26], [28].

2) ECG Preprocessing and Selection of Segments: ECG
segments of 128 beats with a 50% overlap were preprocessed
using a Butterworth filter (3rd-order, zero-phase, 0.5-15 Hz)
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to reduce powerline interference, baseline wandering and high
frequency noise, while maintaining the alternans components as
in [3]. After filtering, the baseline of all signals was adjusted to
set the isoelectric segment back to 0 mV using the algorithm
reported in [29].

The quality of the leads in each segment was determined as
the average crosscorrelation between a mean QRS template and
each QRS complex. A lead was considered of sufficient quality
when such average was higher than 0.9 [29]. Segments were
discarded from the analysis if less than three leads of good
quality were available.

Afterwards, ECG segments were defined as eligible for being
further analyzed only if its HR was considered stable. We used
the following rules: i) the difference between the maximum
and the minimum instantaneous HR during the segment was 20
beats/min; ii) at least 80% of the beats were labeled as normal
sinus beat with a difference between consecutive RR intervals
lower than 150 ms. Since ectopic beats or unstable HR might
change the morphology of the T-wave, whenever a beat was
rejected, both previous and next beats were excluded as well.
The segment selection strategy was similar to the one presented
in [3].

For each valid ECG segment, T-waves were segmented by
considering a fixed time window for all the beats. The time
window started 100 ms after the R-peak and ended 20 ms
after the median end of the T-waves. T-wave end points were
determined using the Surawicz method [30] applied on the vector
magnitude of the average beat.

3) Estimation of the R Index: The lead factors wy, ; and wy, o
and DTWs were estimated for each valid T-wave within a stable
ECG segment. We used the iterative algorithm reported in [16] to
minimize the mean square error between the ECG leads and the
model wy, 1tq5(t) + ’lUk_]Qt.d’k(t), built using two terms of the
Taylor expansion. Briefly, the algorithm splits the problem into
two subproblems solved iteratively. First, an estimate of ¢4 4 ()
is obtained, then the lead factors can be computed by consid-
ering tq(t) as known. The procedure is then repeated until
convergence or a certain number of iterations. The algorithm
has been already validated on several other datasets (e.g, [29],
[31], [32]) and proved to be sensitive to the dispersion of the
ventricular repolarization.

A model fitting rejection procedure was used afterwards to
exclude those beats whose DTW was correlated less than 0.9
with the median DTW template. This procedure was meant to
remove beats in which the model fitting went likely wrong.

Once the lead factors were determined, we computed the
R using the estimate of (21). To summarize, the lead factors
included in the computation were only those belonging to normal
sinus beats with stable HR and not discarded by the model fitting
rejection procedure.

4) TWA Measurement: We quantified TWA on the STAFF-
[T using the algorithm reported and validated on the same dataset
by Martinez et al. [2]. They showed that the algorithm detected
TWA from a few microvolts up to several hundreds of microvolts
during balloon inflation. The algorithm is described in Section II-
G. Differently from simulations, the estimation was repeated

for each ECG lead and their maximum value was retained, as
reported in [2].

C. Experimental and Statistical Analyses

In this study, we focused our analyses on a subset of the
STAFF-III dataset. Specifically, we considered only ECGs col-
lected during baseline (pre-operation), first inflation and post-
inflation (post-operation), respectively.

Similar to [2], the time evolution of the R index, 0 and 62 was
quantified from the beginning of the first inflation up to either
the end of it or the dye injection, as well as during pre- and
post-operation. The Wilcoxon signed rank test (significance at
p < 0.05) was applied to test the effect of the inflation during the
first and fourth minutes with respect to pre-operation, and pre-
Vs post-operation, in terms of R index. In addition, the Pearson’s
correlation coefficient was determined between R and TWA at
pre-operation, and at the last part of the inflation (fourth minute),
respectively.

V. RESULTS
A. Computerized Simulations

1) Sensitivity Analysis: On synthetic data, we observed a
positive gradient of TWA with respect to § and s;5 (Fig. 2(a),
2(b) and 2(c)). No TWA was measured when 0 ~ 0 ms and
/555 = 0 ms (Fig. 2(a) and 2(b)), while large values of both
quantities resulted in TWA of a few hundreds of microvolt.

The coefficient pgs was positively correlated with TWA
(Fig. 2(b) and 2(c)). This result was visible for both § = 0 ms
(Fig. 2(b)) and 6 =10 ms (Fig. 2(c)). High values of both pys
and s;s produced a large increase in TWA (top right corners of
Fig. 2(b) and 2(c)). In addition, the effect of pgs when combined
with § > 0 was found to increase TWA. This can be observed in
Fig. 2(a), when § = 10 ms, reports a TWA about 100 1V (here,
pos = 0), equivalently to the bottom row of Fig. 2(c), while all
other values of the third panel (pgs > 0) show TWA higher than
100 pV.

The R index behaved differently. First, no correlation was
found between R and &, regardless the values of s55 when pgs =
0 (Fig. 2(d)). Second, positive correlations were found between
R and both pos and sss (Fig. 2(e)). The same pattern was found
when combining the effect of § and pys, showing that § did not
play a substantial role in the index (Fig. 2(e) vs 2(f)). These
results were as expected according to (21).

The cross-lead average values of 75, and f7 are reported in
Fig. 2(g) and 2(h), respectively. The trend of 7)s,; follows the one
of Fig. 2(g) with halved values approximately. All values were
found to increase with pys and ss5. Both 795, and 7s5,; were
negligible for the R index while varying pgs and sss5. Indeed,
Nes/ses and 1ss/s¢s were found < 1. On the other hand, f2
was very large and not negligible with respect to sg;.

The values of & and 65 were found highly correlated with
the true § and o (Fig. 3(a) and 3(b)). In particular, the former
achieved high precision when repolarization alternans was mod-
eled with only 6 (red dots in Fig. 3(a)), suggesting that the global
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Scatter plot of true and estimated values for § (a) and o (b) for 100 random sampling of 5, pps and sss. Red dots in (a) correspond to the

same sampling but with /555 = 0 ms (i.e., only the global alternans § was present in the simulations).

TABLE |
R? COEFFICIENTS FOR REGIONAL ALTERNANS SIMULATION RESULTS
BETWEEN TWA, R, pgs, /555 AND REGION SIZE POOLED TOGETHER. ALL
CORRELATIONS WERE FOUND STATISTICALLY SIGNIFICANTLY DIFFERENT
THAN ZERO (p < 0.05)

|pos| /555  |pes+/Sss|  Reg. size
TWA 0.35 0.20 0.24 0.27
R 0.73 0.63 0.74 0.69
|pos| - - - 0.84
Vess  — - - 0.70

All correlations were found statistically sign than zero (p < 0.05)

alternans can be estimated by looking at the time delay between
DTWs of even and odd beats. On the other hand, when ¢,,, was
also present, the performance of the algorithm decreased due to
the change in morphology of DTWs.

2) Regional Alternans: Table I and Fig. 4 report a summary
of the results for the simulation of regional alternans. We found
that both TWA and R index increased with |pos+/5ss| across
all simulations results pooled together, with the former having

a larger relative variance and site dependence. Similar results
were obtained when correlating the two indexes with |pgs| and
/555 separately (Table I).

The relationship between region size and the indexes followed
a similar pattern (Table I). In particular, TWA was found moder-
ately correlated to the region size while R was found highly cor-
related, mainly due to the high correlation between region size
and |pgs|. In addition, the larger the region size, the larger ss5.

3) Noise-Sensitivity Analysis: Fig. 5 reports the results of the
noise-sensitivity analysis.

As expected, the errors between the indexes and references
(boxplots and red dashed lines in Fig. 5, respectively), and
standard deviations of both estimates of R and & reduced when
the SNR was increased (all panels in Fig. 5). The R values were
found having a bias with respect to the reference pgs+/5ss used.
This result was expected since the R index defined in (21) differs
from the reference by a quantity depending to 7¢¢,;, 7ss,; and
N5, (Fig. 5(a), (¢), (e), (g)). In addition, the bias was higher in
presence of spatial alternans with respect to only global alternans
(Fig. 5(c) vs 5(e)) and further increased in combination of the
two (Fig. 5(c) and 5(e) vs 5(g)).
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Similar to the results obtained in the Sensitivity analysis, the
estimate of 0 was found close to the reference value when no
spatial alternans was in place, while a bias was observed when
present (Fig. 5(b) and 5(d) vs 5(f) and 5(h)). This result was
observed in Fig. 3 as well.

Errors and standard deviations were found similar across the
three different types of noise (data not shown).

B. STAFF-Ill Dataset Results

Both TWA and R index were able to track the time course
of the inflation and showed a progressive increase from the first
minute up to the fourth one (Fig. 6(a) and 6(b)). Focusing on the
R index, a statistically significant difference was found between
the fourth minute and pre-operation (AR: median 0.81 IQR
(-0.25, 6.38) ms; p < 0.05), whereas no differences were found
either between pre-operation and first minute, or between pre- vs
post-operation (p > 0.05). The increase was not due to change

in RR values during inflation (known to occur [2]) with respect
to pre-operation. Indeed, the Pearson’s correlation coefficient
between the R with RR values during pre-operation was not
statistically significantly different from zero (p > 0.05). Also,
no correlation was found between TWA and the R index during
pre-operation, whereas a moderate significant correlation was
found during the fourth minute (Pearson’s correlation coefficient
of 0.49; p < 0.05). Fig. 6(a) and 6(b) report the time course of
TWA and R index, respectively.

Estimates of o5 and & were also obtained. The time course of
the former is reported in Fig. 6(c). With respect to pre-operation
values, an abrupt change in &5 was visible during the first minute
of inflation (median 2.20 IQR (0.77, 3.97) ms; p < 0.05) while
a progressive reduction was observed during the next minutes,
reaching pre-operation values. Regarding ||, most values es-
timated were O ms within all protocol phases with some rare
exceptions during the fourth minute.
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reported for visualization purpose.

V. DISCUSSION

In the first part of the work, we introduced a new model
for repolarization alternans and assessed how it reflects on the
surface ECG in terms of TWA. According to (13), the expected
value of TWA on the surface ECG depends on four main factors.
The first one is the spatial alternans distribution 6,,,, the second
one is the transfer matrix A, that encodes the geometry, volume
conductor and lead placement, the third one is the shape of the
AP (encoded in the DTW), and the fourth one is the product
between the repolarization time delay of each node and its alter-
nating component 6,,, (8 -+ 6,,,) (weighted by the transfer matrix
A).Regarding the last factor, TWA is amplified when the product
is large or, in other words, when the spatial covariance between
the repolarization time delay 6,,, and the alternans §,, reaches
high values. The results were also observed in computerized
simulations (Fig. 2(b) and 2(c)), where TWA measured on the
surface ECG changed from few microvolts to a few hundreds
when increasing the correlation between 6,,, and 6,,,. The effect
of their product on TWA becomes observable after introducing
the second order approximation of the surface ECG through
the lead factor wo ;. (in a previous work, only the first lead
factor was used in the approximation, that made such effect not
visible [33]).

Our results are in line with the work of Choi and Salama [6]
in which guinea-pig hearts displayed a moderate-to-high
correlation (= 0.7) between action potential duration and re-
polarization alternans J,,,, suggesting that what is observed on
the surface ECG might be dependent on such correlation. In
addition, despite the fact that the model proposed cannot explain
the ion channel mechanisms responsible for existence of the
spatial covariance between 6,, and J,,,, Choi and Salama [6]
observed that, during alternans, the intracellular calcium con-
centration (specifically Ca?"') showed alternations too. It is also
well known that abnormal calcium handling tends to increase
the heterogeneity of ventricular repolarization [34], thus making
such ion channel the main possible responsible for the increase
of both sgy and sgs.

In the second part of the work, we derived a new index, i.e., the
‘R index, whose numerator was found to be selectively sensitive
to the covariance between 6,,, and d,,,, and proposed an algorithm
for estimating the global alternans 4.

The index was first tested on computerized simulations with
three different simulation settings. The common outcome of
the first two simulations was the sensitivity of the R index to
|pos+/5ss| (Fig. 4(b)). Other factors seemed to be correlated as
well. For example, in the regional simulation, the region size
was also correlated to [pgs/Ss5| (Fig. 4(b)). Interestingly, TWA
measured using the algorithm proposed in [2] was not found
as much correlated to |pgs+/Ss5| as was for the R index, when
considering all regional simulation settings together (Fig. 4(a)).
Another interesting result was that both TWA and R index
were sensitive to the spatial dispersion of the repolarization
alternans ss5 (Fig. 2(b) and 2(e)). On the other hand, TWA
was sensitive to the global alternans 5 (Fig. 2(a)), whereas
almost no correlation was found with R (Fig. 2(d)). Finally,
the third simulations evaluated the error and standard deviation
of both R index and ¢ under the effect of noise (Fig. 5). Overall,
increasing the SNRs led to a decrease of the errors and standard
deviations for both quantities. However, the variance of the
R index was found relatively high even at high SNRs. This
result is in line with what previously observed with the V-index,
in which the standard deviation of its estimator (ratio of two
sample variances) was in the order of few milliseconds when
computed with 128 beats [35]. Perhaps, an alternative selection
of beats and a different algorithm for estimating the lead factors
might improve the performance of the sampling scheme and thus
obtaining a better effective sample size [36].

The computerized simulations were generated by selecting
the values of sgg, S55. Poss 0. o4 and oz To the best of our
knowledge, physiological ranges of these quantity for human
ventricles are not available. The only two quantities for which
a range is plausibly known are /sgg and 0. The range for
the former is supported by the fact that, in all our previous
studies concerning the clinical evaluation of the V-index, i.e.,
an estimate of ,/sgg, the values found for healthy subjects
were in the range of 20-30 ms [16], [29], [32]. The range
for 05, as previously described in Section II-C, resembles the
QT variability that is known to be < 5 ms in humans. For all
other quantities, we relied to electrophysiological studies on
animal models. Values of o4 below 2 ms were found in rat
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myocytes at stimulation rate > 1 Hz [15]. In Guinea pigs, values
of § were observed up to 70 ms [18] at very high stimulation
rates > 300 bpm. We therefore employed a maximum value of
20 ms to account for lower heart rates. The Pearson’s correlation
coefficient between a measure of repolarization alternans and
APD was found approximately 0.7 [6]. Similarly, repolarization
alternans was found to very up to 40% with respect to baseline
conditions [6] and this motivated the maximum value of &« = 0.4,
leading to a maximum ,/sss ~ 13 ms.

When quantified on the STAFF-III dataset, the R index was
also able to track the time evolution of the inflation, and it
compared well with TWA measured on the surface ECG (Fig. 6).
Both TWA and R index were found to increase from the first to
the fourth minute of inflation. Interpreting what R index cap-
tured is challenging. However, several possible interpretations
can be inferred, based on the fact the correlation pys might exist
(as supported by [6]) or not, and might change over time due
to prolonged inflations. A plausible time course could be the
following. First, the onset of the inflation fired the starting of the
repolarization alternans. Second, the prolonged inflation caused
a progressive calcium overload [6], [7], resulting in an increase
of the correlation pyps and spatial variance sss (or only one of
them). Third, the release of the inflation reestablished the basal
quantity of calcium, bringing back the R index to pre-inflation
levels (Fig. 6(b)).

Speculating about which between pgs and sss had played the
major role in the observed increase of the R index during the
four minutes of the stimulation is challenging. It is reasonable to
believe that the repolarization alternans a,, is not independent
from the electrophysiological properties of the myocyte and its
neighborhood. Indeed, characteristics of the myocyte, such as
conductances of the ion channels, as well as the local tissue prop-
erties, such as electrotonic coupling and fiber directions, limit the
capacity of alternating. Plausibly, pys is a quantity describing the
whole ventricular tissue at a given HR, and s5; is what increased
when ischemia was induced. Further investigations are needed
to support this statement. Similar reasoning might hold under
an ongoing arrhythmia (e.g., tachycardia). Perhaps, data from
animal models and exercise stress testing may shed some light
on this phenomenon.

The value of o represents the variability of ¢y, or, in other
words, the beat-to-beat changes in the average repolarization
time py. This quantity models the fact that during stationary
conditions (e.g., stable HR) repolarization times have temporal
(beat-wise) variability likely due to the interactions with the au-
tonomic nervous system. Given the fact that ¢y, is a change in the
average repolarization time that occurs equally for all myocytes
in the k-th beat, according to the ESS model in (1), its effect is
related with a temporal shift of the T-wave. Therefore, the value
05 characterizes part of the QT variability. Our results are in line
with those of Murabayashi et al. [37] that quantified an increased
QT variability during ischemic episodes on a different dataset.
However, they did not report that QT variability changed over
time by returning to baseline values as in our case (Fig. 6(c)).
This is probably due to the fact that repolarization alternans,
known to appear during ischemia [2], was not considered in
the QT variability computation. Indeed, considering all beats
together, QT variability becomes sensitive to changes in the

repolarization alternans a,,, while our o is not by construc-
tion. It is worth noting that Murabayashi et al. analyzed ECG
segments of 5 minutes, thus making their temporal tracking not
fine enough to detect adaptation on the minute-by-minute basis.
Another possible explanation for such adaptation could be the
direct influence of the HR on T However, we found an increase
of HR only between the pre-operation room and first minute of
inflation (AHR: median 7.50 IQR (1.30, 13.67) bpm; p < 0.05)
while it remained stable for the next minutes. Therefore, we can
discard that the adaptation was merely due to changes in HR.
Regarding the estimates of J, we found that most values
were around 0 ms with some exceptions for a small proportion
of ECG windows during the fourth minute of inflation. This
result suggest that the alternans induced by the occlusions was
mostly altering the T-wave morphology rather than shifting it.
Linked with our speculation related to o5 and QT variability, a

larger value of ¢ in the last minute of the protocol might have
contributed to the increase in QT measured by Murabayashi
et al. [37] during ischemia. We leave the comparison between
(oFS 6 and QT variability for future investigations.

The main application scenario for the proposed indexes con-
cerns the risk stratification of SCD. In this study, our intention
was to introduce the indexes in such a way that they were solidly
grounded on what observed at the cellular level and mathemat-
ically sound, and to verify whether they were sensitive to TWA
on a dataset in which it was previously observed. Therefore,
risk stratification will be the topic of our future investigations.
For example, long QT syndrome may be a suitable scenario for
the testing of the proposed indexes. Indeed, TWA was already
observed in these patients [38] and alternation of calcium con-
centration seems one of the most important factor [39].

The study has some limitations. First, the model assumed
the repolarization alternans to be stationary and the quantities
R, 0 and ¢, were defined upon this assumption. In practice,
the stationary condition was mitigated by requiring a stable HR
in the analyzed ECG segment. Second, the STAFF-III dataset
contained patients that experienced a prior myocardial infarc-
tion. However, no difference in terms of TWA was previously
reported between the two groups of patients [2]. Third, the
model used to validate the R index was the same on which the
index was based on (i.e., ESS model). However, simulations
of synthetic ECGs generated by other biophysically detailed
models of human ventricular electrophysiology as mono- and
bi-domain models [40], [41] showed that this is not a problem
for the V-index on which the R index is based [42].

VI. CONCLUSION

In this study, we presented a new model of TWA linking
the alternans occurring at the action potential level with the
surface ECG. It is shown that surface TWA largely depends
on the alternating AP duration and on the spatial covariance
between repolarization time and its alternating part. Using the
model, we derived the R index, computable from the ECG,
selectively sensitive to the mentioned spatial covariance, and
proposed two algorithms to estimate both R and 6, giving a more
complete and detailed description of the alternating phenomena
than with the TWA by itself. We tested the metrics on both
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computerized simulations and surface ECG where TWA was
caused by regional ischemia generated by balloon inflation dur-
ing PTCA. According to the model, the metrics may reveal new
complementary insights in the mechanisms underlying TWA
and might be worth exploring it as a new diagnostic/prognostic
marker for SCD.
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