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Abstract. The One-Percent survey of the Dark Energy Spectroscopic Instrument collected
∼ 270k emission line galaxies (ELGs) at 0.8 < z < 1.6. The high completeness of the sample
allowed the clustering to be measured down to scales never probed before, 0.04 Mpc/h in rp for
the projected 2-point correlation function (2PCF) and 0.17 Mpc/h in galaxy pair separation
s for the 2PCF monopole and quadrupole. The most striking feature of the measurements is
a strong signal at the smallest scales, below 0.2 Mpc/h in rp and 1 Mpc/h in s. We analyse
these data in the halo occupation distribution framework. We consider different distributions
for central galaxies, a standard power law for satellites with no condition on the presence of
a central galaxy and explore several extensions of these models. For all considered models,
the mean halo mass of the sample is found to be log10 ⟨Mh⟩ ∼ 11.9. We obtain a satellite
mean occupation function which agrees with physically motivated ELG models only if we
introduce central-satellite conformity, meaning that the satellite occupation is conditioned
by the presence of central galaxies of the same type. To achieve in addition a good modelling
of the clustering between 0.1 and 1 Mpc/h in rp, we allow for ELG positioning outside of the
halo virial radius and find 0.5% of ELGs residing in the outskirts of halos. Furthermore, the
satellite velocity dispersion inside halos is found to be ∼ 30% larger than that of the halo
dark matter particles. These are the main findings of our work. We investigate assembly bias
as a function of halo concentration, local density or local density anisotropies and observe no
significant change in our results. We split the data sample in two redshift bins and report no
significant evolution with redshift. Lastly, changing the cosmology in the modelling impacts
only slightly our results.
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1 Introduction

The large structure of the Universe is a key cosmological probe. Large scale clustering
measurements allow cosmological parameters to be constrained through measurements of the
baryon acoustic oscillation (BAO) scale and more recently from full shape analyses of 2-point
statistics which translate into constraints on both BAO scales and the linear growth rate of
structure fσ8 through redshift space distortions. At small scales, clustering measurements
are invaluable to study the galaxy-halo connection, which is the aim of this paper, and
to provide precise measurements of fσ8. They also allow realistic mock catalogues to be
produced that are used to prepare large scale analyses and to assess their systematic errors
related to the complexity of galaxy formation and evolution. As was shown in [1] for a
stage III spectroscopic survey, systematic uncertainties related to the galaxy-halo connection
were found at that time to be negligible with respect to other sources of systematic errors.
As those are expected to be reduced in DESI, galaxy-halo connection studies are becoming
increasingly important to derive robust systematic error budgets for cosmological analyses.

The galaxy-halo connection can be studied in various approaches as described in [2].
In our paper, we use the halo occupation distribution (HOD) framework, which provides a
simple and empirical method to populate dark matter halos from N-body simulations with
galaxies. We rely on the AbacusSummit simulation [3] and apply the HOD method to
the small scale clustering measurements performed on the ELG sample collected by DESI
during the so-called One-Percent Survey, the last two months of survey validation. DESI is
a robotic, fibre-fed, highly multiplexed spectroscopic instrument that operates on the Mayall
4-meter telescope at Kitt Peak National Observatory [4, 5]. DESI can obtain simultaneous
spectra of almost 5000 objects over a ∼ 3 degree field [6–8] and is currently conducting a
five-year survey of about a third of the sky, to obtain approximately 40 million galaxies and
quasars [9]. ELGs are the main target class of DESI which should collect 17 million ELG
redshifts after five years of observations. ELGs are targeted to measure the growth rate of
structure fσ8 and the BAO scale at intermediate redshifts 0.6 < z < 1.6 with high statistical
precision. In only two months of observation DESI observed ∼ 270k ELGs in this range,
which is the largest ELG spectroscopic sample to date. This sample is part of the Early Data
Release (EDR) of the DESI collaboration [10].

The ELG galaxy-halo connection has been previously studied using different approaches
[e.g 11–15]. From these studies, ELGs are expected to reside in dark matter (DM) halos of
mass ∼ 1012M⊙, and the occupation of DM halos decreases when the halo mass increases.
In the literature, a sizeable fraction of ELGs are considered to be satellites. Depending on
the galaxy-halo connection modelling, the satellite fraction varies from ∼ 10% to ∼ 30%.
The purpose of this paper is to study the HOD of the DESI ELG sample from the One-
Percent survey. Based on previous work [1, 11, 12], we study 4 different distributions for
central galaxy occupation and allow for different modelling of galaxy satellite velocities. The
impact of secondary parameters, such as assembly bias [16], based on the halo concentration,
local halo density and density anisotropies is also investigated. We also test for departures
from a pure NFW profile for satellite positioning. Finally, we study variation of the HOD
parameters considering 3 different cosmologies. We use a HOD fitting pipeline based on
Gaussian processes [17] to derive the best-fitting parameters to DESI ELG data and the
corresponding posterior contours.

This paper is part of a series of papers dedicated to the analysis of the galaxy–halo
connection from the DESI One-Percent Survey data. This paper addresses a study of the
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novel ELG sample in the HOD framework. A companion HOD publication based on Aba-
cusSummit simulations deals with the Luminous Red Galaxy (LRG) and quasar (QSO)
samples [18]. Other methods were also investigated. [19] studies LRGs and ELGs using a
stellar-mass-split abundance matching applied on CosmicGrowth [20]. In parallel, there
is a series of Subhalo-abundance matching (SHAM) analyses using different simulations,
the UNIT [21] simulation in [22] and the Uchuu [23] one in [24]. These papers present
a significant variety of methodologies and mock products appropriate for a large scope of
applications.

The outline of the paper is as follows. Section 2 presents the data sample studied in this
work, introduces the clustering statistics and discusses the clustering measurements used in
this work. Sections 3 and 4 introduce the standard HOD models suitable for ELG clustering
and the simulations used to create mock catalogues according to HOD models. Section 5
summarises the fitting pipeline used in the paper. Section 6 and 7 report the results obtained
with the standard HOD models and extensions of these. Section 8 tests for redshift evolution
of the results and Section 9 explores their dependence with the underlying cosmology. We
compare our findings with those of companion papers on the same data sample in Section 10
and conclude in Section 11.

2 Data

The ELG data sample studied in this paper was collected during the One-Percent survey
of DESI that was conducted at the end of the Survey Validation (SV) campaign in April
and May of 2021 [25] before the start of the main survey operations. Before SV, DESI had
proven its ability to simultaneously measure spectra at 5000 specific sky locations, with fibres
placed accurately using robotic positioners populating the DESI focal plane [7]. During SV,
the DESI data and operation teams proved their ability to optimise operations [26] and to
efficiently process the spectra through the DESI spectroscopic pipeline [27]. To obtain a
high completeness, the footprint of the One-Percent survey was defined as a set of 20 non-
overlapping regions of the sky, called rosettes in the following, which were observed at least 11
times each. Starting from an initial target list [28], the DESI fibre assignment algorithm [5]
places each fibre onto a reachable target within a 6 mm patrol radius around the nominal
fibre position, so that only a subset of the targets can be observed in every visit. This leads
to incompleteness, which decreases rapidly with the number of visits.

The One-Percent survey covered 140 deg2 with final target selection algorithms and
depths similar to those of the main survey. The ELG target selection [29] focuses on the
redshift range 0.6 < z < 1.6 and is designed to select galaxies with strong spectral emission
lines. The [O II] doublet emission line allows precise redshifts to be measured by DESI. Higher
priority in the spectroscopic measurements is given to objects expected in the interval 1.1 < z < 1.6
where ELGs are the main tracer of DESI. Between 0.2 and 1.5 degrees from the centre of each rosette,
spectra were successfully obtained for 94.5% of ELG targets, while targets outside these regions were
observed with fewer visits and thus lower completeness in fibre assignment. This sample is very
appropriate to study ELGs inside halos as it provides precise measurements of the galaxy clustering
down to very small scales.

In the following, we make use of the ELG sample collected during the One-Percent survey
and spectroscopically confirmed in the redshift range from 0.8 to 1.6, over which the radial density
distribution varies slowly, as shown in Figure 1. The region z < 0.8 is not considered in our final
sample as it exhibits dependence of the redshift density with respect to imaging depth. This sample
contains 244k spectra and has a mean density of 7 × 10−4(h/Mpc)3. Section 4 of [10] describes
the construction of all EDR large scale structure catalogues, including the random catalogues. We
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Figure 1. Number density of the DESI One-Percent survey ELG data sample, as a function of
redshift (corrected for completeness). The shaded region is not used in this work. The dotted line
indicates the mean completeness-weighted redshift of the sample, z̄ = 1.13.

highlight a few details on the random construction here. Random catalogues are first produced
by the DESI targeting team [28] at a fixed density. These randoms are input to the DESI fibre
assignment software, which processes them through each observed tile matching the state used during
observations. Only the randoms that were identified as observable by this process are kept. Additional
vetoes are applied for bright stars and other foregrounds (see [10] for the precise details). Therefore,
the density and radial distribution of each rosette are the same (within only Poisson fluctuations).
Finally, redshifts are assigned randomly in the random catalogue using the redshifts from the galaxy
sample to keep the same n(z) distribution.

2.1 Clustering statistics

The clustering of the selected sample was studied in configuration space with 2-point statistics defined
as follows. We first define the galaxy two-point correlation function in two dimensions, ξ(rp, π), where
π and rp are the galaxy pair separation components along and perpendicular to the line-of-sight,
respectively. We then introduce the projected correlation function, wp(rp), obtained by integrating
ξ(rp, π) over the line-of-sight, as well as the monopole and quadrupole of the two point correlation
function ξ(s, µ), where s is the galaxy pair separation and µ the cosine of the angle between the
line-of-sight and galaxy separation vector:

wp(rp) =

∫ πmax

πmin

ξ(rp, π)dπ

ξl(s) =
2l + 1

2

∫ 1

−1

ξ(s, µ)Pl(µ)dµ

(2.1)

where l = [0, 2] and Pl(µ) is the Legendre polynomial of order l.
We rely on pycorr1, the DESI implementation of the Corrfunc package [30], to compute

ξ(rp, π) and ξ(s, µ). For mocks, which are obtained from cubic boxes, they are computed with the
natural estimator which compares galaxy pair counts to the expected pair count for a uniform distri-
bution in the box volume. For data, the Landy-Szalay estimator is used [31]. For mocks, the z axis
is chosen as line-of-sight for the application of redshift space distortions.

For ξ(rp, π), we use 17 logarithmic bins in rp between 0.04 and 32 Mpc/h and 80 linear bins in π
between -40 and 40 Mpc/h. The same binning and range are used for wp(rp) so that πmax = −πmin =
40Mpc/h in Eq.(2.1). For the multipoles, we use 27 logarithmic bins in s between 0.17 and 32 Mpc/h

1https://github.com/cosmodesi/pycorr
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and 200 linear bins in µ between -1 and 1. Finally, in the galaxy pair count computation, whether in
data or simulation, the fiducial cosmology used to convert galaxy redshift into distances is the Planck
2018 baseline ΛCDM best-fit result [32] with h = 0.6736, As = 2.0830 × 10−9, ns = 0.9649, ωcdm =
0.12, ωb = 0.02237 and σ8 = 0.8079.

2.2 Clustering measurements

10 3 10 2 10 1 100
 [deg]

10 2 10 1 100 101 102

rp [Mpc/h]

0
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r p
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p 
[M

pc
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]2

2*seeing
patrol radius
0 < < 2 [Mpc/h]
2 < < 4 [Mpc/h]

4 < < 6 [Mpc/h]
0.2<r<1.5
no cut

Figure 2. DESI clustering measurements for the One-Percent survey ELG data sample restricted
to the redshift range 0.8 < z < 1.6. The 2D correlation function in successive bins of 2Mpc/h in the
galaxy-pair separation along the line-of-sight is shown as a function of the separation perpendicular
to the line-of-sight, rp. No correction weight has been applied. Measurements using the whole survey
footprint (solid lines) are compared with measurements excluding the inner and outer regions of
the rosettes where the survey was less incomplete (dashed lines). Also indicated are the separation
corresponding to the fibre patrol radius (dot-dashed grey line) and the limit corresponding to twice the
mean survey seeing (dotted grey line). Below this limit, target blending cannot be resolved, leading
to a loss of power. This plot demonstrates that the strong increase in power at small scales (below
0.2Mpc/h) is not due to the (slight) incompleteness of the One-Percent survey.

The clustering of the One-Percent survey ELG sample is first illustrated in Figure 2 which shows
the 2D correlation function in successive bins in π, as a function of rp. This figure highlights several
key points about the ELG clustering measurement from the One-Percent survey. A strong signal at
small scales is visible at separations larger than rp = 0.03Mpc/h, the threshold below which target
blending makes clustering measurements unreliable. The strong up-turn in the small-scale clustering
appears for transverse separations below rp ∼ 0.2Mpc/h and is mostly due to separations along
the line-of-sight below π = 3Mpc/h. In this region, the incompleteness of the survey may bias the
clustering measurements due to fibre collisions if the number of visits is limited. To illustrate this,
measurements corresponding to the complete survey footprint (solid lines) are compared with those
excluding regions of lower completeness, outside the interval between 0.2 and 1.5 degrees from the
field centre of each rosette (dashed lines). The strong up-turn in the clustering signal appears also in
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the latter measurements, showing that incompleteness due to fibre collisions is not responsible for the
strong ELG clustering at small scales that we observe.
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Figure 3. Top: DESI clustering measurements for the One-Percent survey ELG data sample
restricted to the redshift range 0.8 < z < 1.6 and to regions of high completeness. Data are shown
without (orange) and with (purple) tiling incompleteness weights. Errors are jackknife statistical
uncertainties. Bottom: difference between clustering measurements without and with fibre assignment
weights applied.

Incompleteness can however bias the clustering measurements, especially at small scales. To limit
that effect, we restrict the ELG sample to those targets observed in regions of high completeness, that
is between 0.2 and 1.5 degrees from the field centre of each rosette. This reduces the sample size
by 12% leaving 215k galaxies. Residual density inhomogeneities in that sample due to residual fibre
assignment inefficiencies are corrected with a weighting procedure. This is illustrated in Figure 3 which
shows how the clustering evolves when fibre assignment corrections are applied. These corrections are
twofold. Incompleteness weights for individual galaxies and for galaxy pairs are computed as inverse
probabilities of being targeted in a set of multiple realisations of the actual fibre assignment algorithm,
as described in [33]. These weights are completed by angular up-weighting to treat the case of galaxy
pairs with zero selection probability in the previous computation, as described in [34]. [35] showed
that this weighting scheme provides an unbiased clustering down to ∼ 0.1Mpc/h. As anticipated from
the removal of the regions of lower completeness in the rosettes, the fibre assignment weights have
a small impact on the measured clustering, visible essentially at scales lower than ∼ 1Mpc/h, as a
result of fibre collisions.

The clustering measurements can be biased by other systematic effects, such as density inho-
mogeneities due to imaging conditions or redshift failure rate variations with spectroscopic observing
conditions. We checked that the correcting weights associated to these effects have a negligible impact
on the small-scale clustering measurements. Besides the completeness weights, we also apply FKP
weights [36] that minimise variance in the clustering measurements. We also checked with simulations
that the small footprint of the One-Percent Survey has a negligible integral constraint effect [37] on
these measurements in the range of separations used in this study.

Several observational studies of ELG clustering at redshifts z ∼ 1 have already been published,
using data from various surveys, such as COSMOS [38], VIPERS [e.g 13, 39], eBOSS [1, 12, 15, 40]
or the HSC SSP survey [14]. But the clustering measurements provided by the DESI One-Percent
survey are the first redshift space measurements that go down to transverse separation scales as low
as 0.03Mpc/h, offering a direct and robust measurement of the one-halo term contribution to the
clustering.

In the following, we first use the clustering measurements in the redshift range 0.8 < z < 1.6 to
test different prescriptions for the ELG HOD modelling and then fit the most promising one to the
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measurements, splitting the sample in two redshift intervals in Section 8 to test for a possible HOD
parameter evolution with redshift.

3 Standard ELG HOD models

The standard HOD formalism describes the relation between galaxies and their dark matter halos as
the probability that a halo with mass M hosts N such galaxies. Central and satellite galaxies are
considered separately, with ⟨Ncent(M)⟩ and ⟨Nsat(M)⟩ their respective mean numbers per halo of a
given halo mass.

3.1 Models for central galaxies

Based on previous studies of ELG clustering [1, 12], we retain four possible HOD prescriptions for
central galaxies, one with a Gaussian shape and three different functions producing an asymmetric
shape:

• a Gaussian HOD model (GHOD):

⟨Ncent(M)⟩ = Ac√
2πσm

· e−
(log10 M−log10 Mc)

2

2σ2
m ≡

〈
NGHOD

cent (M)
〉

(3.1)

• a LogNormal HOD model (LNHOD): defining x = log10 M − (log10 Mc − 1), the prescription
for central galaxies is:

⟨Ncent(M)⟩ = Ac√
2πσm · x

· e−
(ln x)2

2σ2
m for x > 0, and 0 otherwise (3.2)

• a Star Forming HOD model (SFHOD):

⟨Ncent(M)⟩ =

{〈
NGHOD

cent (M)
〉

M ≤ Mc

Ac√
2πσm

·
(

M
Mc

)γ

M > Mc

(3.3)

• a modified High Mass Quenched model (mHMQ):

⟨Ncent(M)⟩ =
〈
NGHOD

cent (M)
〉
·
[
1 + erf

(
γ(log10 M − log10 Mc)√

2σm

)]
(3.4)

Note that this model is derived from the High Mass Quenched model of [1] setting the quenching
factor to infinity to only retain the asymmetric shape of the central distribution.

In the above formulas, Ac sets the size of the central galaxy sample, Mc is the characteristic
mass for a halo to host a central galaxy, σm is the width of the distribution and γ, if present, controls
its asymmetry. A Bernoulli distribution with mean equal to ⟨Ncent(M)⟩ is used to generate either 0
or 1 central galaxy per halo.

3.2 Baseline model for satellite galaxies

For satellite galaxies, we adopt the following HOD [1, 12]:

⟨Nsat(M)⟩ = As

(
M −M0

M1

)α

(3.5)

where As sets the size of the satellite galaxy sample, M0 is the cut-off halo mass from which satellites
can be present and α controls the increase in satellite richness with increasing halo mass. M1 is
introduced for normalisation purpose and corresponds to the halo mass at which 1 satellite is expected
if As = 1 and M0 is negligible w.r.t. M1. Note that the above form (without the normalisation factor
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As) was first introduced in [41] based on N-body simulations and in [42] based on semi-analytical
models and hydrodynamical simulations of galaxy formation, for it was found to provide a very good
description of the occupation distribution of satellites predicted in this framework. The normalisation
factor As was introduced in later works as a way to model the incompleteness of the satellite sample.
In this paper, we use both Ac and As to impose a density constraint to our HOD models, as explained
in the next section.

Throughout the paper, unless stated otherwise, the actual number of satellite galaxies as a
function of halo mass is drawn from a Poisson distribution with mean equal to ⟨Nsat(M)⟩. By
default, several satellites can thus be present in the same halo, and satellites can be present even if
there is no central galaxy in the halo. We note that in such a case, classifying them as satellites may
appear inappropriate, but is no more than a convenience to refer to the parametrisation used. Beyond
the above functional forms for the mean numbers of central and satellite galaxies as a function of halo
mass, a prescription must be chosen to define how satellite positions and velocities are distributed.
This is described in Section 5.

From the above equations, derived parameters can be calculated analytically, such as the ex-
pected total number density of the galaxy sample:

n̄gal =

∫
dn(M)

dM
[⟨Ncent(M)⟩+ ⟨Nsat(M)⟩] dM (3.6)

the fraction of satellites:

fsat =
1

n̄gal

∫
dn(M)

dM
⟨Nsat(M)⟩dM (3.7)

or the average halo mass of the sample:

⟨Mh⟩ =
1

n̄gal

∫
dn(M)

dM
[⟨Ncent(M)⟩+ ⟨Nsat(M)⟩]MdM (3.8)

where dn(M)
dM is the halo mass function, taken from the N-body simulation. We also define an effective

M ′
1 mass parameter that is equivalent to the M1 mass scale in the original parametrisation for satellite

occupation without the As parameter:

M ′
1 ≡ M1

A
1/α
s

(3.9)

M ′
1 is the halo mass scale to have one satellite on average if M0 is negligible w.r.t. M ′

1.

3.3 HOD free parameters and density constraint

The HOD parameters are Ac,Mc, σM (and possibly γ) for central galaxies and As,M0, α,M1 for satel-
lite galaxies. M1 being degenerate with As and α cannot be constrained in the fits. Unless otherwise
stated, it is fixed to a value of 1013M⊙/h in the fits described in this paper. The normalisation
parameters Ac and As are used to impose a density constraint in the fitting procedure to match the
density in DESI data, as explained below. All other parameters are left free to vary.

The galaxy sample number density in Eq. (3.6) is governed by both Ac and As and the fraction
of satellites in Eq. (3.7) is controlled by their ratio. All other conditions being equal, the same
clustering is obtained whatever Ac and As values, provided their ratio is fixed. The density constraint
is introduced in the following way. At each point in the HOD parameter space, we set Ac to an initial
value, while As is sampled from a flat prior range. We compute the total number density in Eq. (3.6)
for these initial values of Ac and As and rescale them by the same factor (to preserve the clustering)

in order to normalise the galaxy density to 10−3(h/Mpc)
3
, close to that of the DESI ELG sample.

In our tables, we report Ac initial values, best-fit values of As which are unrescaled and we provide
the corresponding rescaling factor used to set the density of the mocks to that of data. This factor is
applied for the derived parameters and for mock creation.
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4 Simulation

To create mock catalogues from simulations according to the above HOD models, we rely on the
AbacusSummit suite of high-accuracy cosmological N-body simulations [3] designed for the clustering
analyses of DESI. We use the cleaned halo catalogues obtained with the CompaSO algorithm [43]
applied to these simulations. The suite is defined primarily in the base Planck 2018 ΛCDM best-fit
cosmology [32] but contains also several variants, and proposes different resolutions and cubic box
sizes.

usage cosmology box size resolution realisations

baseline modelling Planck 2018 ΛCDM 1.185 Gpc/h 40963 1
correlation matrix Planck 2018 ΛCDM 0.5 Gpc/h 17283 1800
cosmic variance Planck 2018 ΛCDM 2 Gpc/h 69123 25
high Neff Neff = 3.7 1.185 Gpc/h 40963 1
high Neff cosmic variance Neff = 3.7 2 Gpc/h 69123 6
low σ8 Planck 2018 with σ8 = 0.75 1.185 Gpc/h 40963 1
low σ8 cosmic variance Planck 2018 with σ8 = 0.75 2 Gpc/h 69123 6

Table 1. Cosmology, box size and mass resolution of the AbacusSummit simulations used in
this work. The mass resolution is given as the number of particles in the box. The first column
indicates the use of each set of simulations: baseline HOD modelling, correlation matrix for data,
cosmic variance for the model covariance matrix. The last four sets are used to explore different
cosmologies but with identical simulation initial conditions as in the baseline modelling.

Table 1 presents the subset of simulations used in this work. They all have the same resolu-
tion, that is 69123 particles in a box of 2 Gpc/h length, which corresponds to a particle mass of
about 2×109M⊙/h. This ensures that halos are well resolved down to 1011M⊙/h giving ∼50 par-
ticles/halo [3]. Besides, the halos corresponding to best fitting results obtained in this work have a
mass larger than 3 × 1011M⊙/h which corresponds to 150 particles/halo. Note that throughout the
paper, we define the halo mass as the number of particles in the halo multiplied by the particle mass.

5 Fitting Methodology

The HOD fitting pipeline used in this work is described in [17]. It proceeds in two steps, HOD
mock generation and HOD parameter fitting, based on Gaussian processes. The main features of the
pipeline are summarised hereafter and the construction of the covariance matrix used in the fits is
described afterwards.

5.1 Pipeline based on Gaussian processes

The fitting pipeline uses Gaussian processes (GP) to obtain a surrogate model of the likelihood surface
describing the comparison of clustering measurements between data and HOD mocks. At each point of
the HOD parameter space of a given model, DM halos from the baseline AbacusSummit 1.18 Gpc/h
cubic box (see Table 1) are populated with galaxies according to the HOD parameters, in order to
generate mock catalogues. As explained in [17], mocks are created with a fixed galaxy density of
10−3(h/Mpc)3, close to that of the actual ELG sample. In this process, the HOD prescriptions for
the mean numbers of central and satellite galaxies described in Section 3 are complemented by the
following assumptions. Central galaxies are positioned at the centre of their halos. Satellite positions
obey a Navarro-Frenk-White profile [44] using r25, the radius of a sphere that contains 25% of the
halo particles, as a proxy for rs, the scale radius of the profile. Since the mass enclosed in a sphere of
radius r is divergent for the NFW profile, we further apply a cut-off at the halo virial radius r = rvir,
taking r98, the radius of a sphere containing 98% of the halo particles, as a proxy for rvir. The above
proxies were chosen because we observed that they provide a predicted clustering which is very close
to that obtained with satellite positioning using DM particles, as illustrated in Appendix A. Satellite
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velocities are normally distributed around their mean halo velocity, with a dispersion equal to that of
the halo dark matter particle velocities, rescaled by an extra free parameter denoted fσv , following [1].

At each point of the parameter space, we generate 20 mock catalogues and compare their
clustering to that of data to produce one χ2 value per mock. The 20 χ2 values are then averaged
and both the mean χ2 value and the standard deviation of the mean are fed into the GP. The
covariance matrix entering the χ2 definition contains a data component and a model component that
accounts for the stochastic noise of the mock creation and the cosmic variance to be expected for
1.18 Gpc/h cubic boxes. These two covariance matrices are discussed further in Section 5.2. In the χ2

computation, each of the covariance matrix components is corrected for the Hartlap effect [45], which
predicts a biased estimate of the inverse covariance matrix entering the χ2 computation if there is a
large difference between the number of measurements and the number of mocks used to estimate the
covariance matrix.

Initial training of the GP is obtained from the χ2 values and errors computed on a given set of
points. Based on the conclusions of [17], the training sample is obtained from Hammersley sampling
of the HOD parameter space using flat priors. After initial training, the GP model of the likelihood
surface is further improved by an iterative procedure adding one point to the training sample at each
iteration. The added point is randomly chosen in Monte Carlo Markov chains (MCMC) sampling the
GP prediction. This allows us to obtain both an accurate minimisation of the χ2 and reliable error
contours in the HOD parameter space. We refer the reader to [17] for the results of repeatability and
accuracy tests of the method performed on simulations.

In the following, we use an initial training sample of 800 points from Hammersley sampling,
followed by 800 iterations and check the fit convergence during the iterative step by means of the
Kullback-Leibler (KL) divergence [46] between the MCMC chains. As shown in [17], instabilities in
the GP likelihood surface estimate can be generated in the course of the iterative procedure, due to
learning phases triggered in small regions of the parameter space by the addition of the extra point.
These instabilities do not strongly impact the iterative evolution of the marginalised parameter values
but affect the KL divergence. To check the fit convergence, we thus compute the KL divergence from
cleaned MCMC chains, where points with uncertainties above 10 in the χ2 value predicted by the GP
have been removed. We consider a fit to be converged when the KL divergence is below 0.1 in a set of
20 consecutive iterations and we define the final iteration as the last iteration of the last such set of
iterations. When no such set of consecutive iterations is found, the final iteration is the last iteration
with a KL divergence below 0.1. The fit results are defined by the marginalised HOD parameter
values at that final iteration, with statistical uncertainties given by the [0.16− 0.84] quantiles of the
parameter posteriors at that same iteration.

As 2-point statistics, the GP pipeline uses the projected correlation function, wp(rp), as well
as the monopole ξ0(s) and quadrupole ξ2(s) of the two point correlation function, as introduced in
Section 2.1.

5.2 Covariance matrix for data and model

A data covariance matrix appropriate for the ELG clustering measurements used by the GP pipeline
was derived applying the delete-one Jackknife method to the One-Percent survey footprint divided
into 128 independent regions, the maximum number of large enough regions given the small extent
of the footprint. The jackknife regions were defined using a K-means sampler that cuts the footprint
into regions of similar size in RA/DEC, as implemented in the DESI package pycorr. To recover an
unbiased estimate of the covariance matrix, correction terms were applied as described in [47]. As
the off-diagonal terms of that matrix were affected by noise, a smooth correlation matrix was derived
from simulation to replace that from data. For that purpose, we resorted to the 1800 small boxes
from the AbacusSummit simulations in Table 1 that allow cosmic variance to be included with good
statistical precision.

The result of a preliminary HOD fit to the data using the Jackknife covariance matrix was first
used to populate the small box halos, with a density identical to that in the data sample. Figure 4
compares the clustering from the data with the calculated clustering for the mocks used to determine
the correlation matrix. The binning of the three statistics is that defined in Section 2.1. The off-
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Figure 4. DESI ELG clustering measurements from the One-Percent survey data sample. From left
to right, we show the projected correlation function, the monopole and quadrupole of the correlation
function. Data (dots with error bars) are compared to expectations (solid lines) from 1800 realisations
of a HODmodel obtained from a preliminary fit to these data using a pure Jackknife covariance matrix.
Uncertainties are Jackknife errors.
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Figure 5. Left: correlation matrix derived from 1800 mocks built from the HOD model in Figure 4.
Right: correlations from the mock-based matrix (above the diagonal) compared with those from the
pure Jackknife covariance matrix (below the diagonal).

diagonal terms of the mock-based correlation matrix are much smoother than the ones calculated from
the data as shown in Figure 5. In the following, we define the data covariance matrix of the HOD fits,
Cdata from the mock-based correlation matrix, using the Jackknife diagonal errors to appropriately
normalise variances and covariances.

The GP pipeline also considers a covariance matrix for the model, Cmodel, as described in [17].
To build it, correlations are assumed to have small variations over the HOD parameter space and
we first compute a fixed correlation matrix from 1000 realisations of the HOD model under test,
at a given reference point in the parameter space. When scanning the HOD parameter space, the
model covariance matrix at each point is then obtained by normalising all terms of the previous
correlation matrix by the quadratic sum of two sets of diagonal errors. The first set contains the
variances of the clustering measurements over the 20 realisations drawn to compute the χ2 at the
current point, and thus accounts for stochastic noise. The second set contains the variances of the
clustering measurements obtained from 48 realisations of the HOD model at the reference point, each
drawn from a different sub-cube of 1 Gpc/h length cut out of 25 realisations of the same simulation
box (see Table 1, third line) and corrected for volume effects. This set accounts for cosmic variance.
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Figure 6. Top: DESI ELG clustering measurements from the One-Percent survey data sample,
compared to best fitting standard HOD models obtained with the GP pipeline. The models in solid
line correspond to different prescriptions for the central galaxies, keeping the standard power-law
prescription for satellites. The model in dashed line is the pure halo clustering, showing that pairs
of galaxies from the one-halo term have a strong impact on the clustering at the lowest scales.Errors
are Jackknife uncertainties only. Bottom: Fit residuals normalised by the diagonal errors of the full
covariance matrix, that comprise Jackknife uncertainties for the data as well as stochastic noise and
cosmic variance for the model, but no Hartlap factor corrections.

In the GP pipeline, the χ2 computed at each point of the HOD parameter space is thus defined
as follows:

χ2 = (ξdata − ξmodel)
⊤[Cdata/(1−Ddata) +Cmodel/(1−Dmodel)

]−1
(ξdata − ξmodel) (5.1)

where ξ is a vector of clustering measurements, C the corresponding covariance matrix and D the
Hartlap correction factor [45] based on the number of mocks used to derive the corresponding corre-
lation matrix. This is averaged over 20 HOD realisations.

6 Standard HOD results

Best fitting clustering from the GP pipeline are presented in Figure 6 and the corresponding best-fit
values of the HOD parameters are summarised in Table 2. We test the four prescriptions for central
galaxies of Section 3, keeping the standard prescription for satellites (see Eq. (3.5) and Section 5).
Except for M1 which is kept fixed in the fits, we used flat priors for all other HOD parameters. The
exact prior ranges depend on the HOD models tested but we took care to choose them wide enough
to get reasonably enclosed contours. Examples of prior ranges are shown in Appendix B.

The four best fitting models provide similar expectations for the ELG clustering, which agree
reasonably well with data. Features difficult to model correctly are the slope of the projected corre-
lation function between 0.2 and 10 Mpc/h and the bump at s ∼ 1 − 2 Mpc/h in the monopole and
quadrupole. This partially explains the high χ2 values which average at ∼157 for 65 degrees of free-
dom, depending on the model. Since all models behave similarly, it implies that there are ingredients
missing in the standard HODs for ELGs. This will be studied in the following sections.

Also shown in Figure 6 is the expected clustering computed from halos only, regardless of the
galaxies they contain (dashed line). This highlights the fact that pairs of galaxies inside the same halo
contribute, as expected, only at low scales in the three statistics. This contribution constitutes the so-
called one-halo term of the galaxy-halo connection and is essential to reproduce the strong clustering
measured at small scales in our data, notably the strong up-turn of the projected correlation function
at rp < 0.3 Mpc/h. Note however that between 0.3 and ∼1 Mpc/h in rp, the measured clustering is
above the predicted halo clustering, meaning that the one-halo contribution arising from the NFW
profile is not sufficient to describe the data in this region.
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parameter & χ2 LNHOD GHOD SFHOD mHMQ

Ac (resc.) 1 (0.08) 1 (0.08) 1 (0.08) 1 (0.08)

log10M0 11.78+0.04
−0.05 11.72+0.03

−0.04 11.73+0.03
−0.03 11.70+0.03

−0.03

As 0.09+0.01
−0.01 0.08+0.04

−0.01 0.09+0.04
−0.02 0.10+0.04

−0.03

log10Mc 11.87+0.01
−0.01 11.89+0.02

−0.02 11.87+0.03
−0.03 11.72+0.06

−0.04

α −0.28+0.03
−0.03 −0.31+0.08

−0.05 −0.28+0.06
−0.04 −0.26+0.08

−0.08

fσv 1.29+0.07
−0.06 1.23+0.06

−0.06 1.27+0.07
−0.07 1.27+0.07

−0.06

σM 0.08+0.02
−0.01 0.11+0.02

−0.02 0.07+0.04
−0.02 0.22+0.08

−0.11

γ - - −4.42+0.99
−0.76 7.06+1.33

−1.97

log10M
′
1 5.37 6.12 5.57 4.77

fsat 0.10+0.02
−0.02 0.12+0.03

−0.02 0.11+0.02
−0.02 0.12+0.02

−0.02

f1h 0.041+0.007
−0.005 0.040+0.005

−0.006 0.039+0.005
−0.006 0.039+0.009

−0.008

log10 ⟨Mh⟩ 11.87+0.01
−0.01 11.87+0.01

−0.01 11.88+0.01
−0.01 11.87+0.02

−0.01

χ2 (ndf) 156.0± 1.0 (65) 157.6± 1.3 (65) 155.5± 1.2 (64) 158.2± 1.0 (64)

Table 2. Results of standard HOD fits to the DESI ELG clustering measurements from the One-
Percent survey. The first line provides the initial fixed value of Ac and the rescaling factor applied
to impose the density constraint in the fits. The following six or seven parameters are the free HOD
parameters, the next four are derived parameters. log10 M

′
1 is given for best-fit values of α and As

(the latter after rescaling). fsat is the fraction of galaxies which are satellites and f1h is the fraction
of galaxies which are not alone in their halos. All masses are in units of (M⊙/h).
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Figure 7. Left: Best fitting HOD models to the DESI One-Percent ELG sample obtained with
standard prescriptions for central (solid lines) and satellite (dashed lines) galaxies. We recall that
satellites can populate halos even if no central galaxy is present. Four models for central galaxies were
used and give similar results. Most noticeably, the satellite average number decreases with increasing
halo mass. Right: Number of galaxies per halo mass bin for halos populated according to the four
HOD models on the left. The simulation box volume is 1.66 (Gpc/h)3. The full distributions are in
solid lines. The dashed lines show the contribution of halos hosting more than one galaxy, that is
the one-halo component of the full distributions. The four prescriptions for central galaxies lead to
similar results, both for the full distribution or for its one-halo component.
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These results are further illustrated in Table 2, which provides the best-fit values of the model
parameters, and in Figure 7, which shows the four best fitting HOD models and the distributions of
the number of galaxies per halo mass bin for halos populated according to these HOD models. The
four models exhibit similar features. The HOD for centrals peak at a mass slightly below 1012M⊙/h
and span a short interval of halo masses as shown by the low values of σM . The minimal mass
to populate halos with satellites is slightly below Mc and the satellite HOD has a negative power-
law index. Both features reflect the need to have close pairs of galaxies in low mass halos in order
to reproduce the ELG clustering at small scales, and translate into a one-halo component of the
distribution of the number of galaxies per populated halo mass bin that peaks at low halo mass, as
shown in the right-hand plot in Figure 7. The mean halo mass of the galaxy sample and the satellite
fraction are analytically calculated using Equations (3.7) and (3.8) from the [16-84] quantiles of the
best-fit Markov chains. The fraction of galaxies which are not alone in their halos, f1h, is found to be
about 4% in the four models tested. This fraction is computed numerically from 50 mocks generated
from random HOD parameters drawn from the 1σ errors of the best fitting HOD models. Note that
the value of f1h depends on the number density of the mocks, which is constrained to be that of our
data sample ∼ 10−3(h/Mpc)3.

Previous small-scale clustering studies of ELG samples at redshifts ∼ 1 were performed in
different frameworks, either HOD [e.g 12, 14, 38], Abundance Matching [e.g 13, 15, 39] or conditional
stellar mass function method [40]. They find consistent results about the mean mass of halos hosting
such galaxies, log10 ⟨Mh⟩ ∼ 12 They reported satellite fractions ranging from 13 to 22% for standard
HOD prescriptions but extended ones can increase significantly these numbers [12] showing that the
satellite fraction does not provide a robust way to make precise comparisons between different analyses.
For these two parameters, our findings are similar, namely log10 ⟨Mh⟩ ∼ 11.9 and fsat ∼ 12%.

All previous HOD studies also reported a satellite HOD that increases at high halo mass [12–15],
or possibly becomes uniform [40], while we find a significant decrease (see Figure 7). This decrease
is also responsible for the meaningless values of the effective log10 M

′
1 parameter reported in Table 2,

as the mass scale for having one satellite on average cannot be found at high halo mass. As pairs of
galaxies from the one-halo term dominates the clustering at small-scales (see Figure 6), we attribute
this decrease to the strong signal observed by DESI in a range of scales which were not previously
probed and that we can model only with pairs of galaxies preferentially in low mass halos.

However, physically motivated models of ELGs, either based on semi-analytical modelling [e.g
11, 48–50] or hydrodynamical simulations [e.g 51] do predict an increasing satellite HOD at high halo
mass for ELGs at redshifts ∼ 1. We thus interpret our negative index result as a sign of an inadequate
HOD model to describe DESI ELGs. In the next section we modify the model to include central-
satellite conformity, that is the fact that satellite occupation may be conditioned by the presence of
central galaxies of the same type, an hypothesis corroborated by hydrodynamical simulations [52].
Note that indications of conformity between central and satellite galaxies related to their types have
already been reported in the literature [53].

7 Results in extended HOD models

In this section, we modify the standard prescription for satellite occupation. We first test conformity
bias, as suggested by the results previously described and by studies from hydrodynamical simulations.
We then test other possible changes in an attempt to better fit the clustering measurements in the
problematic regions spotted in the above section.Throughout this section, the baseline model for
central galaxies is the mHMQ prescription. We also describe a cross-check of our results using the
AbacusHOD pipeline as an alternative fitting tool.

7.1 Strict conformity bias

Best fitting clustering with strict central-satellite conformity from the GP pipeline are presented in
Figure 8 and compared to previous results without conformity. In this extended model, satellites can
populate a halo only if a central galaxy is already present. Best-fit values of the model parameters
are reported in Table 3. Strict conformity only slightly improves the agreement with data and the
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Figure 8. Top: DESI ELG clustering measurements from the One-Percent survey data sample,
compared to best fitting mHMQ models obtained with the GP pipeline, without (green line) and with
(red line) strict conformity bias. The dashed line is the pure halo clustering. The agreement between
data and expectations is slightly improved by requiring strict conformity, that is by conditioning
satellite occupation to the presence of a central galaxy. Errors are Jackknife uncertainties only.
Bottom: Fit residuals normalised by the diagonal errors of the full covariance matrix, that comprise
Jackknife uncertainties for the data as well as stochastic noise and cosmic variance for the model, but
no Hartlap factor corrections.
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Figure 9. Left: Best fitting HOD models to the DESI One-Percent ELG sample obtained without
(green line) and with (red line) strict conformity bias between central (solid lines) and satellite (dashed
lines) galaxies. The mHMQ prescription for centrals is used. Right: Number of galaxies per halo mass
bin for halos populated according to the two HOD models on the left. The simulation box volume
is 1.66 (Gpc/h)3. The full distributions are in solid lines. The dashed lines show the contribution of
halos hosting more than one galaxy, that is the one-halo component of the full distributions. Requiring
strict conformity drastically changes the HOD models and the distributions of the number of galaxies
per populated halo mass bin: satellites are forced to populate only halos with central galaxies and
thus are spread over a wider range of halo masses.
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best-fit χ2 value. On the other hand, the shape of the HOD model and that of the distribution of
galaxies per populated halo mass bin are significantly modified, as shown in Figure 9. With strict
conformity, pairs of satellites in halos with no central galaxy are forbidden. To obtain the strong
one-halo term needed to reproduce the small scale clustering, when conformity is required, pairs of
galaxies are distributed over a wider range of halo masses at both low and high halo mass, as can
be seen in the right-hand panel of Figure 9 (see distributions in dashed lines). This translates into
a satellite HOD that increases linearly (α = 0.91+0.14

−0.11) with halo mass, as expected in physically
motivated models. Note also that the mass scale for having one satellite on average is now obtained
at large halo mass, as can be seen directly on the left panel in Figure 9 and from the value of the
effective log10 M

′
1 parameter in Table 2. We recall that even though the HOD of satellites increases

with halo mass, strict conformity can only populate halos that already have a central. Hence, the
satellite distribution per populated halo mass bin cannot exceed that of the centrals (see Figure 9).

As a consequence, with strict conformity, the HOD parameters are all changed, except for the
velocity dispersion parameter, fσv

which we discuss further in section 7.2. The fraction of satellites
fsat is five times smaller than without conformity, as a result of trading satellites alone in their halos
for central-satellite pairs. On the other hand the one-halo term fraction f1h and the mean halo mass
remain very close to their values without conformity. This shows that these are model-independent
characteristics that can be constrained by clustering measurements. As such they provide suitable
quantities to compare results from analyses done in different frameworks. Note that, by definition,
in the case of strict conformity, f1h = 2fsat for halos hosting one central and one satellite, which is
typical of our ELG sample, cases with more than 1 satellite being rare.

parameter & χ2 mHMQ mHMQ+conformity

Ac (resc.) 1 (0.08) 0.1 (0.63)

log10M0 11.70+0.03
−0.03 11.19+0.12

−0.10

As 0.10+0.04
−0.03 0.31+0.15

−0.08

log10Mc 11.72+0.06
−0.04 11.64+0.04

−0.04

α −0.26+0.08
−0.08 0.91+0.14

−0.11

fσv 1.27+0.07
−0.06 1.34+0.08

−0.08

σM 0.22+0.04
−0.02 0.39+0.08

−0.10

γ 7.06+1.33
−1.97 4.50+1.49

−1.29

log10M
′
1 4.77 13.78

fsat 0.12+0.02
−0.02 0.024+0.030

−0.017

f1h 0.039+0.009
−0.008 0.048+0.010

−0.012

log10 ⟨Mh⟩ 11.87+0.02
−0.01 11.86+0.02

−0.02

χ2 (ndf=64) 156.0± 1.0 152.5± 1.1

Table 3. Results of mHMQ fits without and with strict conformity bias between central and satellite
galaxies. The first line provides the initial fixed value of Ac and the rescaling factor applied to impose
the density constraint in the fits. The following seven parameters are the free HOD parameters, the
next four are derived parameters. log10 M

′
1 is given for best-fit values of α and As (the latter after

rescaling). fsat is the fraction of galaxies which are satellite galaxies. f1h is the fraction of galaxies
which are not alone in their halos. All masses are in units of (M⊙/h).

Finally, Figure 10 presents the best fitting HOD models and distributions of the number of
galaxies per populated halo mass bin for the four prescriptions we can use for central galaxies. The
four models show an increase of the satellite HOD with increasing halo mass. The LNHOD model
converges toward a triangular shaped HOD for centrals showing a sharp cut-off in mass for halos to
host centrals, log10 Mh > log10 Mc − 1 which originates from the large best-fit value of σM . This
deviates substantially from physically inspired ELG models although the shape of the best fitting
clustering statistics is almost indiscernible from the three other HOD models. This is reflected in
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the best-fit χ2 values that are similar in the four models, ∼ 152 for mHMQ and LNHOD, ∼ 156
for GHOD and ∼ 161 for SFHOD. With strict conformity, the minimal halo mass to host satellites,
log10 M0 is around ∼ 11.2 for the four models, compared to 11.7 without conformity. This decrease is
to be expected since with conformity the value of M0 is driven by the minimum mass of halos hosting
a central galaxy and reflects the need for having galaxy pairs in low-mass halos. We emphasise that
all conformity models strongly favour putting satellites as soon as the halo is populated by central
galaxies. The values of the characteristic halo mass for centrals, log10 Mc, which were similar in the
four models without conformity, are around 11.8 except for the LNHOD model which gives 12.6 due
to the skewness of the HOD shape.
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Figure 10. Left: Best fitting HOD models to the DESI One-Percent ELG sample obtained with
strict conformity bias between central and satellite galaxies. Four prescriptions for central galaxies
are used. They reproduce clustering data equally well but give different HOD shapes. Right: Number
of galaxies per halo mass bin for halos populated according to the four HOD models on the left.
The simulation box volume is 1.66 (Gpc/h)3. The full distributions are in solid lines. The dashed
lines show the one-halo component of the full distributions. The four models show an increase of the
satellite HOD with increasing halo mass. The LNHOD model converges towards a triangular shaped
HOD for centrals showing a sharp cut-off in mass for halos to host centrals, log10 Mh > log10 Mc − 1
which originates from the large best-fit value of σM .

7.2 Velocity bias

In the GP pipeline, satellite velocities are normally distributed around their halo velocity, computed
as the mean halo dark matter particle velocities. The satellite velocity dispersion is that of the particle
velocities rescaled by the fσv

parameter which is left free to vary in the fits, namely:

v⃗sat ∼ N (v⃗h, fσv
· σvh) (7.1)

This parameter represents a simple way to make ELG satellites hotter or cooler than dark matter
particles, an hypothesis which was tested in studies of the eBOSS ELG sample [1, 12]. The GP
pipeline results previously presented show that, without or with conformity bias, and whatever the
HOD prescription for central galaxies, the best-fit value for fσv

is significantly higher than 1, which
is in line with what was reported in [12]. The best-fit values range from 1.2 to 1.5 depending on the
model, with an error around ±0.1.

We check the impact of satellite velocities on this result using two other prescriptions. Instead
of drawing satellite velocities according to (7.1), we set them to the halo velocity and add a circular
velocity drawn from a NFW profile as defined in [44]:

v⃗sat(r) = v⃗h +

√
GMh

rvir

√
g(ch · r)
r · g(ch)

u⃗circ with g(x) = ln (1 + x)− x

(1 + x)
(7.2)
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u⃗circ is a unitary vector perpendicular to the vector joining the halo centre to the satellite position
and whose orientation in this plane is randomly chosen. In the above equation, r is the satellite radial
position, rvir is the virial halo radius and ch its concentration. As mentioned in Section 5.1, we take
r98 as a proxy for rvir and r25 as a proxy for rs, so that ch ≡ rvir/rs = r98/r25. As a second choice,
we first draw a satellite velocity u⃗sat according to (7.1) and add to it a common infall velocity v⃗infall
defined along the line between the satellite position to the halo centre:

u⃗sat ∼ N (v⃗h, σvh) then v⃗sat = u⃗sat + v⃗infall with v⃗infall = vinfall ·
r⃗h − r⃗sat
|r⃗h − r⃗sat|

(7.3)

This model is a good approximation of the prediction presented in [54] based on semi-analytical
models of star-forming galaxies. The latter predict that among star-forming galaxies those which
were accreted the latest could have a net infall velocity towards the halo centres.

In order to illustrate the impact of satellite velocities on the clustering statistics, Figure 11
compares the DESI data clustering to the best fitting mHMQ model with strict conformity bias
found in the previous section (purple curve) and to predictions from that model where we modify the
satellite velocity prescription, keeping the other HOD parameters fixed, without refitting the data.
The satellite velocity is modified according to equations (7.2) and (7.3), using a value of 170 km/s for
vinfall in the latter case. Also shown is the predicted clustering with fσv

set to 1 to remove any velocity
bias (green curve). The four models predict the same projected clustering, as expected since velocities
have no effects on this statistic. Taking a NFW profile for velocities (red curve) does not provide a
good modelling of the 2-point correlation functions multipoles. Not rescaling the velocity dispersion
(green curve) provides a good modelling of the monopole only, while up-scaling the dispersion (purple
curve) allow both multipoles to be correctly modelled. Last, there is practically no difference in the
predicted clustering between an up-scaling of the particle velocity dispersion with a factor of 1.34
and a net infall velocity of 170km/s added to velocities normally distributed around the halo velocity
with a dispersion equal to that of the particle velocities (orange curve). These two models, although
different, have quite similar impact on the clustering and cannot be disentangled with the statistics
we are using. Note that random errors in the ELG redshift determination [22] are equivalent to a 60
km/s velocity dispersion along the line of sight and only accounts for 0.03 on the observed shift in
fσv

w.r.t. 1. We conclude that a velocity dispersion larger than that of DM particles is needed to
reproduce the clustering of the DESI One-Percent survey ELG sample. Interestingly, a velocity bias
was also reported by SDSS for main galaxies at low redshifts (z < 0.2) and LRGs at intermediate
(z ∼ 0.5) redshifts [55, 56] but the effect goes in the opposite direction, with satellites moving more
slowly than particles by a factor that depends on the galaxy luminosity, the bias being stronger for
more luminous galaxies.

In the following, we continue with the baseline prescription for satellite velocities, expressed as
a rescaling of dark matter particle velocities by a factor fσv

.

7.3 Comparison to AbacusHOD pipeline

At this point, we cross-check our results with the AbacusHOD pipeline [57], which is particle-based
and highly efficient. Designed specifically for multi-tracer analyses and HOD-cosmology combined
analyses, it takes advantage of the large volume and precision of the AbacusSummit simulations
by optimising computational efficiency. We refer the reader to [57] for a detailed description of this
pipeline.

The baseline HOD prescription for ELG central galaxies in AbacusHOD is the HMQ model
of [1]. In the present work, we restrict to the simpler mHMQ model of section 3 (with Ac renamed
to pmax). For the satellite galaxies, we adopt the baseline power law model of Eq. (3.5) except we
reparametrise M0 = κMc. Central galaxies are assigned the position and velocity vector of the centre
of mass of the largest sub-halo while satellite galaxies are assigned to DM particles of the halo with
equal probabilities. Each halo can only host at most one central galaxy and each particle can also
host at most one satellite.

The AbacusHOD implementation of ELG central-satellite conformity introduces one extension
parameter to the standard satellite HOD to modulate the strength of the conformity effect. Specif-
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Figure 11. DESI ELG clustering measurements from the One-Percent survey data sample compared
to HOD models differing only by their satellite velocity prescriptions. We show the best fitting
mHMQ model with conformity bias found in Section 7.1 (purple) which corresponds to rescaling the
dispersion of dark matter particles by a factor fσv

=1.34 to describe the satellite velocities. Other
models correspond to the following changes: fσv

=1 (green), drawing satellite velocities from a NFW
profile (red) and assuming a common infall velocity (yellow) of vinfall = 170 km/s. Errors are
Jackknife uncertainties. The four models give exactly the same projected clustering but produce
differences in the 2-point correlation function multipoles at small-scales. We note that the same
clustering can be obtained by rescaling the particle velocity dispersion or assuming a common infall
velocity.

ically, we modulate the M1 parameter, which controls the overall amplitude of satellite occupation,
by whether the halo hosts a central ELG or not:

⟨Nsat(M)⟩ =


(

M−κMc

M1,EE

)α

if ELG central(
M−κMc

M1

)α

if not.
(7.4)

where M1,EE is the new parameter that modulates the ELG-ELG conformity strength. If there is no
conformity, then M1,EE = M1, and if there is maximal conformity, i.e. ELG satellites only occupy
halos with ELG centrals, then M1,EE ≪ M1. In principle, we also implement another conformity
term between ELG satellites and LRG centrals. However, it is beyond the scope of this analysis, and
we refer the reader to [18] for a conformity analysis of the ELGxLRG cross-correlation functions.

Velocity bias prescriptions are different between the two pipelines.For the GP pipeline, bias on
velocities are changed only for satellites, through the scaling parameter fσv , as described in Eq. (7.1).
The AbacusHOD pipeline allows both for central and satellite velocity biases, through parameters
αc and αs, respectively. Those impact velocities as vcent = vh +αcδv(σvh) for centrals, where δv(σvh)
is the Gaussian scatter of the velocity dispersion of the halo, and vsat = vparticles + αs(vparticles − vh),
as described in equations 8 & 9 in [57].

Although the baseline statistics of the AbacusHOD pipeline is the galaxy two-point correlation
function in two dimensions, for this cross-check it is run using the same 2-point statistics (see Sec-
tion 2.1) and the same data covariance matrix as the GP pipeline matrix (see Section 5.2). The model
covariance matrix of the GP pipeline is ignored in the fits but is used to compute best-fit χ2 values
provided below. We compare the mHMQ best fitting results from the two pipelines in Figure 12 for
the predicted clustering and in Table 4 for the HOD and derived parameters. Best-fit parameters
from the AbacusHOD pipeline are derived using global optimisation chains using Gaussian priors so
no error bars are provided. The two pipelines produce quite similar best fitting clustering predictions
and goodness of fit results, despite the completely different nature of the pipelines and their different
prescriptions for some parameters of the mHMQ model.

Most parameters treated in the same way in both pipelines have similar best fitting values, except
for the γ parameter that controls the asymmetry of the central HOD. This difference is reflected in the
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Figure 12. Top: DESI ELG clustering measurements from the One-Percent survey data sample
compared to best fitting mHMQ models with parametrised central-satellite conformity in the Aba-
cusHOD pipeline (red) and with strict conformity bias in the GP pipeline (green). Bottom: Fit
residuals normalised by the diagonal errors of the full covariance matrix, that comprise Jackknife un-
certainties for the data as well as stochastic noise and cosmic variance for the model, but no Hartlap
factor corrections.

shape of the distribution of the number of galaxies per populated halo mass bin, whose asymmetry is
more pronounced for the GP pipeline result, as can be seen in Figure 13. On the other hand, the γ
parameter is hardly constrained in the fits (see error bars in Table 4 and γ posteriors in Appendix B),
which means that our clustering statistics are not very sensitive to the asymmetric character of the
HOD distributions, so that distributions of the number of galaxies per populated halo mass bin as
different as those in Figure 13 can produce very similar clustering signals (see Figure 12).

Although the velocity bias prescriptions are different, both pipelines end up with the same
conclusion, namely that the satellite velocity dispersion is higher than that of halo particles. As for
central velocities, the AbacusHOD pipeline result shows that allowing for a velocity dispersion of
centrals is not really mandatory. As for central-satellite conformity, the AbacusHOD parametrised
bias indicates clearly a preference for conformity since M1,EE is lower than M1 by more than 5 units,
making the strict conformity of the GP pipeline implementation a good approximation. Remarkably,
both pipelines agree well on the derived parameters, the satellite fraction, one-halo term fraction and
the mean halo mass value of the sample. Finally, we note that the χ2 of the AbacusHOD result is
slightly better than that of the GP pipeline but does not significantly improve the goodness of fit.

This means that the reason for the poor goodness of fit of our results so far is not to be found in
the fitting methodology but rather in the HOD model itself. In the following, we test other extensions
of the model in the GP pipeline to check whether an improvement can be found.

7.4 Assembly bias

HOD modelling is primarily a function of halo mass only but semi-analytical models and hydrody-
namical simulations predict dependencies in other properties that are referred to as secondary biases
in the literature. In this section, we explore assembly bias which introduces a dependence related to
the halo assembly history. We test dependencies either in halo concentration, local halo density or
local halo density anisotropies, using the parametrisation suggested in [58]:

⟨N ′
cent(M)⟩ = [1 + acentfa(1− ⟨Ncent(M)⟩)] ⟨Ncent(M)⟩ (7.5)

⟨N ′
sat(M)⟩ = [1 + asatfa] ⟨Nsat(M)⟩ (7.6)

where ⟨Ncent(M)⟩ and ⟨Nsat(M)⟩ are given in Section 3. In the above equations, fa is introduced to
materialise the property of each halo in a normalised way. In a given halo mass bin, halos are first
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parameter & χ2 AbacusHOD pipeline GP pipeline

pmax = Ac (resc.) 0.08 0.10 (0.63)

log10M0 11.03 (κ = 0.19) 11.19+0.12
−0.10

As 1 (fixed) 0.31+0.15
−0.08

log10Mc 11.75 11.64+0.04
−0.04

α 0.72 0.91+0.14
−0.11

αc, αs or fσv 0.19, 1.49 1.34+0.08
−0.08

log10M1 19.83 13 (fixed)

σM 0.31 0.39+0.08
−0.10

γ 1.39 4.50+1.49
−1.29

log10M1,EE 14.25 -

fsat 0.020 0.024+0.030
−0.017

f1h 0.040 0.048+0.010
−0.012

log10 ⟨Mh⟩ 11.89 11.86+0.02
−0.02

χ2 (ndf) 143.53 (62) 152.5± 1.1 (64)

Table 4. Results of mHMQ fits with parametrised central-satellite conformity from the Aba-
cusHOD pipeline (left) and with strict conformity bias from the GP pipeline (right). The upper ten
rows list HOD parameters, the next three give derived parameters. fsat is the fraction of galaxies
which are satellite galaxies. f1h is the fraction of galaxies which are not alone in their halos. All
masses are in units of (M⊙/h).

11.0 11.5 12.0 12.5 13.0 13.5 14.0
log10(M [M /h])

100

101

102

103

104

105

dN
ga

l/d
M

GP
AbacusHOD

mHMQ+conf

Figure 13. Number of galaxies per halo mass bin for halos populated according to the best fit-
ting mHMQ models to the DESI One-Percent ELG sample, from AbacusHOD with parametrised
conformity bias (red) and from the GP pipeline with strict conformity bias (green). The simulation
box volume is 1.66 (Gpc/h)3. The full distributions are in solid lines and the dashed lines show the
one-halo component of the full distributions.
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Figure 14. Top: DESI ELG clustering measurements from the One-Percent survey data sample
compared to different best fitting mHMQ models with strict conformity bias: baseline result found
in Section 7.1 (green), model with assembly bias for both centrals and satellites as a function of
concentration (red), local halo density (purple) and local halo density anisotropies (orange). Errors
are Jacknnife uncertainties only. Bottom: Fit residuals normalised by the diagonal errors of the full
covariance matrix, that comprise Jackknife uncertainties for the data as well as stochastic noise and
cosmic variance for the model, but no Hartlap factor corrections.

ranked by decreasing values of the halo property and each halo is attributed a different value of fa,
assuming that the latter decreases linearly between 0.5 and −0.5 when going from the top ranked
halo to the last one.

The halo properties we consider are the halo concentration, ch = r98/r25 and the halo environ-
ment that we first characterise by the local halo density. To compute the latter, we project all halos
in the simulation box onto a grid of 5 Mpc/h mesh using a count-in-cell resampling algorithm and
calculate the density in each grid cell. Each halo is then attributed the local density of the grid cell
it belongs to. As a third halo property, we consider local halo density anisotropies deduced from the
so-called adaptive halo shear, computed from the smoothed local density field as described in [58],
using a smoothing scale of 1.5 Mpc/h.

Figure 14 presents the clustering predicted by the best fitting mHMQ models with strict confor-
mity bias obtained without and with the three assembly bias prescriptions (see Table 5 for HOD and
derived parameters). The mHMQ goodness of fit does not improve significantly when adding assembly
bias based on halo concentration, local density or local density anisotropies. HOD parameters and
derived parameters are within 1σ of their values in the model without assembly bias. As a result all
models exhibit similar clustering (almost indistinguishable). We note that the model with assembly
bias using halo concentration slightly improves the χ2 value with a preference for highly concentrated
halos, acen being close to 1. This constitutes a mild preference for assembly bias, but as the effect
on clustering statistics is small, this preference cannot be established unambiguously. The best fit for
assembly bias using halo local density points towards no dependence with the density as acen is found
to be compatible with 0. In the case of local density anisotropies, best-fit results indicate a preference
for halos with a slightly positive shear, acen being positive, but this preference is weaker than that
for halo concentration. Lastly, the asat parameter is consistent with 0 and poorly constrained in the
three models as a consequence of the fact that the satellite fraction with strict conformity bias is small
(∼ 2% ).

7.5 Satellite positioning with a modified NFW profile

None of the extensions of the HOD model studied in the previous sections succeeds in producing extra
pairs of galaxies at scales rp = [0.1, 1]Mpc/h as required by data.

Nevertheless, it is possible to overcome this by changing the radial profile of satellites. [54]
suggest that, whatever the halo mass, ELGs populate preferentially the outskirts of their host halos,
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parameter & χ2 no assembly ch assembly ρ assembly ’shear’ assembly

Ac (resc.) 0.1 (0.63) 0.1 (0.60) 0.1 (0.64) 0.1 (0.69)

log10M0 11.19+0.12
−0.10 11.17+0.13

−0.10 11.19+0.12
−0.11 11.19+0.13

−0.11

As 0.31+0.15
−0.08 0.35+0.10

−0.07 0.28+0.07
−0.05 0.27+0.07

−0.05

log10Mc 11.64+0.04
−0.04 11.63+0.04

−0.03 11.61+0.04
−0.03 11.66+0.03

−0.03

α 0.91+0.14
−0.11 0.93+0.10

−0.07 0.86+0.06
−0.06 0.92+0.08

−0.10

fσv 1.34+0.08
−0.08 1.35+0.08

−0.09 1.34+0.10
−0.09 1.31+0.08

−0.08

σM 0.39+0.08
−0.10 0.39+0.08

−0.09 0.44+0.13
−0.11 0.41+0.10

−0.08

γ 4.50+1.49
−1.29 4.54+1.20

−0.87 5.76+1.13
−1.19 6.05+1.04

−1.13

acen - 0.75+0.12
−0.25 −0.02+0.22

−0.24 0.10+0.05
−0.05

asat - −0.32+0.59
−0.42 0.02+0.63

−0.65 0.00+0.61
−0.57

log10M
′
1 13.78 13.72 13.87 13.79

fsat 0.024+0.030
−0.017 0.022+0.024

−0.015 0.021+0.024
−0.015 0.021+0.022

−0.017

f1h 0.048+0.010
−0.012 0.044+0.009

−0.013 0.042+0.013
−0.008 0.042+0.015

−0.01

log10 ⟨Mh⟩ 11.86+0.02
−0.02 11.84+0.02

−0.02 11.83+0.02
−0.02 11.82+0.02

−0.02

χ2 (ndf) 152.5± 1.1 (64) 144.8± 1.0 (62) 150.4± 1.4 (62) 147.98± 1.14 (62)

Table 5. Results of mHMQ fits with strict conformity bias between central and satellite galaxies
without (left) and with assembly bias as a function of halo concentration (ch), local density (ρ) and
local density anisotropies (’shear’). The first line provides the initial fixed value of Ac and the rescaling
factor applied to impose the density constraint in the fits. The following seven or nine parameters are
the free HOD parameters, the next four are derived parameters. log10 M

′
1 is given for best-fit values

of α and As (the latter after rescaling). fsat is the fraction of galaxies which are satellite galaxies.
f1h is the fraction of galaxies which are not alone in their halos. All masses are in units of (M⊙/h).
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Figure 15. Top: DESI ELG clustering measurements from the One-Percent survey data sample
compared to best fitting mHMQmodels with strict conformity bias: baseline result found in Section 7.1
(green) and model with satellite positioning according to a modified NFW profile (red). Errors are
Jacknnife uncertainties only. Bottom: Fit residuals normalised by the diagonal errors of the full
covariance matrix, that comprise Jackknife uncertainties for the data as well as stochastic noise and
cosmic variance for the model, but no Hartlap factor corrections.

galaxies accreted more recently being found further away from the halo centre. This is explained by the
fact that satellite galaxies can present high star formation rates only for a short period once the galaxy
gas has been depleted by tidal and ram pressure stripping. As a consequence, star-forming satellite
ELGs are expected to be preferentially located in the outskirts of their halo where recently accreted
subhalos free of the above processes can be found. On the observational side, results showing that
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the quenched fraction of the specific star formation rate distribution of galaxies is radially dependent
within a halo were already reported for SDSS galaxies [59, 60].

parameter & χ2 NFW profile modified profile

Ac (resc.) 0.1 (0.63) 0.1 (0.51)

log10M0 11.19+0.12
−0.10 11.20+0.11

−0.09

As 0.31+0.15
−0.08 0.41+0.10

−0.15

log10Mc 11.64+0.04
−0.04 11.64+0.04

−0.04

α 0.91+0.14
−0.11 0.81+0.08

−0.14

fσv 1.34+0.08
−0.08 1.63+0.11

−0.10

σM 0.39+0.08
−0.10 0.30+0.09

−0.07

γ 4.50+1.49
−1.29 5.47+1.37

−1.58

fexp - 0.58+0.06
−0.05

τ - 6.14+1.11
−1.20

λNFW - 0.67+0.06
−0.06

log10M
′
1 13.78 13.84

fsat 0.024+0.030
−0.017 0.034+0.010

−0.012

f1h 0.048+0.010
−0.012 0.069+0.020

−0.024

log10 ⟨Mh⟩ 11.86+0.02
−0.02 11.86+0.03

−0.03

χ2 (ndf) 152.5± 1.1 (64) 87.91± 1.84 (61)

Table 6. Results of mHMQ fits with strict conformity bias using a standard NFW profile for satellite
positioning (left) and our modified profile (right). The first line provides the initial fixed value of Ac

and the rescaling factor applied to impose the density constraint in the fits. The following seven or
ten parameters are the free HOD parameters, the next four are derived parameters. log10 M

′
1 is given

for best-fit values of α and As (the latter after rescaling). fsat is the fraction of galaxies which are
satellite galaxies. f1h is the fraction of galaxies which are not alone in their halos. All masses are in
units of (M⊙/h).

Inspired by the above publications, we test a modified NFW profile to position ELG satellites.
The number of satellites for a given halo is first drawn according to the standard prescription in
Eq. (3.5). A fraction of them, fexp have radial positions drawn from an exponential law:

dN(r)

dr
= e−r/(τ ·rs) (7.7)

where r is the distance between the satellite and the halo centre, and τ governs the slope of the
exponential and acts on the extension of the profile. Radial positions of the remaining satellites obey
a NFW profile with the same proxy for rvir as in Section 5.1 but squeezing the proxy for rs by a
factor λNFW , namely rs → rs/λNFW . This is almost equivalent to extending the profile cut-off with
respect to rvir into rcutoff = λNFW · rvir and allows for modifications of the profile extension. The
three parameters fexp, τ and λNFW are left free to vary in the fits. Note that galaxies positioned
beyond the halo virial radius are improperly called satellites but we keep that denomination here to
reflect the HOD parametrisation component they come from.

The best fitting mHMQ results with strict conformity and the above prescription are compared
with the baseline results using a pure NFW profile in Figure 15 for the clustering predictions and in
Table 6 for the HOD and derived parameters. The modified positioning of satellites translates into
a significant improvement of the agreement between data and predictions, with a χ2 value dropping
from ∼152 to ∼88 (p-value of 1.4%). The improvement is most notable in the region of the up-turn of
the projected correlation function (see residuals in Figure 15) showing that additional pairs of galaxies
have been generated at these scales with the extended profile, with no degradation of the agreement
elsewhere.
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Figure 16. Normalised satellite density profile for best-fit parameters in the mHMQ model with
strict conformity and our modified NFW profile prescription for satellites, as a function of the pro-
jected galaxy-halo centre distance perpendicular to the line of sight. Once this profile is embedded
into a HOD model, this distance is also the projected separation of central-satellite pairs. In this
example, we consider a halo of concentration 5 and rs = 0.06Mpc/h (corresponding to halo masses
around 1012M⊙/h, close to the mean halo mass value of our sample). Curves (all normalised at a
maximal value of 1) are for the NFW profile (blue), the added exponential law (dotted), the combi-
nation of the two with no scaling of the NFW cut-off (green) and the complete modified model (red).
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Figure 17. Left: Best fitting HOD models to the DESI One-Percent ELG sample with strict
conformity bias, obtained with a standard NFW profile for satellites (green) and with our modified
NFW profile (red). Solid (resp. dashed) lines represent central (resp. satellite) galaxies. The mHMQ
prescription is used for centrals. Right: Number of galaxies per halo mass bin for halos populated
according to the mHMQ models on the left. The simulation box volume is 1.66 (Gpc/h)3. The full
distributions are in solid lines. The dashed lines show the one-halo component of the full distributions.
The two satellite profiles produce similar results, with a larger scatter in populated halo masses for
the modified profile.
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An example of satellite density profile corresponding to the best fitting parameters is represented
in Figure 16 as a function of the radial position of the satellites with respect to the halo centre projected
perpendicular to the line of sight. The profile clearly shows that the exponential component acts at
projected scales between 0.03 and 1 Mpc/h, the region of the up-turn in wp. Note that the scales
covered by our clustering measurements are more sensitive to the region close to the halo virial radius
(hence to the cut-off applied to the NFW profile) than to the shape of the profile deep in the halo
core.

Table 6 shows that the HOD parameters as well as the derived parameters are similar between
the two models, except for a 20% increase of the value of fσv

, meaning that the extended profile of
satellites leads to a higher satellite velocity dispersion. This provides a coherent picture as recently-
accreted subhalos in the outskirts of halos are expected to have higher velocities than the virial
velocity of the halo. The comparison between the two models is further illustrated in Figure 17,
which presents the HOD and the distribution of the number of galaxies per populated halo mass
bin of the two models. The only difference is a larger scatter in populated halo masses for with the
modified NFW profile.

The profile parameters, fexp, τ and λNFW , are all well constrained by data and their best fitting
values are in favour of a departure from a standard NFW profile. We find that the exponential
profile contains around 60% of the satellites and a fraction of these (approximately 12% of the total
number of satellites, as measured in the mocks at best fitting HOD parameters) are placed beyond
our proxy for the halo virial radius (see Figure 16). The above modified profile is empirical and can
most probably be replaced by a more physics driven modelling. Nevertheless, our main finding is that
the ELG clustering measured by the DESI One-Percent survey clearly favours a fraction of ELGs
residing in the outskirts of halos, as suggested by [59, 60] and [54].

8 Testing for redshift evolution

The ELG clustering measurements are produced in two separate redshift bins, from 0.8 to 1.1 and
1.1 to 1.6, with completeness-weighted redshifts of 0.95 and 1.32, respectively. The clustering mea-
surements for the two redshift bins including completeness and FKP weights are shown in Figure 18.
Measurements in the two redshift bins agree for most separations but exhibit significant differences
in the monopole up to 10 Mpc/h and in the projected correlation function around the up-turn scale
of 0.3 Mpc/h. It is thus interesting to fit the two bins in redshift separately to see how the agreement
between HOD modelling and data evolves. The HOD model in each bin is calculated from the N-body
simulation snapshot closest to the mean completeness-weighted redshift of the bin (i.e. snapshots at
z=0.95 and z=1.325, respectively).

Best fitting results in the two redshift bins from the mHMQ model with strict conformity and
our modified NFW profile for satellite positioning are presented in Figure 18 and summarised in
Table 7. With respect to results obtained in the full redshift bin (see right column in Table 7, p-value
of 1.4%), the goodness of fit is similar in the low redshift bin (p-value of 0.6%) and much better in
the high redshift bin (p-value of 35%). Variations of the HOD parameters and the derived parameters
with redshift appear to be moderate, parameter values in the two redshift bins being all within 1σ.
The same is true for the distribution of the number of galaxies per populated halo mass bin as shown
in Figure 19. In the high redshift bin, there is a small increase of the scatter in the latter towards
higher populated halo masses, which is reflected in the higher value of ⟨Mh⟩, the average halo mass
of the ELG sample, 11.86+0.05

−0.05 vs 11.78+0.03
−0.04 but the difference is at the level of 1σ. For completeness,

we show in Appendix B the contour plots of the mHMQ fits with strict conformity and our modified
NFW profile for satellite positioning obtained at final iteration in the two redshift bins.

To conclude, changes of the ELG sample with redshift in terms of the mean halo mass or in
the one-halo term fraction are at the level of 1σ and thus cannot be considered as significant.In the
companion paper [19], the ELG sample of the DESI One-Percent survey was split in narrower redshift
bins but did not show a significant variation with redshift of the characteristic halo mass hosting
ELGs either. In a second companion paper [22], the luminosity of that sample (from [O II] emission)
was also found to evolve very mildly with redshift (see their Figure 9).We discuss further the results
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Figure 18. Top: DESI ELG clustering measurements from the One-Percent survey data sample in
two different redshift bins from 0.8 to 1.1 (black) and 1.1 to 1.6 (orange), compared to best fitting
mHMQ models with strict conformity bias and our modified NFW profile for satellite positioning,
for the redshift 0.8 to 1.1 (green) and 1.1 to 1.6 (red). The dashed line is the pure halo clustering
for the low redshift bin. Errors are Jackknife uncertainties. Bottom: Fit residuals normalised by the
diagonal errors of the full covariance matrix (calculated for each redhsift bin), that comprise Jackknife
uncertainties for the data as well as stochastic noise and cosmic variance for the model, but no Hartlap
factor corrections.

parameter & χ2 0.8 < z < 1.1 z̄ = 0.95 1.1 < z < 1.6 z̄ = 1.325 0.8 < z < 1.6 z̄ = 1.1

Ac (resc.) 0.1 (0.43) 0.1 (0.51) 0.1 (0.51)

log10M0 11.10+0.05
−0.04 11.23+0.16

−0.14 11.20+0.11
−0.09

As 0.38+0.04
−0.04 0.47+0.13

−0.13 0.41+0.10
−0.15

log10Mc 11.62+0.02
−0.04 11.67+0.04

−0.04 11.64+0.04
−0.04

α 0.74+0.07
−0.05 0.85+0.08

−0.10 0.81+0.08
−0.14

fσv 1.71+0.11
−0.14 1.71+0.20

−0.15 1.63+0.11
−0.10

σM 0.21+0.10
−0.05 0.29+0.11

−0.08 0.30+0.09
−0.07

γ 6.49+0.69
−1.39 5.10+1.51

−1.20 5.47+1.37
−1.58

fexp 0.70+0.10
−0.09 0.55+0.10

−0.09 0.58+0.06
−0.05

τ 5.69+1.72
−2.00 7.22+1.77

−3.14 6.14+1.11
−1.20

λNFW 0.60+0.09
−0.09 0.67+0.07

−0.07 0.67+0.06
−0.06

log10M
′
1 14.05 13.73 13.84

fsat 0.026+0.005
−0.005 0.035+0.010

−0.011 0.034+0.010
−0.012

f1h 0.053+0.009
−0.009 0.069+0.019

−0.021 0.069+0.020
−0.024

log10 ⟨Mh⟩ 11.78+0.03
−0.04 11.86+0.05

−0.05 11.86+0.03
−0.03

χ2 (ndf) 89.78± 0.66 (59) 58.35± 0.41 (55) 87.91± 0.84 (61)

Table 7. Results of mHMQ fits with strict conformity bias and our modified NFW profile for
satellite positioning, presented separately in two redshift bins and compared to the results with the
whole redshift bin (right). The first line provides the initial fixed value of Ac and the rescaling factor
applied to impose the density constraint in the fits. The following ten parameters are the free HOD
parameters, the next four are derived parameters. log10 M

′
1 is given for best-fit values of α and As

(the latter after rescaling). fsat is the fraction of galaxies which are satellite galaxies. f1h is the
fraction of galaxies which are not alone in their halos. The number of degrees of freedom is different
in the three bins and indicated in brackets in the χ2 row. All masses are in units of (M⊙/h).
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Figure 19. Left: Best fitting HODmodels to the DESI One-Percent ELG sample split in two separate
redshift bins, 0.8-1.1 (green) and 1.1 to 1.6 (red), with strict conformity bias and our modified NFW
profile for satellite positioning. Solid (resp. dashed) lines represent central (resp. satellite) galaxies.
The mHMQ prescription is used for centrals. Right: Number of galaxies per halo mass bin for halos
populated according to the mHMQ model on the left. The simulation box volume is 1.66 (Gpc/h)3.
The full distributions are in solid lines. The dashed lines show the one-halo component of the full
distributions. The two redshift bins exhibit similar distributions, the higher redshift bin (1.1 to 1.6)
showing a larger scatter towards higher populated halo masses.

from the companion analyses in Section 10. Using a sample of [O II] emitters at z > 1 in the Subaru
HSC survey, [14] also found a constant mass across redshifts bins, in agreement with our findings.

9 Testing for cosmology dependence

In this section, we study how the previous results evolve when changing the reference cosmology both
in the simulation box (used for the modelling) and in the fiducial cosmology (used to convert redshifts
to distances). We test one cosmology with a high Neff value and one with a low σ8 value (see Table 8
for the complete list of cosmological parameter values). In this section, we continue with the mHMQ
model with strict conformity bias and the extended NFW profile for satellite positioning but perform
fits in the full redshift bin.

Cosmologies Ωcdmh2 Ωbh
2 σ8 ns h w0 wa

baseline 0.1200 0.02237 0.811355 0.9649 0.6736 -1 0
high Neff(c003) 0.1291 0.02260 0.855190 0.9876 0.7160 -1 0
low σ8 (c004) 0.1200 0.02237 0.753159 0.9649 0.6736 -1 0

Table 8. Parameter values of the three cosmologies used in Section 9. Indicated are the present-day
densities of cold dark matter and baryons, the normalisation today of the linear power spectrum in
spheres of radius 8Mpc/h, the spectral index of the primordial matter power spectrum, the reduced
value of the Hubble constant and the dark energy equation of state parameters.

Best fitting results are presented in Figure 20 and summarised in Table 9. Despite the change
of cosmology, the data clustering can be modelled with similar goodness of fit as in the baseline
cosmology, showing that the tested changes have a negligible impact on clustering. Changing the
cosmology does not lead to significant changes for most HOD and derived parameters. The largest
changes are for log10 Mc and fσv , with shifts between 1 and 2σ. For the derived parameters, both the
satellite and one-halo fractions have consistent values. As a consequence of the variation of log10 Mc,
the mean halo mass, log10 ⟨Mh⟩, varies by at most 2.7σ (0.08 dex) with the cosmological changes
tested. Figure 21 shows the distribution of the number of galaxies per populated halo mass bin at
best fit for the three cosmologies. The spread of the distribution is different in the three cases, the
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largest spread being observed for the low σ8 cosmology. The baseline and low σ8 cosmologies differ
only by their values of the σ8 parameter which has a direct impact on structure formation. A higher
σ8 value is expected to generate fewer small-mass halos and more large-mass halos at the same redshift
and thus may explain the reduced spread at smaller halo masses for the baseline cosmology. At large
mass, the spread evolves in the opposite direction to that expected from σ8 values and may be governed
more by the clustering to be modelled. The same argument holds for the Neff cosmology, although
in that case, several other parameters have different values than in the baseline cosmology (lower Ωm

and higher ns, h) which have a different effect on structure formation that can partly compensate for
the effect of σ8.

parameter & χ2 high Neff low σ8 Planck 2018

Ac (resc.) 0.1 (0.63) 0.1 (0.49) 0.1 (0.51)

log10M0 11.20+0.17
−0.13 11.22+0.12

−0.12 11.20+0.11
−0.09

As 0.42+0.14
−0.11 0.46+0.11

−0.12 0.41+0.10
−0.15

log10Mc 11.67+0.03
−0.02 11.51+0.02

−0.02 11.64+0.04
−0.04

α 0.97+0.12
−0.14 0.80+0.09

−0.11 0.81+0.08
−0.14

fσv 1.40+0.09
−0.10 1.65+0.13

−0.17 1.63+0.11
−0.10

σM 0.42+0.10
−0.08 0.59+0.09

−0.08 0.30+0.09
−0.07

γ 4.36+0.9
−0.88 5.02+1.18

−1.38 5.47+1.37
−1.58

fexp 0.57+0.07
−0.07 0.55+0.05

−0.05 0.58+0.06
−0.05

τ 6.01+1.07
−1.04 8.05+1.18

−1.62 6.14+1.11
−1.20

λNFW 0.64+0.06
−0.06 0.63+0.07

−0.06 0.67+0.06
−0.06

log10M
′
1 13.60 13.81 13.84

fsat 0.034+0.009
−0.009 0.034+0.008

−0.010 0.034+0.010
−0.012

f1h 0.067+0.018
−0.017 0.067+0.019

−0.016 0.069+0.020
−0.024

log10 ⟨Mh⟩ 11.94+0.03
−0.03 11.84+0.02

−0.02 11.86+0.03
−0.03

χ2 (ndf=61) 78.23± 0.90 93.80± 0.83 87.91± 0.84

Table 9. Results of mHMQ fits with strict conformity bias between central and satellite galaxies
in our baseline cosmology (right), in the high Neff cosmology (left) and in the low σ8 cosmology
(middle). The first line provides the initial fixed value of Ac and the rescaling factor applied to
impose the density constraint in the fits. The following ten parameters are the free HOD parameters,
the next four are derived parameters. log10 M

′
1 is given for best-fit values of α and As (the latter after

rescaling). fsat is the fraction of galaxies which are satellite galaxies. f1h is the fraction of galaxies
which are not alone in their halos. All masses are in units of (M⊙/h).

10 Comparing to companion papers

Two companion papers studied the clustering of the One-Percent DESI ELG sample in the same
redshift range as in the present paper, but with different methodologies, SHAM in [22] and a novel
abundance matching method based on the stellar-halo mass relation (SHMR-AM) in [19]. Despite dif-
ferences in methodology, N-body simulation, reference cosmology, clustering statistics and separation
ranges included in the analysis, their findings on the mean halo mass scale of the DESI ELG sample,
11.90± 0.06 in the SHAM paper and ∼ 12.07 in the SHMR-AM one, agree with ours, 11.86+0.02

−0.01.
The satellite fraction we find without central-satellite conformity - that is allowing for satellite

ELG galaxies with no central ELG galaxy in their halo - is 12%±2%. This result becomes 3.4%±1.0%
with central-satellite conformity. Note that both companion SHAM analyses include satellite galaxies
(living in subhalos) with no ELG central galaxy in the main halo, which is comparable to no central-
satellite conformity. The SHMR-AM analysis uses measurements of wp above 0.1 Mpc/h in rp and
multipole measurements on scales above 0.3 Mpc/h and measures a satellite fraction ∼ 15%, which
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Figure 20. Top: DESI ELG clustering measurements from the One-Percent survey data sample
in different cosmologies, high Neff (orange dots) and low σ8 (dark blue dots). The distance-redshift
relation in the low σ8 cosmology is the same as in the baseline cosmology. Data are compared to
best fitting HOD models obtained in the baseline (green), low σ8 (purple) and high Neff cosmologies.
The HOD model is the mHMQ model with strict conformity bias and our modified NFW profile for
satellite positioning. The dashed line is the pure halo clustering. Errors are jackknife uncertainties.
Top: highNeff cosmology Bottom: Fit residuals normalised by the diagonal errors of the full covariance
matrix (calculated for each cosmology), that comprise Jackknife uncertainties for the data as well as
stochastic noise and cosmic variance for the model, but no Hartlap factor corrections.
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Figure 21. Left: Best fitting HOD models to the DESI One-Percent ELG sample with strict confor-
mity bias and our modified NFW profile for satellite positioning, obtained with different cosmologies:
baseline (green), high Neff (red) and low σ8 (purple). Solid (resp. dashed) lines represent central
(resp. satellite) galaxies. The mHMQ prescription is used for centrals. Right: Number of galaxies
per halo mass bin for halos populated according to the best fitting HOD models on the left. The
simulation box volume is 1.66 (Gpc/h)3. The full distributions are in solid lines. The dashed lines
show the contribution the one-halo component of the full distributions.

is consistent with our result. The SHAM analysis uses multipole measurements on scales above 5
Mpc/h and thus can only derive a predicted fraction of satellites. Their result is 3.4%± 2.0%, which
does not agree with the above results, most probably as a result of too high a threshold on scales
included in their fits. This high threshold also makes it impossible to achieve a good modelling of
the wp up-turn at small-scales (see Figure C4 in [22]). Despite their using small-scale measurements
in their fits, the SHMR-AM analysis also struggles to correctly reproduce the wp clustering at the
smallest scales (see Figure 11 in [19]). Work is underway to include central-satellite conformity in the
SHMR-AM analysis, which should improve the results.
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Using our best fitting mHMQ model with strict conformity bias and our modified NFW profile,
we also compute the predicted linear bias factor of the DESI One-Percent ELG galaxy sample. To do
so, we produce 100 mocks with HOD parameters randomly selected in the MCMC chains at the fit
final iteration, convert them to real-space and compare the 2PCF from these mocks to the predicted
real space 2PCF from linear theory (at the same cosmology), which are related by the squared value
of the linear bias factor of the galaxy sample:

ξrmocks(s) = b2ξrlinear(s) (10.1)

Using this equation for s between 40 and 80 Mpc/h, we fit the value of b for each mock and average
them over all mocks. In order to propagate the uncertainties from the measured clustering and the
fitting methodology (which are reflected in the pool of HOD parameter values used to produce the
mocks), the dispersion over the mocks is taken as the error on the reported value of b. Our results are
presented in Figure 22 as a function of the redshift of the simulation snapshot used for the modelling.
We find the following values: b0.95 = 1.20+0.04

−0.04 for the low redshift bin, b1.1 = 1.33+0.03
−0.03 for the

complete redshift bin and b1.325 = 1.45+0.03
−0.03 for the high redshift bin.We also indicate the evolution

with redshift of the inverse of the linear growth factor, with arbitrary normalisation. The bias deduced
from our HOD study has an evolution consistent at the 1σ level with that of the growth factor.

Figure 22 also presents the results derived in two companion papers, both SHAM analyses, the
first one already mentioned [22] based on the UNIT simulation, and the second one [24] using the
UCHUU simulation and the ELG data sample restricted to the redshift range between 0.8 and 1.34.
Note that in the latter case, the reported errors are errors on the mean bias measured from a set of
best-fit SHAM lightcones and thus do not include clustering measurements errors from data. Despite
the differences between the analyses already outlined at the beginning of this section, the predictions
with error bars are in reasonable agreement. The set of results with incomplete error bars provides a
qualitative cross-check.

11 Conclusions

The sample of ∼ 270k ELGs collected by the DESI One-Percent survey in the redshift range between
0.8 and 1.6 (average redshift of 1.13) is used to study the ELG small-scale clustering in the HOD
framework. Thanks to the high completeness of the sample, the clustering measurements can be
pushed down to scales never probed before in redshift space, 0.04 Mpc/h in rp for the projected
correlation function wp and 0.17 Mpc/h in separation s for the two even multipoles of the 2PCF. A
strong one-halo signal is observed at the smallest scales, below 0.2 Mpc/h in rp and below 1 Mpc/h
in s. To correctly model the strong one-halo term signal requires putting close pairs of galaxies in
small-mass halos.

For central galaxies, we consider different prescriptions, a pure Gaussian distribution and three
asymmetric ones, the strongest skewness being achieved with a log normal distribution. For satellites,
we use a standard power law and do not require the presence of a central galaxy to put a satellite in
the halo. Satellite positioning follow a NFW profile with a cut-off set at the halo virial radius, and
we allow for velocity dispersion biased w.r.t that of the halo dark matter particles. Several extensions
of these models are also explored.

In our baseline settings, whatever the different prescriptions for the central HOD, we achieve
a good modelling of the measured clustering down to the smallest scales but obtain satellite HODs
that decrease at large halo mass, contrary to expectations from semi-analytical ELG models. We
recover satellite occupation distributions that agree with expectations if we introduce central-satellite
conformity, that is if we require that satellite occupation is conditioned by the presence of central
galaxies of the same type.

With or without conformity, whatever the prescriptions for central HOD, satellite velocity dis-
persion and secondary biases, when the standard NFW profile is used for satellites, our modelling
of the measured clustering, although good, exhibit residuals with a reproducible pattern between 0.1
and 1 Mpc/h, showing that extra pairs of galaxies are lacking in our predictions for this region. A
much better modelling is obtained with a modified NFW profile, allowing for ELG positioning outside
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Figure 22. Linear bias factor of the DESI One-Percent survey ELG sample as a function of redshift,
as found in this paper (green dots with errors) and in two companion papers which explored the galaxy-
halo connection with a different methodology (red diamonds from [22] and blue dots from [24]). Errors
for the green dots and red diamonds (resp. blue points) include (resp. do not include) statistical errors
from the measured clustering. The dashed line is the predicted evolution of the inverse of the linear
growth factor D(z) (in the baseline cosmology of our paper) arbitrarily normalised.

of the halo virial radius, following a decreasing exponential law. With this prescription, we find that
the measured ELG clustering clearly indicates that around 0.5% of ELGs reside in the outskirts of
halos. The significant improvement in the goodness of fit with the modified satellite profile leaves the
other parameters of the HOD modelling unchanged.

Moreover, with or without conformity, and whatever the model for central galaxies, we find that
the satellite velocity dispersion must be enhanced w.r.t. that of dark matter particles to correctly
reproduce the measured clustering. We show that this modelling cannot be disentangled from a
coherent satellite infall velocity inside halos. The velocity bias reaches ∼ 1.6 when our modified NFW
profile for satellite positioning is used, and ∼ 1.3 otherwise. Note that an increased velocity dispersion
is coherent with the picture of ELGs residing in the outskirts of halos as recently-accreted sub-halos
in these regions are expected to have higher velocities than the virial velocity of the halo.

The above findings are the main results of our work. With our best fitting HOD modelling, that
is with central-satellite conformity, an extended NFW profile for satellite positioning and satellite
velocity bias, the average halo mass of the ELG sample is log10 ⟨Mh⟩ ∼ 11.9, the linear bias factor at
a redshift of 1.1 is ∼ 1.3 and the fraction of galaxies which are not alone in their halos (the so-called
one-halo component) is ∼ 7%. The fraction of satellites is ∼ 3% but is highly dependent on the details
of the HOD modelling, and would be ∼ 12% without central-satellite conformity.

We also investigate secondary biases and do not observe significant differences in our results
when allowing for assembly bias as a function of halo concentration, local density or local density
anisotropies. Although we report a slight improvement in the χ2 value for assembly bias as a function
of halo concentration, this effect has a small impact on clustering statistics (almost indistinguishable).

Splitting the ELG sample in two redshift bins, from 0.8 to 1.1 and 1.1 to 1.6 moderately changes
the HOD and derived parameters. We do see a slight change across redshift in terms of halo mass
populated with ELGs (0.08 dex), which we do not consider as significant.
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The above results are obtained using simulation boxes from the AbacusSummit suite generated
at the baseline Planck 2018 cosmology but we investigate two other cosmologies, with higher Neff and
lower σ8 values respectively. These moderate change in the simulation cosmology have no significant
impact on the one-halo term fraction and most HOD parameters, except for log10 Mc and fσv

, and
thus for the predicted average halo mass of the sample which varies at most by 0.08 dex, which again
cannot be considered as significant. This effect may be related to the different σ8 values in the three
cosmologies tested. However, despite the change of cosmology, the data clustering can be modelled
with similar goodness of fit.

Finally, in the DESI framework, this study will be used to generate a large suite of accurate
DESI-like mocks, varying the HOD models. These mocks will be useful to study the impact of
observational systematic effects, test the corresponding mitigation algorithms and to study the impact
of the complexity of galaxy formation and evolution on cosmological inference.
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A Proxies for rs and rvir in the NFW profile

We further discuss our proxy choice for rs and rvir in the NFW profile used in our analysis. Figure 23
shows the predicted projected 2-point correlation function wp on scales rp < 0.4 Mpc/h for the same
HOD model, changing the proxy for rvir and rs. For rvir, we test two different choices, either r98,
the radius of a sphere enclosing 98% of the halo particles and rso, the radius of a sphere containing
the total halo mass Mvir, computed as the sum of the halo particle masses and expressed as an
overdensity ∆:

rso ≡
(

3

4π

Mvir

∆ρc(z)

)1/3

(A.1)

where ρc is the critical density. The overdensity is provided for each AbacusSummit snapshot, e.g.
for the snapshot corresponding to the effective redshift z = 1.1 of the ELG sample, ∆ = 223. For the
rs proxy, we use the radius rx of a sphere encompassing different percentages of the halo particles,
with x = 50, 33, 25 and 10%. We compare the above predictions to that from a particle based mock
(where the satellite assignment is based on particles inside the halo) for the same HOD model. The
shaded grey region represents the ±1σ measurement error for the actual DESI ELG sample in the
redshift range between 0.8 and 1.6. From this comparison, the proxy that best reproduces the particle
based mock corresponds to rvir = r98 and rs = r25.
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Figure 23. Top: Predicted wp clustering on scales rp < 0.4 Mpc/h for the same HOD model, using
as a proxy for rvir either r98 (left) or rso (right). Predictions for different proxies for rs, corresponding
to the radius of a sphere that contains 50, 33, 25 and 10% of the halo particles (in blue, red, purple
and green, respectively) are compared to the clustering of one mock where the satellite assignment is
based on DM particles (dashed black line). Bottom: wp difference between mocks with different rs
proxies and the particle based mock, multiplied by rp. The shaded grey area corresponds to the ±1σ
error of DESI data as shown in Figure 3.
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B Contour plots of the mHMQ fits

Figures 24 and 25 show the contours obtained at final iteration in the Gaussian Process (GP) pipeline
for mHMQ with and without strict conformity bias fits to the DESI One-Percent Survey ELG sample.
Most contours are well enclosed in our prior ranges. The notable exception is γ and log10 M0 for the
conformity case. For log10 M0, the prior range is limited by the minimum halo mass available in the
simulations, 10.86 and the fact that log10 M0 is not constrained if its value is below the minimum
mass of halos that can be populated with central galaxies. γ is degenerated with σM and has a weak
impact on the shape of the HOD compared to σM .

The parameters we constrain the most are α and its degeneracy with As, log10 Mc and its
degeneracy with σM , fσ,v and log10 M0 (only for the case without conformity for the latter two
parameters).
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Figure 24. Contours (at 1,2 and 3σ level) and marginalised 1D posteriors at final iteration obtained
in the GP pipeline for the mHMQ fit to the One-Percent DESI survey ELG data for the whole redshift
bin 0.8 < z < 1.6, without conformity bias between central and satellite galaxies.

Figure 26 shows the contours obtained at final iteration in the Gaussian Process (GP) pipeline
for mHMQ fits to the DESI One-Percent Survey ELG sample in the two redshift bins considered in
this paper, 0.8 < z < 1.1 and 1.1 < z < 1.6. Strict conformity is applied as well as our modified NFW
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Figure 25. Same as Figure 24 for the mHMQ model with strict conformity.

profile for satellite positioning. The HOD parameters are well constrained in the lower redshift bin,
while the constraints are less stringent in the higher bin, where we constrain only log10 Mc and its
degeneracy with σM , α and its degeneracy with As, fσv

and two of the satellite profile parameters,
fexp and λNFW .
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Figure 26. Contours (at 1,2 and 3σ level) and marginalised 1D posteriors at final iteration obtained
in the GP pipeline for the mHMQ fits to the One-Percent DESI survey ELG data with redshifts
between 0.8 < z < 1.1 in green and 1.1 < z < 1.6 in red. The mHMQ model in this plot has
strict conformity bias between central and satellite galaxies and a modified NFW profile for satellite
positioning. This figure shows the small evolution of the HOD parameters with redshift.
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