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ARTICLE

A computational model for assessing experts’ trustworthiness
G. Primiero a, D. Ceolinb and F. Donedac

aLogic, Uncertainty, Computation and Information Group, Department of Philosophy, University of Milan, Milano, 
Italy; bCentrum Wiskunde & Informatica, Amsterdam, The Netherlands; cLogic, Uncertainty, Computation and 
Information Group, and Doctoral School HUME, The Human Mind and its Explanations, Department of Philosophy, 
University of Milan, Milan, Italy

ABSTRACT
The algorithmic detection of disinformation online is currently based on 
two strategies: on the one hand, research focuses on automated fact- 
checking; on the other hand, models are being developed to assess the 
trustworthiness of information sources, including both empirical and 
theoretical research on credibility and content quality. For debates 
among experts, in particular, it might be hard to discern (less) reliable 
information, as all actors by definition are qualified. In these cases, the use 
of trustworthiness metrics on sources is a useful proxy for establishing the 
truthfulness of contents. We introduce an algorithmic model for automa
tically generating a dynamic trustworthiness hierarchy among informa
tion sources based on several parameters, including fact-checking. The 
method is novel and significant, especially in two respects: first, the 
generated hierarchy represents a helpful tool for laypeople to navigate 
experts’ debates; second, it also allows to identify and overcome biases 
generated by intuitive rankings held by agents at the beginning of the 
debates. We provide an experimental analysis of our algorithmic model 
applied to the debate on the SARS-CoV-2 virus, which took place among 
Italian medical specialists between 2020 and 2021.
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Introduction

The immense impact of social networks on the amount and quality of information available to 
everyday uses has induced a surge of academic and industrial research on a variety of topics, ranging 
from detection to information diffusion modelling, from influential spreaders identification to fight
ing threats to reliable information acquisition (Firdaniza et al., 2022; Guille et al., 2013). In this 
context, the vast deployment of AI techniques in information system research at large (Collins et 
al., 2021) and in information diffusion in large-scale online networks in particular (Biao Chang et al.,  
2018), has progressively increased in depth and relevance.

A particularly important aspect, which has gained enormous traction in recent years, is the 
algorithmic detection of disinformation online (Ahmed et al., 2017; Ozbay & Alatas, 2020; Sahoo & 
Gupta, 2020; Sharma et al., 2019; Shu et al., 2017; Zhang & Ghorbani, 2020; Zubiaga et al., 2018). From 
a purely conceptual (rather than technical) viewpoint, research in this area can be categorised into 
two non-exclusive areas. On the one hand, the extensive literature on automated fact-checking 
mostly focused on the control of claims (Hassan et al., 2017; Vlachos & Riedel, 2014). On the other 
hand, research related to the complex task of assessing the trustworthiness of information sources, 
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including both empirical and theoretical research on online product reviews’ credibility and content 
quality (Banerjee et al., 2017; Ceolin, Primiero, et al., 2021; Shan, 2016), on specialistic and generalistic 
online reports and website analysis (Oxman & Paulsen, 2019; Pattanaphanchai et al., 2013), as well as 
online forums (Ceolin & Primiero, 2019). For topics debated by experts, in particular, it might be hard 
to discern reliable information. In these cases, the use of trustworthiness metrics on sources is a 
useful proxy for establishing their contents’ truthfulness. This problem has emerged most recently 
and clearly during the SARS-CoV-19 pandemic, where the debate has often presented strongly 
polarised positions held by well-respected medical experts. A characteristic of this and similar 
debates is that they do not square well with the requirements of standard fact-checking practices. 
Among other problems, fact-checking is mainly difficult because of two aspects: the increasing 
amount of information online to check, and the impossibility to check statements in the early phases 
of scientific debates. Computational fact-checking is an active research area, thought to be of aid in 
the evaluation of large amounts of information by finding computational techniques to approximate 
human fact-checking strategies. These include, among others, network-topological and knowledge- 
graphs measures Ciampaglia et al. (2015); Shiralkar et al. (2017) and NLP and logical methods Farinha 
and Carvalho (2018). For an overview see Papotti (2022) and Guo et al. (2022). Less explored are 
computational techniques that would help in the context of debates around statements that cannot 
be fact-checked, because, e.g. no information is yet available to support or refute them. Hence, while 
our work does not aim per se at fact-checking statements, it incorporates knowledge and reasoning 
on the evidence emerging from previous fact-checking efforts. Relevant to this is the ClaimReview 
Model Lab (2021), which allows representing and modelling fact-checking metadata. The current 
development of our model only considers items of evidence regarding past claims of a given agent 
that have been checked. However, we foresee the possibility of refining such reasoning by lever
aging the rich semantics provided by ClaimReview.

In the present work, we introduce an algorithmic model for automatically generating a dynamic 
trustworthiness hierarchy among information sources which includes also fact-checking as a para
meter. We focus on source checking, by using trust assessment as a proxy. Similar to Wu et al. (2014) 
for fact-checking, we aim at providing a computable framework for trustworthiness assessment for 
users who might be wary of a claim but do not have the time or expertise to conduct further analysis. 
The formal system designed for the ranking generation can be seen as a model of an information 
exchange system (a platform where agents can read and write messages) that relies on a semantic 
interpretation of positive and negative trustworthiness assessment of messages. The system is 
designed to automatically generate a trustworthiness hierarchy of the agents involved. Any debate 
can be split into temporally ordered rounds (stages in which agents can interact with each other), at 
the end of which, based on the operations carried out by each agent, a trustworthiness ranking is 
computed. In particular, agents may hold and receive contradicting statements to assess: they have, 
therefore, two possibilities. On the one hand, they can change their information (mistrust); on the 
other hand, they can reject the new contradictory information (distrust). To this aim, the formal 
machinery for the computation of negative trust introduced in Primiero (2016, 2020) and already 
applied to information transmission in networks Primiero et al. (2016); Primiero, Raimondi, Bottone, 
et al. (2017), software management Primiero and Boender (2017, 2018), and vehicular ad-hoc net
work Primiero et al. (2018); Primiero, Raimondi, Chen, et al. (2017), is extended here with the rules for 
trustworthiness ranking from Ceolin and Primiero (2019). In the original model, information is 
accepted or rejected by agents based on a fixed hierarchical structure, and we extend it in terms 
of dynamic ranking. Nonetheless, Ceolin and Primiero (2019) miss a temporal relation between 
agents’ states and a semantic definition of trust relations. The present work combines the previous 
systems to formalise a model that automatically computes the trustworthiness ranking between 
agents over time. An early attempt at this combination was presented in Ceolin, Doneda, et al. 
(2021).

While network centrality measures have already been used in the literature to establish trust 
(Ceolin & Potenza, 2017; Meo et al., 2017; Page et al., 1998), our approach specifically focuses on 
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making the expert discussion more understandable to laypeople. The system aims to facilitate the 
information spread from the most reliable sources, but the choice will depend on the trustworthiness 
assigned to the sender and to the receiver: at the end of each round, all conflicting situations will be 
resolved in favour of the agent considered to be the most reliable in the trustworthiness ranking. 
During the first round, in the absence of a shared ranking generated by the system, each agent refers 
to a subjective one, built autonomously and intuitively. The idea is that, from round to round, the 
trustworthiness ranking determines the choices so that users who want to inform themselves about 
the discussion topic can gainfully employ it. We define three different implementations of the 
trustworthiness ranking mechanism. One of these implementations uses three network-based 
quality metrics, one of these adds a temporal weighing, and the third one considers fact-checked 
information as well. Notice that the latter addition is especially relevant to parametrise results given 
the previous history of agents: previously fact-checked assertions (resp. refuted statements) should 
positively (resp. negatively) affect the trustworthiness evaluation of agents for new statements, in 
due proportion to the semantic similarity of the statements involved. In this sense, our algorithm for 
trustworthiness assessment is especially thought of as applicable in contexts where fact-checked is 
not immediately possible.

The generated hierarchy represents a helpful tool for laypeople to navigate the debate. In 
addition, this hierarchy, being shared among agents, also represents an attempt to overcome the 
biases to which the intuitive rankings that agents possess at the beginning of the debate are subject. 
We provide an experimental analysis of our algorithmic model applied to the debate on the SARS- 
CoV-2 virus, which took place among Italian medical specialists between 2020 and 2021.

The paper is structured as follows. Section Formal preliminaries presents the basic formal 
machinery; Section Trustworthiness ranking describes a first version of the formal model used to 
rank sources; Section Trustworthiness ranking revisited offers an improved model including fact- 
checking; Section Implementation describes the implementation adopted; Section Dataset describes 
the dataset used for the experimental analysis; Section Evaluation presents the experiment per
formed and its results; Section Discussion presents an analysis and limits of our model, we then 
conclude offering further research directions.

Formal preliminaries

In this section, we provide the formal machinery needed for modelling information transmission 
among sources. We provide first a formal language including agents and an appropriate semantic 
evaluation of formulas. Such evaluation clauses are defined for local operations related to the 
information states of individual agents; and for global operations, related to the acts of accepting 
or rejecting information transmitted among agents. The logic is based on the model for negative 
trust ðunÞSecureND presented in Primiero (2020). Acts of trust or negative trust in the reception of 
information are further enhanced in Section Trustworthiness ranking, by extending the language 
with a dynamic trustworthiness function among agents. This first ranking is based on the definition 
provided in Ceolin and Primiero (2019). We consider the limitations of this first trustworthiness 
hierarchy and a novel formulation is offered in Section Trustworthiness ranking revisited where, 
among other improvements, we introduce fact-checking as a parameter.

We start introducing the syntax of our language and provide a step-by-step gloss of its elements:
Definition 2.1 (Syntax)  

S :¼ fA; B; . . . ;Ω; FCg

�S :¼ aS
i j:�

S
i

ψS :¼ Readð�SÞjWriteð�SÞjTrustð�SÞjDTrustð�SÞjMTrustð�SÞ

ΓS :¼ f�S
i ; . . . ; �S

ng
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S is a finite set of agents involved in a debate, transmitting and receiving information. Among 
them, we introduce a designated agent FC, for Fact Checker, who behaves like an oracle for truth. �S 

is a metavariable for formulas, defined from a finite set of atoms aS
i , which can be extended to a 

denumerable set of formulas. For the present study, we only refer to atomic expressions and their 
negations, hence compound formulas will be dispensed with both in the syntax and the semantic 
clauses, but the full version of the language presented in Primiero (2020) includes closure under 
conjunction, disjunction, and implication. An atomic formula aS

i says that opinion a is signed by 
agent S 2 S at her state i. Such time-ordered states reflect the internal states of the agent holding 
opinions on a specific subject matter. Atoms and their negations denote therefore opposing 
opinions on a given issue. ψS is a metavariable for functional formulas, explained as follows: 

• Readð�SÞ expresses reading an opinion held by agent S;
• Writeð�SÞ expresses quoting or supporting the opinion held by S;
• Trustð�SÞ expresses accepting the opinion held by S;
• DTrustð�SÞ expresses rejecting an opinion held by another agent;
• MTrustð�SÞ rejecting an opinion previously held by the receiving agent in order to accept a novel 

opinion (revision). 

A user profile ΓS is the consistent list of all formulas issued by the same agent S 2 S, i.e. opinions she 
holds. A profile is consistent if it prevents contradictions, i.e. it does not include formulas �S;:�S or 
formulas �S;ψS such that ψS implies :�S. As the present application deals only with atomic formulas 
and their negations, and the operations will be constrained to a single formula of interest, these 
profiles will always be singletons; over multiple debates, a profile may become a set of atomic 
formulas.

A judgement ΓS ‘ �S0 states that the opinion � held by agent S0 is valid within the profile or 
information held by agent S. For example, the judgement ΓS ‘ ReadðaS0 Þ expresses the fact that 
“agent S reads opinion a held by agent S0“. A formula that does not depend on any other formula, is 
derivable under any context, hence a judgement ‘ �S

i says that a formula �i signed by agent S holds 
in any context (for any agent).

Judgements with functional expressions denoting the interaction between agents are evaluated 
according to a temporal relation. Each agent’s action is performed at a timestep and evaluated in a 
state. A round is a set of actions performed by an agent who expresses an opinion: this set may 
consist of four states in which each agent may write, read, evaluate (using one of the trust, mistrust, 
or distrust rules), and possibly rewrite a message, to quote or endorse another agent’s opinion, or of 
one state (write) when she expresses an independent opinion. A stage in the debate between the 
medical experts is identified with a time-lapse within which several rounds may occur.

The semantic evaluation of formulas in a model expresses the conditions under which an agent’s 
action holds:

Definition 2.2 (Relational model). A relational model is a tuple 

M¼ hS;vI2A;�tðkÞ;ΛI2A;�;Ui; vi

such that
(1) S :¼ fA; B; Γ; . . . ;Ω; FCg is a finite set of agents as by Definition 2.1.
(2) vI2S � S � S is a partial order relation over S for each I 2 S. When AvCB, with possibly ðC ¼ AÞ

or ðC ¼ BÞ, we say that in the ranking used by C, agent A is at least as reliable as agent B. This 
order expresses therefore the trustworthiness ranking according to an agent, and it can be either 
an intuitive ranking used by C, or eventually a shared ranking used by any agent in the ranking 
itself.
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(3) �tðkÞ � S � S is a partial order relation over S such that A � B according to function t at round 
k iff

• either AvCB, with possibly ðC ¼ AÞ or ðC ¼ BÞ, if k ¼ 1
• or tkðAÞ > tkðBÞ, if k ¼ 1þ i
When A�tðkÞB, we say that in the ranking expressed by the computation of tkðAÞ and tkðBÞ, A is 

more reliable than agent B. The definition of the function tk is therefore at the first round determined 
by the intuitive ordering of trustworthiness over the set of agents given by each of them and defined 
above as vC , and at later rounds by a function computed below taking into account their interac
tions at all previous stages.

(4) ΛS2S :¼ λ1; . . . ; λnf g is a finite set of local states for each agent S 2 S, and i; . . . ; n 2 N. We use 
the convention that αi is used to denote the ith local state of agent A 2 S.

(5) � ΛA � ΛB (with possibly A = B) is the total temporal relation over the local states of agents 
A; B. When αi � βi, we say that state αi is earlier or contemporary to state βi, and hence any 
information held at the former state becomes available at the latter state. This relation is 
assumed to be reflexive, transitive, and serial.

(6) Ui :¼
S

ΛS2A
i is a multiset, of all the finite sets of states of all agents. We call such a set a 

universe of states and it denotes all internal states of all agents at which any of their opinions 
have been held and therefore represents the space of contents of the debate under analysis. 
We abbreviate the notation αi 2 Ui simply with αi 2 U.

(7) v : AP ! Ui, where AP is the set of atomic propositions, is the labelling function that assigns to 
each state in the universe the atomic formula valid at that state.

The evaluation of expressions of our language can be formulated in two steps. First, we refer to the 
local satisfaction of formulas to evaluate statements that do not express an interaction between 
agents:

Definition 2.3 (Local Satisfaction) Given an atomic formula a and a model M as in Definition 2.2, 
we define the satisfaction of � at a local state αi for an agent A by induction as follows:

• αi � aA iff αi 2 vðaAÞ

• αi � ` for every αi

• αi � ? never.

An atom a is satisfied at a local state i of agent a if it is in the set of evaluations at that state; every 
local state is consistent and never inconsistent. The notion of satisfiability corresponds to validity in 
the local states of any given agent.

Definition 2.4 (Satisfiability) A formula �A
i is true in a model M, denoted M� �A

i
if and only if 

αi 2 U � �A
i for every αi � αi 2 U.

The relation of local satisfaction is monotonic, i.e. if αi 2 vð�AÞ, for all αj � αi it holds αj 2 vð�AÞ: in 
other words, an opinion is maintained as long as an interaction with other opinions is encountered.

When formalising an interaction between agents, a notion of global satisfaction is required. In this 
case, it is conceivable that the two local states might include contradictory formulas, i.e. the agents 
involved in the interaction hold contradictory opinions. To preserve the overall monotonicity of the 
model requires then that some local states are dismissed because of incoming contradictory 
information: in other words, an agent faced with a contradictory opinion by another agent might 
have to either reject it or remove a previously held opinion to conform to the opponent’s view. In the 
former case, we validate a distrust formula, in the latter a mistrust formula. To establish which is the 
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case, we rely on the current trustworthiness ranking among agents. Informally, the central idea is to 
preserve and propagate the formula of the agent highest in the ranking, to obtain the most reliable 
model. In either case, an operation of filtering out at least one state from the model is required, an 
operation which is formally obtained by the notion of Filter Model:

Definition 2.5 (Filter model). A filter model M0 of M is a structure constructed according to 
Definition 2.2 such that Ui 2 M

0 is obtained by Ui 2M by a new selection in ΛI2S
i . Such selection of 

states and the addition of possibly new local states in Ui results from the Global Satisfaction Relation 
in Definition 2.6. Filter models of a given class are defined as those that select the same subset from 
Ui 2 M.

The satisfaction of formulas expressing interaction between distinct agents is dubbed global and 
it includes the satisfaction of distrust and mistrust formulas allowing for filtering states:

Definition 2.6 (Global satisfaction). Given a formula �, a filter model as by Definition 2.5 and the 
notion of local satisfaction it inherits, we define global satisfaction of � at a state αi for an agent A in 
the universe U by induction as follows:

• αi 2 U � Readð�BÞ iff 9βi 2 U s.t. βi � αi and βi � �
B

• αi 2 U � Trustð�BÞ iff 9βi 2 U s.t. βi � αi and βi � �
B and 9αj 2 U s.t. αi � αj 

and αj ¼ fCnðα [ f�BgÞg

• αi 2 U � Writeð�BÞ iff 9βi 2 U s.t. βi � αi and βi � �
B and 9αj 2 U s.t. αi � αj and αj ¼ fCnðα [

f�BgÞg and 9αk 2 U s.t. αj � αk and αk � �
A

• αi 2 U � DTrustð�BÞ iff A�tðkÞB and 9βi 2 U s.t. βi � αi and βi � �
B and 9αj 2 U s.t. αi � αj 

and αi ¼ fCnðαj [ f:�
BgÞg

• βi 2 U � MTrustð�BÞ iff 9βh � βi s.t. βh � �
B and A�tðkÞB and 9αi 2 U s.t. βi � αi and αi � :�

B 

and 9βj 2 U s.t. βi � βj and βj ¼ fCnðβinf�
BgÞg.

These clauses define a notion of (negative) trust: a message or opinion is validly read if some agent 
expressed it at a previous state; it is validly trusted if it is read and it is consistent with a later state of 
the reading agent; it is validly written if it is read and trusted by an agent who at a later state re-issues 
it (she quotes it, or explicitly endorses it); it is validly distrusted if it is read by an agent who at a 
previous state holds a contradicting opinion and has a higher trustworthiness ranking than the 
issuing agent; it is validly mistrusted if it is held by an agent who at a later state reads a contradictory 
opinion and has a lower ranking than the sender.

The notion of satisfiability is generalised in a universe of local states as truth in a given class of 
filter models.

Definition 2.7 (Validity) A formula �A
i is valid in a class of filter models, denoted M0 � �A

i , if and 
only if αi 2 Ui � �

A
i for every αi and every Ui in that class.

The definition of the filter model and the determination of which formulas are valid in a given 
family of filter models correspond to determining which information is preserved following a given 
debate among agents with a trustworthiness ranking defined. Our next step is therefore to define 
such ranking on which basis formulas are trusted, mistrusted, or distrusted.
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Trustworthiness ranking

The function

A first way to deploy our formal machinery to establish a trustworthiness ranking is to consider the 
model descriptive of the initial behaviour of the agents involved in the debate, to verify whether the 
dynamic of the debate is faithfully represented by it. To this aim, we start by setting the ranking 
through the relation vI2S � S � S to express the intuitive trustworthiness level according to each 
agent I 2 S, and then setting its update through the relation �tðkÞ � S � S based on the actions 
each agent performs at each round. To accomplish the second step, we adapt here the definition of 
trustworthiness based on the three dimensions of Knowledgeability, Reputation and Popularity 
provided in Ceolin and Primiero (2019), to define the trustworthiness function tkðA½�i�Þ used for 
the partial order relation �tðkÞ over S in Definition 2.2, so that it expresses the trustworthiness at 
stage k of agent A concerning formula or topic �i. This function is thus defined parametrically to a 
given agent A and a given formula � (recall that in the present model our formulas are all atomic). 
Accordingly, the dimensions of Knowledgeability, Reputation, and Popularity required for its defini
tion are also defined with similar parameters:

● The knowledgeability of A at round k, denoted as KkðAÞ, refers to the number qA
k of messages 

read by A over the total number dA
k of messages written before the state k in which A reads q, 

see respectively Equations 1–3.
● The reputation of A at round k, denoted as RkðAÞ, refers to the proportion of positive citations yA

k 
(instances of valid write function formulas) over the negative ones zA

k (instances of valid distrust 
function formulas), see respectively Equations 4–6.

● The popularity of A at round k, denoted as PkðAÞ, refers to the number xA
k of messages read over 

the number sA
k of messages written by a given agent, irrespective of the positive or negative 

evaluation they have received, see respectively Equations 7–9.

qA
k :¼

Xn

i¼0

�S
i s:t: αk 2 U � Readð�S

i Þ (1) 

dA
k :¼

Xn

i¼0

�S
i s:t:"λiαk; λi 2 U � �S

i (2) 

KkðAÞ ¼
jqA

k j þ 1
jdA

k j þ 2
(3) 

yA
k :¼

Xn

i¼0

λi s:t: λi 2 U � Writeð�A
i Þ (4) 

zA
k :¼

Xn

i¼0

λi s:t: λi 2 U � DTrustð�A
i Þ (5) 

RkðAÞ ¼
jyA

k j þ 1
jzA

k j þ 2
(6) 

xA
k :¼

Xn

i¼0

λi s:t: λi 2 U � Readð�A
i Þ (7) 
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sA
k :¼

Xn

i¼0

�A
i s:t: αiαk 2 U; αi � Writeð�A

i Þ (8) 

PkðAÞ ¼
jxA

k j þ 1
jsA

k j þ 2
(9) 

Moreover, each parameter KkðAÞ; RkðAÞ; PkðAÞ can be weighted by a value pi 2 ½0; 1� to establish 
more or less relevance for any of them. The trustworthiness metric tkðA½�i�Þ for agent A concerning 
formula �i is then given as 

tkðA½�i�Þ ¼ fðp1ðRkðA½�i�ÞÞ; p2ðPkðA½�i�ÞÞ; p3ðKkðA½�i�ÞÞÞ (10) 

with f a given function (the average is a plausible one in several contexts) and each pi 2 ½0; 1� a 
(possibly distinct) weight on each of the parameters. We fix these to all 1 if we want to consider all 
values equivalent.

Trustworthiness ranking revisited

Function t#

k

A second way to deploy our formal machinery is to consider our model prescriptive of the intended 
behaviour of agents involved in a debate. To this aim, we do not start from an initial intuitive ranking 
by agents and instead compute directly a novel relation �tðkÞ � S � S at the initial stage.

The previous definition of tkðA½�i�Þ has some obvious shortcomings. First of all, it does not 
discount for repeated mentions or citations of the same statement by the same agent S, a situation 
that can inflate artificially the knowledgeability of S; second, it does not discount for self-citations by 
an agent S, a situation which can inflate artificially the reputation of S; third, it does not account for 
the repetition of the same statement by an agent S, a situation that can inflate artificially the 
popularity of S if it induces more citations. In this section, we provide a refined version of the ranking 
function which we denote as t#

k ðA½�i�Þ, and which is characterised by new parameters as follows:

● The knowledgeability of A at round k concerning formula �i refers to the proportion between: 
the total number of instances of message � read by A and issued by any agent but A, while 
accounting only for one distinct such instance for any individual agent, and the total number of 
agents who have issued the message up to moment k. Such proportion is formally defined as 

follows: the numerator in Equation 11 denoted by qA½�i �

k sums the number of instances of �i 

issued by any agent in the group S that A reads at state k: we allow a slight abuse of notation in 
the formula with the function Read with multiple values �i and the constraint that each of the 

issue agents never occurs more than once; the denumerator in Equation 12 denoted by dA½�i �

k 
simply counts the total number of agents who have issued formula �i at any state before k. The 
formal expression of Knowledgeability is given in Equation 13 and is denoted as KkðA½�i�Þ.

● The reputation of A at round k concerning formula �i refers to the proportion of positive 
citations of formula �i issued by A (discounting for self-citations) over all citations, i.e. both 
positive and negative ones. Such proportion is formally defined as follows: the numerator in 

Equation 14 denoted by yA½�i�

k counts the number of states λi (distinct than any αi, thus not 
counting instances generated by A herself) in which formula �i has been written (following the 
satisfaction of a Trust formula, as by Definition 2.6; the denumerator in Equation 15 denoted by 

zA
k counts the total number of citations, adding to yA½�i �

k the number of states λi in which formula 
�i has been distrusted. The formal expression of Reputation is given in Equation 16 and is 
denoted as RkðA½�i�Þ.
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● The popularity of A at round k concerning each instance of formula �i refers to the proportion 
of the number of states in which some agent has read �i over the number of all agents minus A. 
We take the mean of all such cases to weight based on the number of times A has issued the 
message �i. Such proportion is formally defined as follows: the numerator in Equation 17 

denoted by xA½�i�

k counts the number of states λi in which formula �i has been read; the 
denumerator is simply the number of agents with A removed. The formal expression of 
Popularity is given in Equation 18 and is denoted as PkðA½�i�Þ.

qA½�i �

k :¼
Xn

i¼0

�Si s:t: αk 2 U � Readð�Si
i ; . . . ; �Sn

i Þ;with Si�j � A (11) 

dA½�i �

k :¼
Xn

i¼0

Si s:t:9λiαk; λi 2 U � Writeð�Si
i Þ (12) 

KkðA½�i�Þ ¼
jqA½�i �

k j þ 1

jdA½�i �

k j þ 2
(13) 

yA½��
k :¼

Xn

i¼0

λi s:t: λi 2 U � Writeð�A
i Þ and λi \ αi � ;;"i (14) 

zA½�i �

k :¼
Xn

i¼0

λi s:t: λi 2 U � DTrustð�A
i Þ (15) 

RkðA½�i�Þ ¼
jyA

k j þ 1
jyA

k j þ jz
A
k j þ 2

(16) 

xA½�i �

k :¼
Xn

i¼0

λinαi s:t: λi 2 U � Readð�A
i Þ; for each αi 2 U � �A

i (17) 

PkðA½�i�Þ ¼ meanð
jxA½�i�

k j

jSnAj
Þ (18) 

Note that in the absence of values for P; K , i.e. where the debate starts without assuming or being 
able to compute any previous knowledge and popularity of the agents, with f ¼ max and R ¼ 0:5, all 
agents will enter the debate with the same neutral trustworthiness value t0 ¼ 0:5.

Functions t#

k and tþk
A further limitation of the previous version of the function tk , as well as of t#

k , is that it does not 
account for the effect that information eventually verified has on the trustworthiness of agents who 
have expressed an opinion before such verification occurs. Nor does it account for the influence that 
the resulting debate might have had on the reputation of the agents.

We improve our model by introducing in our framework oracles, e.g. fact-checking agents. These 
are intended as agents that provide a Boolean evaluation for proving or disproving a given state
ment through the analysis of factual sources and scientific knowledge when these are available. The 
process of fact-checking is a complex one, and for the sake of the framework presented here, we 
treat these agents as oracles able to verify the truthfulness of the statement. The process itself lies 
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outside the scope of the framework: we only record its outcome as a Boolean value when possible. 
The aim is to allow our uncertain trustworthiness function to be reduced to a Boolean value when 
fact-checking is available and, subsequently, to weigh the trustworthiness value on the impact of 
such evaluation on the debate. The usefulness of our improved function in interesting cases when 
fact-checking is not possible relies therefore on the ability to track the history of agents for previously 
fact-checked statements.
First, we define a characteristic function for the set of formulas asserted by any agent, as follows: 

vð�A
i Þ ¼

1 if αi 2 U � Writeð�AÞ

0 if αi 2 U � Writeð:�AÞ

undefined otherwise

8
<

:
(19) 

This function simply returns a value vð�A
i Þ ¼ f1; 0g respectively if agent A asserted �i or rejected it at 

some state αi, and it remains undefined when the agent has not expressed any opinion. The 
designated agent FC, the fact-checker, works with an identical function vð�FC

i Þ.
We now define an enhanced trustworthiness function tþk ðA½�i�Þ ¼ ½0; 1�, as follows: 

tþk ðA½�i�Þ ¼

1 if vð�A
i Þ ¼ vð�FC

i Þ

avgðt�kðA½�i;ψi�ÞÞ"ψi:vðψ
A=FC
i Þ ¼ f1; 0g if vð�A

i Þ ¼ f0; 1g and vð�FC
i Þ is undefined;

0:5 if vð�A
i Þ is undefined and vð�FC

i Þis defined
0 if vð�A

i Þ ¼ 0 and vð�FC
i Þ ¼ 1; or viceversa

8
>><

>>:

(20) 

The function compares for each agent A the evaluation vð�A
i Þ 2 f1; 0g with vð�FC

i Þ 2 f1; 0g, then

● if the two values are identical, the trustworthiness value of agent A concerning �i is set to 1 (the 
highest value);

● if they are opposite, the trustworthiness value of agent A concerning to �i is set to 0 (the lowest 
value);

● if FC has given an evaluation but A has not, we set the value of tþk ðA½�i�Þ to 0:5, to express 
maximum uncertainty with respect to the trustworthiness of A on �i,

● finally: if A has given an evaluation for �i but FC has not, we look at all formulas previously 
stated by A for which there is fact-checking available, and we use a version of our trustworthi
ness ranking function denoted as t�k which is parametrized to the semantic similarity of all such 
other statements ψi concerning �i. This function is used the more the debate on �i is under
developed, i.e. parametric to the number of agents who have expressed an opinion; this new 
function is defined as follows:

A ¼
dkð�iÞ

jSj
� ð1 � sem simð�i;ψiÞÞ (21) 

B ¼ ðð1 �
dk

jSj
Þ � ðsem simð�i;ψiÞÞ (22) 

t�kðA½�i;ψi�Þ ¼ ð
A

A þ B
� t#

k ðA½�i�Þ þ
B

A þ B
� ðtþk ðA½ψi�ÞÞÞÞ (23) 

Hence, we first compute a variable A which takes the number of messages dk written at any state k 
before i parametrised over the number of agents and each weighted by their semantic distance from 
the message �i (the more the message is distant semantically, the less relevant it should be); then we 
compute a dual variable B; then A over A þ B is used to weight the trustworthiness ranking t#

k of A 
concerning �i, while B over A þ B is used to weight the trustworthiness ranking tþk of A concerning 
ψi and the two measures are summed up.
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We stress here again that the introduction of oracles (i.e. fact-checkers) in the function tþk is 
functional to exclude from approximate evaluations opinions on matters of facts, scientifically 
verified or rejected. In the function t�k this introduction is helpful to weigh the trustworthiness 
value of an agent against the background of her previous statements which might have been 
verified or rejected, to include her ‘history’. This weight is proportional to the semantic similarity 
of the statements involved. In Section Limitations, we further consider this aspect to assess the limits 
of the use of fact-checking methods in the evaluation of the trustworthiness of scientific experts. The 
meaning of all symbols occurring in Equations 1-20 is summarized in Table 1.

Implementation

Data concerning the debate are collected on spreadsheets1: each sheet includes the citations 
performed in one of the three periods. Citations are then translated into operations of the semantics 
to construct the ranking formalised in Section Trustworthiness ranking. We analyse data using an 
IPython notebook2 as follows.

Data Exploration

The NetworkX Python library is used to explore the graphs of connections among experts. In the 
graph, nodes represent experts, edges represent citations. At this step, we represent the number of 
citations among experts in the interval ½0; 1�: 0 citations are equivalent to a neutral popularity value 
0:5; the more negative (resp. positive) citations collected, the more this value will tend to 0 (resp. 1). 
Such a value is represented as an edge weight in the graph. Since not all the experts intervene in the 
same periods, such graphs result relatively sparse.

Clustering

We represent the citation graph using a matrix, and we look for clusters of similar opinion holders. 
Since we need to identify proximity among experts, we use the inverse of the number of citations 
represented in the interval ½0; 1� as a distance measure between opinions: in this manner, the closest 
opinion holders will be linked by a value closer to 0. We use SVM to identify clusters in the graph. 
Without knowing the actual positions of the experts, we look for uniform clusters of opinions.

Table 1. Explanation of the symbols used in Equations 1–20.

Symbol Meaning

ϕS
i

ith message issued by some agent S.
αi Local state for an agent A.
qA

k Number of messages read by A until round k
dA

k Number of messages written by agent A before round k (including citations of S)
yA

k Positive citations of A at round k
zA

k Negative citations of A at round k
xA

k Number of times A has been read at round k
sA

k Number of messages written by agent A before round k
S Set of agents
K Knowledgeability measure
R Reputation measure
P Popularity measure
tðA½ϕi�) Trustworthiness of A with respect to ϕi .
tþðA½ϕi�) Enhanced trustworthiness of A with respect to ϕi .
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Overall Sensemaking

Further analysis to make sense of the overall debate is made by modelling the opinion held by the 
expert as 0:5 if neutral, 0 if against �, and 1 otherwise. Then, we compute the average of the opinions 
held by the group of experts, weighing them on their trustworthiness, computed as explained in 
Section Trustworthiness ranking.

Dataset

In this section, we illustrate the dataset used to validate our model.

Experimental setup

We create a dataset of 90 articles selected from 12 different newspapers reporting the debate among 
Italian medical experts on SARS-CoV-2.3 Most of the newspapers selected are reported by ADS4 

among the most widely read national newspapers; however, we also take into account local, free and 
online newspapers. The articles were collected by using keywords referring to the topic of debate or 
the names of experts.

In the tables in the remainder of this paper, medical experts are denoted by Greek letters (from A 
to Ω). The actual correspondence is reported in the cited spreadsheet, but here we are interested in 
analysing the debate as a whole, rather than assessing the correctness of the opinions of each 
medical expert. Expert opinions and citations are manually coded, so possibly subject to subjective 
interpretation.

The temporal frame of reference goes from March 2020 to March 2021 and it is divided into three 
phases: Spring 2020, the first pandemic wave, when the situation became dramatic; Summer 2020, 
when measures were relaxed following the deflation of the contagion curve; Fall 2020, when the 
second pandemic wave hit Italy.

The statements chosen for analysis are such that in those initial phases they do not qualify as fact- 
checkable by the criteria of relevant organisations, namely that there are facts and quantitative 
analyses available to support or reject them. In particular, statements concerning the criticality of the 
situation in the first phase and the usefulness of a lockdown in the third phase were largely a matter 
of opinion and comparison with analogous situations in other countries and therefore not checkable 
by scientific standards. This is on purpose to show our algorithm at work in those cases where fact- 
checking is not available. To implement the introduction of oracles as in Section Trustworthiness 
ranking revisited, we have then expanded the dataset with a set of articles referring to the health 
situation during the pandemic, falsified by different fact-checking sources and collected by 
Disinfolab.5 We used this data to define the messages introduced by the agent FC into the system 
and concerning which trustworthiness ranking is evaluated.

First stage: March–July 2020

For the first period (06.03.20–14.07.20), we analysed 28 articles from 12 different newspapers. All 
these articles report the position of various medical experts on the statement
� = ‘the situation concerning SARS-CoV-2 is critical’.
In particular, a formula 

αi 2 U � Writeð�AÞ

valid in a model means agent A holds the opinion that ‘the situation is critical’, while 

αi 2 U � Writeð:�AÞ
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means agent A holds the opinion that ‘several factors show that the situation is less and less serious’. 
Such factors may include a lower viral load in the positive swabs and the ratio between positive and 
deceased. The analysis of such factors was excluded from the present analysis, i.e. we do not 
distinguish among the arguments supporting or opposing such a statement at this point, but 
consider only the agents’ positions on this matter. In both cases, the statements are the result of a 
simplification that would allow the synthesis of all the opinions reported during the debate.

Second stage: July–September 2020

For the second period (14.07.20–29.09.20), we analysed 27 articles from 9 different newspapers. The 
statement � has the same meaning as before, but the range of topics is effectively more assorted 
than in the first period. The experts express their opinion on more specific issues such as the possible 
reopening of schools or the policy to be adopted on swabs. Nonetheless, the debate remains 
focused on the more general issue of the health situation, and that is where most conflicts of 
opinion arise. For this reason, we maintain the simplified statements � and :�. In particular, we did 
not consider details such as the need to increase the number of swabs or the impossibility of 
reopening schools. Consequently, the model does not take into account some conflicts of opinion 
between agents: for example, if two agents consider the health situation generally still critical but 
disagree on the policy to adopt on swabs, the model will focus on the general agreement related to 
the main topic and not on the particular divergence.

Third stage: January–March 2021

For the third period (03.01.21–29.03.21), we analysed 35 articles from 5 different newspapers. In this 
period, all experts seem to agree on the criticality of the health situation. Therefore, the argument of 
the debate appears to have moved towards a more specific topic, namely a possible lockdown. In 
particular, we refer now to a different statement

ψ = ‘a national lockdown is required’
while
:ψ =‘the health situation is still critical, but the lockdown is an excessive measure’.

Also, in this case, the main argument is accompanied by several more specific issues of debate, such 
as the possibility of going to the polls. Nevertheless, these issues are very close to the main topic, and 
it was not difficult to consider them under the more general format ψ;:ψ.

Fact-checking data

To extend our model and analysis with the introduction of fact-checking oracles, we referred to a 
dataset made available by EU Disinfolab.6 The dataset consists of a list of 61 newspaper articles 
concerning the media reaction to the event of the pandemic; it specifies source and type of 
disinformation (i.e. misleading, fabricated or false content). For each item, it also indicates which 
of the 8 fact-checkers taken into consideration falsified the news (Bufale.net, BUTAC, Facta News, 
Giornalettismo, Next, Open, Pagella Politica, Smask online).7 We analysed the correspondence of 
items in our own dataset used for the reconstruction of the debate, and the following emerged from 
the Disinfolab dataset:

● 4 of the agents we considered are cited;
● 8 articles are about the discussion topic �;
● 2 articles are about the discussion topic ψ.
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Nonetheless, if these observations are cross-referenced considering the time frame in the imple
mentation, only an article published on Next on 02.06.20 is useful for our analysis,8 which appears to 
falsify the message coded as ð:�ÞA during the first stage. In the following, we will therefore use this 
item as a fact-checking oracle in the third iteration of model evaluation.

Evaluation

Rankings generated by the tk function

In the following, we refer to the trustworthiness ranking tk as the value generated by the model 
described in Section Trustworthiness ranking, namely where only reputation, popularity, and knowl
edgeability of the agents are taken into account, and there are no discounts for possibly artificially 
inflated measures, nor fact-checking available.

In the implementation of this first model, a positive (resp. negative) citation of another agent for 
this period is reported as a positive (resp. negative) unit value, see Table 2. Here and in the following, 
we omit from these lists the actors who do not enter actively the debate. The dataset of the first stage 
is used to define intuitive trustworthiness ranking for each of the agents, reported in Table 3: the 
highest-ranked agents are those who received the highest number of positive citations; the lowest- 
ranked ones are those who received the most negative citations; agents who are not cited (either 
positively or negatively) in this first round, are listed in alphabetical order with a neutral ranking 
between the two previous groups. In computing the number of citations, we ignore multiple reports 
of the same debate by one or more newspapers but refer only to citations that report interactions 
between agents occurring on different occasions. During the first round, agents will rely on these 
hierarchies when it comes to assessing conflicting opinions.

Citations among medical experts collected from the second period are reported in Table 4 and are 
used to create a global trustworthiness order, presented in Table 5. To resolve cases of conflicting 
information, agents use the intuitive trustworthiness order from the first period, fully implementing 
the formal machinery presented in Section Formal preliminaries: each statement by an expert 
corresponds to a written message (the write rule); positive citations correspond to the rewriting of 
a message read and evaluated positively (trust rule, or mistrust rule if this implies the rejection of a 
previously held opinion); negative citations correspond to the negative assessment following the 
reading of a message (distrust rule).

Data from the third period are presented in Table 6 and are used to generate a novel trustworthi
ness ranking presented in Table 7. In this evaluation, while the agents already intervened in the 
previous stage refer to the shared ranking, shown in Table 5, agents who enter the debate for the 
first time still apply their intuitive ranking as by Table 3, as these actors have not contributed yet to 
the debate. This has the effect of slowing down the creation of an effectively unbiased trustworthi
ness ranking.

Table 2. Citations in the first period: positive (resp. negative) numbers 
stand for positive (resp. negative) citations. The debate is strongly 
determined by medical expert A.

Agents A B I Λ

A - −1 1 1
B −1 - - -
Γ 1 - - -
Δ −1 - - -
E −1 - - -
Z −1 - - -
H 1 - - -
Θ 1 - - -
K −1 - - -
M −1 - - -
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Table 3. Intuitive rankings of each agent based on the interactions in Table 2. Agents 
enclosed within round brackets are to be considered ranked equally.

Agent Intuitive ranking

A [(I, Λ), (A, Γ;Δ, E, Z, H, Θ, K, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ), B]
B [(B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ) A]
Γ [A, (B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
Δ [B, (Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ) A]
E [B, (Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ) A]
Z [B, (Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ) A]
H [A, (B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
Θ [B, (Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ) A]
I [(A, B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
K [B, (Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ) A]
Λ [(A, B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
M [B, (Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ) A]
N [(A, B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
Ξ [(A, B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
O [(A, B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
� [(A, B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
R [(A, B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
� [(A, B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
T [(A, B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
Φ [(A, B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
X [(A, B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
Ψ [(A, B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]
Ω [(A, B, Γ;Δ, E, Z, H, Θ, I, K, Λ, M, N, Ξ, O, �, R, �, T, Φ, X, Ψ)]

Table 4. Citations in the second period. The debate is characterizedcharacterised by less citations, centeredcentred around one 
expert.

Agents A B I N Ξ

A 2 −1 1 −1 -

B −1 - - - -
Γ - - - - −1
N −1 - - - -

Ω 1 - - - -

Table 5. Trustworthiness ranking in the second period. Few interactions imply a quite 
uniform ranking.

Source R P K t2

A 1 1.2 0.6 0.93
I 1 0.66 0.1 0.58
Ω 0.5 0.5 0.2 0.4
B 0.33 0.66 0.2 0.39
Γ 0.33 0.66 0.2 0.39
N 0.33 0.66 0.2 0.39
Ξ 0.33 0.66 0.2 0.39
Δ 0.5 0.5 0.1 0.36
E 0.5 0.5 0.1 0.36
Z 0.5 0.5 0.1 0.36
H 0.5 0.5 0.1 0.36
Θ 0.5 0.5 0.1 0.36
K 0.5 0.5 0.1 0.36
Λ 0.5 0.5 0.1 0.36
M 0.5 0.5 0.1 0.36
O 0.5 0.5 0.1 0.36
� 0.5 0.5 0.1 0.36
R 0.5 0.5 0.1 0.36
� 0.5 0.5 0.1 0.36
T 0.5 0.5 0.1 0.36
Φ 0.5 0.5 0.1 0.36
X 0.5 0.5 0.1 0.36
Ψ 0.5 0.5 0.1 0.36
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Rankings generated by t#

k

In this subsection, we refer to the trustworthiness ranking t#

k as the value generated by the model 
described in Section Trustworthiness ranking revisited, namely where reputation, popularity, and 
knowledgeability of the agents are enhanced by appropriate discounting factors for inflated mea
sures, e.g. multiple and self-citations.

In Tables 8 and 9, we show the common rankings obtained at the end of stages 2 and 3, 
respectively, computed with the new formulation of the three parameters presented in Section 
Trustworthiness ranking. Data collected from the articles are then used exactly in the same way as in 
the previous computation. In particular, data from the first stage are used to compute an intuitive 
ranking for each agent, while data from the second and third stages are used for the computation of 
the common ranking.

Table 7. Trustworthiness ranking in the third period. As a consequence 
of the high number of citations received, agent Ξ gets the highest 
trustworthiness score in this period.

Source R P K t3

Ξ 0.55 4 0.05 1.53
O 0.4 0.83 0.15 0.46
A 0.5 0.5 0.05 0.35
Δ 0.5 0.5 0.05 0.35
E 0.5 0.5 0.05 0.35
Z 0.5 0.5 0.05 0.35
H 0.5 0.5 0.05 0.35
Θ 0.5 0.5 0.05 0.35
I 0.5 0.5 0.05 0.35
K 0.5 0.5 0.05 0.35
Λ 0.5 0.5 0.05 0.35
M 0.5 0.5 0.05 0.35
Ω 0.5 0.5 0.05 0.35
B 0.5 0.33 0.15 0.32
N 0.5 0.33 0.1 0.31
� 0.5 0.33 0.1 0.31
R 0.5 0.33 0.1 0.31
� 0.5 0.33 0.1 0.31
T 0.5 0.33 0.1 0.31
Φ 0.5 0.33 0.1 0.31
X 0.5 0.33 0.1 0.31
Ψ 0.5 0.33 0.1 0.31
Γ 0.33 0.33 0.25 0.30

Table 6. Citations in the third period. Again, the debate is centered
centred around one expert.

Agents Γ Ξ O

B - 1 1
Γ - −1 −3
N - 1 -
O −1 1 -
� - 1 -
R - −1 -
� - −1 -
T - −1 -
Φ - −1 -
X - −1 -
Ψ - −1 -
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Rankings generated by tþk
In this subsection, we finally report rankings generated by fully implementing the second formula
tion of the model by introducing oracles, i.e. function tþk . To this aim, we refer to data reported in 
Subsection Fact-checking data.

We use data from the first stage to calculate a ranking taking into account this newly acquired 
information, replacing the intuitive rankings previously generated at this stage. In particular, we 

Table 8. Values at the end of the second stage with new parameters.

Source Reputation Popularity Knowledgeability t#
2

A 0.4 0.04 0.5 0.31
I 0.66 0.04 0 0.23
Ω 0.5 0 0.16 0.22
B 0.33 0.04 0.16 0.17
Γ 0.33 0.04 0.16 0.17
N 0.33 0.04 0.16 0.17
Ξ 0.33 0.04 0.16 0.17
Δ 0.5 0 0 0.16
E 0.5 0 0 0.16
Z 0.5 0 0 0.16
H 0.5 0 0 0.16
Θ 0.5 0 0 0.16
K 0.5 0 0 0.16
Λ 0.5 0 0 0.16
M 0.5 0 0 0.16
O 0.5 0 0 0.16
� 0.5 0 0 0.16
R 0.5 0 0 0.16
� 0.5 0 0 0.16
T 0.5 0 0 0.16
Φ 0.5 0 0 0.16
X 0.5 0 0 0.16
Ψ 0.5 0 0 0.16

Table 9. Values at the end of the third stage with new parameters.

Source Reputation Popularity Knowledgeability t#
3

Ξ 0.46 0.5 0 0.32
B 0.5 0 0.16 0.22
Ω 0.5 0 0.16 0.22
N 0.5 0 0.08 0.19
� 0.5 0 0.08 0.19
R 0.5 0 0.08 0.19
� 0.5 0 0.08 0.19
T 0.5 0 0.08 0.19
Φ 0.5 0 0.08 0.19
X 0.5 0 0.08 0.19
Ψ 0.5 0 0.08 0.19
O 0.33 0.04 0.16 0.17
A 0.5 0 0 0.16
Γ 0.33 0.01 0.16 0.16
Δ 0.5 0 0 0.16
E 0.5 0 0 0.16
Z 0.5 0 0 0.16
H 0.5 0 0 0.16
Θ 0.5 0 0 0.16
I 0.5 0 0 0.16
K 0.5 0 0 0.16
Λ 0.5 0 0 0.16
M 0.5 0 0 0.16
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assume that the fact-checking agent FC states � and calculate a new value for each other agent, 
referring to the enhanced trustworthiness function formalised in Section Trustworthiness ranking 
revisited. Recall that here the associated values are 1 if the agent’s opinion coincides with FC’s 
opinion; 0 if it does not; and 0:5 if the agent has not expressed any opinion while FC has. Based on 
these new values, collected in Table 10, we obtain the following common ranking: 

fðB;Δ; E; Z;Θ; K;M;OÞ; ðN; Ξ;�; R;�; T;Φ; X;Ψ;ΩÞ; ðA; Γ;H; I; ΛÞg

which replaces the intuitive rankings used by agents in the evaluation of messages in the second 
stage.

On this basis, we analysed the interactions that occurred during the second stage, shown in Table 11, 
obtaining new trustworthiness values reported in Table 12. We used those values to compute a tþ2 value 
for each of the agents, following the definition as reported in Section Trustworthiness ranking revisited. 
In particular, we compute t�2 considering: the value A ¼ 0.026 computed from a measure of the extent of 
the debate (accounting for 12 out of 23 agents contributing to the debate) weighted on the semantic 
similarity (0.7) between the statement currently debated and the one verified by the oracle, and its dual 
value B ¼ 0.66. To compute A and B, we use the Word Mover distance (Kusner et al. 2015) between the 
two statements after having removed stop words using the NLTK python package.9

Table 10. Values for each 
agent at the end of the 
first stage.

Source tþ1
A 0
B 1
Γ 0
Δ 1
E 1
Z 1
H 0
Θ 1
I 0
K 1
Λ 0
M 1
N 0.5
Ξ 0.5
O 1
� 0.5
R 0.5
� 0.5
T 0.5
Φ 0.5
X 0.5
Ψ 0.5
Ω 0.5

Table 11. Citations in the second period, where agents rely on the common ranking 
obtained from the first stage.

Agents A B Γ I N Ξ

A 2 1 - 1 1 -
B −1 - - - - -
Γ - - - - - 1
N −1 - - - - -
Ξ - - −1 - - -
Ω 1 - - - - -
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With the new ranking thus obtained, we then analysed the citations among agents in the third 
stage and summarised them in Table 13. As before, we used those values to compute a tþ3 value for 
each of the agents, this time considering the values A ¼ 0.15 and B ¼ 0.33. Again, we use the Word 
Mover distance of the two statements after having removed stop words to compute them. The 
values thus obtained for the computation of the new common ranking are shown in Table 14.

Comparisons
In what follows, we will proceed with a comparison between the rankings that can be obtained using 
the different versions of our model.

First of all, the effect of using the new formulation of the parameters, offered in Section 
Trustworthiness ranking revisited, will be observed. Table 16 summarises the trustworthiness values 
computed at the second stage of our analysis, comparing values from Tables 5 and 8. Table 17 does 
the same for the third stage of our analysis, reporting and comparing the results from Tables 7 and 9. 

Table 12. Values at the end of the second stage, using common ranking from the first 
stage.

Source Reputation Popularity Knowledgeability t#
2 tþ2

B 0.66 0.04 0.16 0.28 0.975
Δ 0.5 0 0 0.16 0.973
E 0.5 0 0 0.16 0.973
Z 0.5 0 0 0.16 0.973
Θ 0.5 0 0 0.16 0.973
K 0.5 0 0 0.16 0.973
M 0.5 0 0 0.16 0.973
O 0.5 0 0 0.16 0.973
� 0.5 0 0 0.16 0.8
R 0.5 0 0 0.16 0.8
� 0.5 0 0 0.16 0.8
T 0.5 0 0 0.16 0.8
Φ 0.5 0 0 0.16 0.8
X 0.5 0 0 0.16 0.8
Ψ 0.5 0 0 0.16 0.8
N 0.66 0.04 0.16 0.28 0.485
Ξ 0.66 0.04 0.16 0.28 0.485
Ω 0.5 0 0.16 0.22 0.484
A 0.4 0.04 0.5 0.31 0.006
I 0.66 0.04 0 0.23 0.004
Γ 0.33 0.04 0.16 0.17 0.003
H 0.5 0 0 0.16 0.003
Λ 0.5 0 0 0.16 0.003

Table 13. Citations in the third period, where 
agents rely on the common ranking obtained 
from the second stage.

Agents Γ Ξ O

B - 1 1
Γ - 1 3
N - 1 -
O −1 1 -
� - 1 -
R - −1 -
� - −1 -
T - −1 -
Φ - −1 -
X - −1 -
Ψ - −1 -
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Next, the effect on the generation of the ranking of the use of a prescriptive rather than a descriptive 
model will be analysed: Tables 8, 12 and 9, Table 14 are summarised, respectively, in Tables 18 (Figure 
4) and Table 19 (Figure 5), allowing the comparison between the rankings obtained with and without 
taking into account the oracle.

In both cases, observations can be made both on the variation of the trustworthiness value 
associated with each agent, as well as on the more general effects in the composition of the ranking. 
Table 15 was therefore introduced to facilitate a more immediate comparison of rankings.

Effects on the ranking of the new parameter formulation. We first make a few remarks on the 
effects that reformulating the trustworthiness function as t#

k in Section Trustworthiness ranking 
revisited has on the ranking when compared to its former version tk from Section Trustworthiness 
ranking.

As can be seen immediately in Table 15, the composition of the ranking for the second period 
remains unchanged among the two versions: we are faced with two descriptive models that take 
into account the same intuitive rankings and therefore the same interactions during the second 
stage. Nonetheless, the new formulation of the parameters in t#

k produces a variation in the range of 

Table 14. Values at the end of the third stage, where agents use the common ranking 
from the second stage.

Source Reputation Popularity Knowledgeability t#
3 tþ3

O 0.83 0.04 0.16 0.34 0.78
B 0.5 0 0.16 0.22 0.74
Δ 0.5 0 0 0.16 0.72
E 0.5 0 0 0.16 0.72
Z 0.5 0 0 0.16 0.72
Θ 0.5 0 0 0.16 0.72
K 0.5 0 0 0.16 0.72
M 0.5 0 0 0.16 0.72
Ξ 0.46 0.5 0 0.32 0.43
Ω 0.5 0 0.16 0.22 0.4
N 0.5 0 0.08 0.19 0.39
� 0.5 0 0.08 0.19 0.39
R 0.5 0 0.08 0.19 0.39
� 0.5 0 0.08 0.19 0.39
T 0.5 0 0.08 0.19 0.39
Φ 0.5 0 0.08 0.19 0.39
X 0.5 0 0.08 0.19 0.39
Ψ 0.5 0 0.08 0.19 0.39
A 0.5 0 0 0.16 0.04
Γ 0.33 0.01 0.16 0.16 0.04
H 0.5 0 0 0.16 0.04
I 0.5 0 0 0.16 0.04
Λ 0.5 0 0 0.16 0.04

Table 15. Comparison of the rankings obtained by the different versions of the model.

Model produced by tk
First stage Intuitive rankings
Second stage {A, I, Ω, (B, Γ , N, Ξ), (Δ, E, Z, H, Θ, K, Λ, M, O, �, R, �, T, Φ, X, Ψ)}
Third stage {Ξ, O, (A, Δ, E, Z, H, Θ, I, K, Λ, M, Ω), B, (N, �, R, �, T, Φ, X, Ψ), Γ}

Model produced by t#
k

First stage Intuitive rankings
Second stage {A, I, Ω, (B, Γ , N, Ξ), (Δ, E, Z, H, Θ, K, Λ, M, O, �, R, �, T, Φ, X, Ψ)}
Third stage {Ξ, (B, Ω), (N, �, R, �, T, Φ, X, Ψ), O, (A, Γ , Δ, E, Z, H, Θ, I, K, Λ, M,)}

Model produced by tþk
First stage {(B, Δ, E, Z, Θ, K, M, O), (N, Ξ, �, R, �, T, Φ, X, Ψ, Ω), (A, Γ , H, I, Λ)}
Second stage {B (Δ, E, Z, Θ, K, M, O), (�, R, �, T, Φ, X, Ψ), (N, Ξ), Ω, A, I, Γ , (H, Λ)}
Third stage {O, B, (Δ, E, Z, Θ, K, M), Ξ, Ω, (N, �, R, �, T, Φ, X, Ψ), (A, Γ , H, I, Λ)}
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values: the new interval ½0:16; 0:31� is significantly smaller compared to the previous one ½0:36; 0:93�, 
with a consequent reduction in the distance between the values of the different agents. This 
reduction is due precisely to the new formulation of the parameters, in particular

● reputation, which now accounts for the fraction of positive citations over the total and no 
longer only over the negative ones, penalises those who previously had a very high value 
because they are quoted only positively;

● popularity, also taking into consideration how many times a message is repeated, penalises 
high values due to the sudden repetition of the same message.

The composition of the rankings relating to the third period, on the other hand, shows changes 
mainly due to the knowledgeability parameter. In particular, the new formulation penalises those 
who do not read other agents’ messages, assigning to these agents a value of 0, rather than 0:5, and 
it also allows to distinguish with more precise values the agents who read a single message from 
those who read most of them. In the absence of variations in the interactions between agents, the 
composition of the ranking, therefore, follows the variation of the values in the knowledgeability of 
the agents.

Effects on the ranking of the introduction of the oracle
Before proceeding with a more detailed analysis, it should be noted that the rankings obtained with 
the introduction of the oracle in tþk , both in the second and third periods, present significant 
differences. What most differentiates the models produced by functions tk and tþk is precisely their 
nature: if in the first case we were dealing with a descriptive model, now we approach a prescriptive 
model. In particular, this results in a difference in interactions between agents which in turn is 
reflected in the ranking.

The comparison of values obtained at the end of the second stage of our analysis before and after 
the introduction of the oracle, summarised in Table 16 (and plotted in Figure 1), shows that the range 
of values assigned to each agent varies considerably. Before the introduction of the oracle, the 
interval in the model produced by function t#

k was ½0:16; 0:31�; after, the range resulting from 
applying function tþk becomes ½0:003; 0:975�. This larger range, which is reflected in a more refined 
and differentiated ranking as can be seen in Table 15, is due precisely to the introduction of the 
oracle.

The oracle’s verdict concerning the topic of the previous phase is then taken into consideration, 
weighed on the semantic similarity between the two topics of debate (0:9) and on the extent of the 
debate in progress. Since the latter is limited (only 6 agents out of 23 express themselves), in the 
formulation of the ranking the values of popularity, reputation and knowledgeability are less 
relevant than in the previous evaluation by the oracle. This also explains why, as can be noticed 
by observing Table 15, the ranking appears to be practically overturned.

Moreover, following the introduction of the oracle, we are witnessing a more differentiated 
ranking: if before we were faced with three large groups of agents (favoured or disadvantaged by 
the debate and agents not intervening in it), now the agents, silent or not, are further differentiated 
by the evaluation of their previous statements made by the oracle.

The comparison of values obtained at the end of the third stage before and after the introduction 
of the oracle, summarised in Table 17 (and plotted in Figure 2), shows that, despite a lower degree of 
semantic similarity (0:7) and an increase in the breadth of the debate (12 agents out of 23 express 
themselves), the evaluation of the oracle in the first phase remains the most relevant value in the 
formulation of the ranking. As before, this explains a wider range of values (from ½0:22; 0:32� to 
½0:04; 0:78�) and the consequent differentiation of the ranking which always appears very different 
from that obtained without the intervention of the oracle.
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Ranking correlations
As an additional evaluation of the rankings obtained, we perform a statistical comparison of the 
different rankings obtained in the different periods. Tables 20 and 21 report the correlation coeffi
cients (computed using Pearson and Spearman tests, respectively) of the rankings computed for 
periods 2 and 3, using the t, t#, tþ with the oracle method. Figure 6 highlights the most relevant 
comparisons. We can observe that when we compute the trustworthiness scores as t and t#, results 
are highly correlated (although not identical). Also, these methods imply rankings for the two 
periods that are significantly different from each other, i.e., uncorrelated. On the other hand, tþ is 
quite different from t and t#: this method makes the ranking for the two periods highly correlated. 
Despite the other two methods, tþ makes the ‘historic’ component important. This difference in 

Table 16. Comparison of values at the end of the 
second stage obtained with old and new 
parameters.

Source t2 t#
2

A 0.93 0.31
B 0.39 0.17
Γ 0.39 0.17
Δ 0.36 0.16
E 0.36 0.16
Z 0.36 0.16
H 0.36 0.16
Θ 0.36 0.16
I 0.58 0.23
K 0.36 0.16
Λ 0.36 0.16
M 0.36 0.16
N 0.39 0.17
Ξ 0.39 0.17
O 0.36 0.16
� 0.36 0.16
R 0.36 0.16
� 0.36 0.16
T 0.36 0.16
Φ 0.36 0.16
X 0.36 0.16
Ψ 0.36 0.16
Ω 0.4 0.22

Figure 1. Comparison of the trustworthiness values at time t2 computed using t (left) and t# (right). The plots show how the 
trustworthiness ranking is essentially preserved at the initial stage across the two functions, but t# offers a more nuanced and 
realistic metric.

22 G. PRIMIERO ET AL.



behaviour of tþ compared to t and t# is visible also from Figure 3, which compares the distributions 
obtained with the three methods (while remaining opaque with respect to the positioning of the 
individual agents). We observe that t and t# converge towards a similar distribution, although the 
latter converges more quickly, i.e. differently than t2, t#

2 is already quite close to 3t#. tþ, instead, 
follows a different behaviour: tþ3 is rather different from t#

3 , both in terms of span of the trust values 
predicted and of their distribution.

One last note regards the differences in the correlation coefficients obtained. Although the 
pairwise scores are close to each other, some differences arise because while Pearson measures 
linear correlation, Spearman measures ranking correlation. Changes in the scores which seem to be 

Figure 2. Comparison of the trustworthiness values at time t3 computed using t (left) and t# (right). The plots show how the 
trustworthiness ranking with respect to time t2 from Figure 1 is preserved by function t, while the more nuanced t# generates a 
new ranking in which agents move significantly up or down with respect to time t2.

Table 17. Comparison of values at the end of the 
third stage with old and the new parameters.

Source t3 t#
3

A 0.35 0.16
B 0.32 0.22
Γ 0.30 0.16
Δ 0.35 0.16
E 0.35 0.16
Z 0.35 0.16
H 0.35 0.16
Θ 0.35 0.16
I 0.35 0.16
K 0.35 0.16
Λ 0.35 0.16
M 0.35 0.16
N 0.31 0.19
Ξ 1.53 0.32
O 0.46 0.17
� 0.31 0.19
R 0.31 0.19
� 0.31 0.19
T 0.31 0.19
Φ 0.31 0.19
X 0.31 0.19
Ψ 0.31 0.19
Ω 0.35 0.22
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irrelevant might, for instance, imply changes in the rankings. Vice-versa, significant changes in the 
scores might leave the rankings unchanged. These considerations are captured by the two 
coefficients.

Discussion

We discuss the results obtained, and we link each part of the analysis to the implementation above.

Data Exploration

The rankings generated from our algorithm and presented in Tables 5 and 7 differ sensibly from the 
initial biased rankings of Table 3. The difference becomes more marked in the second iteration of the 
algorithm, as at this point most agents rely on the trustworthiness ranking generated in the second 
phase. In general, the system appears to reward the popularity of agents, balanced by other factors.

In Tables 5 and 7, the highest-scoring agents are the most cited ones and tend to identify with 
those being first in introducing reliable information within the debate. The lowest-scoring agents are 
those who either do not intervene or do it only to assess others. The difference in trustworthiness 
values between the highest and the lowest-ranked agents (resp. 0.57 for Table 5 and 1.23 for Table 7) 
is also more marked in the second iteration: this seems to depend on citations concentrating towards 
a single agent in this third phase, hence rewarding their popularity, while in the second phase a more 
widespread debate induced a more evenly distributed ranking. The algorithm may balance out the 
weight of popularity by increasing the reputation parameter, especially in contexts where less 
reliable and more extreme positions are offered by some agents.

Figure 3. Pointwise distribution of the trustworthiness scores obtained with t, tþ , and t# , respectively. The plot shows that: 
function t essentially preserves the ranking distribution while reducing the distance and overall trustworthiness value of all agent 
in time; tþ distributes trustworthiness values for all agents more widely across the scale; finally, t# offers a distribution of values 
almost stable between stages 2 and 3, modulo the different positioning of agents already illustrated in Figures 1 and 2.
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Clustering

We perform cluster analysis of the experts using SVM. In period 1, we obtain a cluster containing 
medical experts with diverse opinions, and one cluster of experts holding the same opinion. When 
creating three clusters, there are two clusters with uniform opinions, one pro and one against �. Note 
that experts may hold the same opinion and still attack each other on subtopics or specific 
arguments. The same result is obtained with the clusters of periods 2 and 3, although in period 3 
two out of three uniform clusters include experts holding the same opinion. While further refinement 
is necessary, our model provides a promising basis for identifying experts assimilated by opinion.

Table 18. Comparison of values at the end of the 
second stage with and without oracle.

Source t#
2 tþ2

A 0.31 0.006
B 0.17 0.975
Γ 0.17 0.003
Δ 0.16 0.973
E 0.16 0.973
Z 0.16 0.973
H 0.16 0.003
Θ 0.16 0.973
I 0.23 0.004
K 0.16 0.973
Λ 0.16 0.003
M 0.16 0.973
N 0.17 0.485
Ξ 0.17 0.485
O 0.16 0.973
� 0.16 0.8
R 0.16 0.8
� 0.16 0.8
T 0.16 0.8
Φ 0.16 0.8
X 0.16 0.8
Ψ 0.16 0.8
Ω 0.22 0.484

Figure 4. Comparison of the trustworthiness values at time t2 computed using t# (left) and tþ (right). The plots show how at the 
first iteration t# produces a much smaller distribution of trustworthiness values for all agents across the scale, while tþ groups 
many agents with the same value but distributes more largely across the value scale.
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Overall sensemaking

We then compute an average of the opinions held by the experts, weighed on their estimated 
trustworthiness. For the first period, the estimated percentage of experts supporting � is 51% 
(standard deviation σ = 33%). According to an Ipsos poll,10 this is in line with the public opinion, 
which ranges in the 30–82% interval (mean μ ¼ 61%, σ = 22%). The average of non-weighted 
opinions is 56% (σ = 37%). The different granularity of the data makes their comparison difficult. In 
this period, we observed an initial phase characterised by high uncertainty and concern, followed by 
a decrease in public concern due to an overall improvement in the situation. The resulting overall 
public opinion is characterised by a high variance, and this is reflected also by the experts’ opinions. 

Table 19. Comparison of values at the end of the 
third stage with and without oracle.

Source t#
3 tþ3

A 0.16 0.04
B 0.22 0.74
Γ 0.16 0.04
Δ 0.16 0.72
E 0.16 0.72
Z 0.16 0.72
H 0.16 0.04
Θ 0.16 0.72
I 0.16 0.04
K 0.16 0.72
Λ 0.16 0.04
M 0.16 0.72
N 0.19 0.72
Ξ 0.32 0.43
O 0.17 0.78
� 0.19 0.72
R 0.19 0.72
� 0.19 0.72
T 0.19 0.72
Φ 0.19 0.72
X 0.19 0.72
Ψ 0.19 0.72
Ω 0.22 0.4

Figure 5. Comparison of the trustworthiness values at time t3 computed using t# (left) and tþ (right). The plots show how at the 
second iteration: t# preserves a smaller distribution of values across the scale but allows sensible variations in the rankings (note, 
e.g. the changes in value for agents A and Ξ); on the other hand, tþ keeps distributing more largely across the scale of values, 
while also allowing some significant changes in values (see, e.g. agents O and N).
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Also, while experts discuss the situation in general, the poll at our disposal describes the concern of 
the public for their personal situation, for the national situation, and also globally. These are rather 
diverse.

For the second period, the public opinion ranges between 32% and 82% (μ ¼ 59%, σ = 23), and 
the estimated weighted expert opinion is 32%, σ = 19% (non-weighted μ ¼ 50%, σ ¼ 28%).

Lastly, for the third period, 50% of laypeople support ψ (σ not available),11 while 29% (σ = 24%) of 
the experts do (non-weighted μ = 47% σ = 38%). While � regards the severity of the disease, largely 
agreed upon, ψ regards the highly debated lockdown.

Table 20. Values of the pairwise Pearson correlation (ρ) computed among all the rankings obtained in periods 2 and 3, measuring 
trustworthiness using T , tk , and tk with and oracle.

t2 t3 t#
2 t#

3 tþ2 tþ3
t2 1.00 −0.01 0.95 −0.12 −0.51 −0.53
t3 −0.01 1.00 −0.01 0.80 −0.08 −0.09
t#

2
0.95 −0.01 1.00 −0.05 −0.54 −0.56

t#
3

−0.12 0.80 −0.05 1.00 0.05 0.12

tþ2 −0.51 −0.08 −0.54 0.05 1.00 0.96
tþ3 −0.53 −0.09 −0.56 0.12 0.96 1.00

Table 21. Values of the pairwise Spearman correlation (rs) computed among all the rankings obtained in periods 2 and 3, 
measuring trustworthiness using T , tk , and tk with and oracle.

t2 t3 t#
2 t#

3 tþ2 tþ3
t2 1.00 0.10 1.00 0.19 −0.46 −0.48
t3 0.10 1.00 0.10 −0.31 0.16 −0.13
t#

2
1.00 0.10 1.00 0.19 −0.46 −0.48

t#
3

0.19 −0.31 0.19 1.00 −0.00 0.31

tþ2 −0.46 0.16 −0.46 −0.00 1.00 0.87
tþ3 −0.48 −0.13 −0.48 0.31 0.87 1.00

Figure 6. Comparison between the expert rankings in the two periods using the three mentioned methods (t, t#, tþ). We report 
both Pearson (ρ) and Spearman (rs) correlation coefficients, and line thickness indicates correlation strength. We can note that t 
and tk are rather similar, although not identical. tk with oracle differs most from them, and differs also in terms of behavior: while t 
and tk provide rankings that are significantly different in the two periods, rankings computed using tk with oracle are highly 
correlated.
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Overall, the non-weighted averages of expert opinions are closer to public opinion than the 
averages weighted on trustworthiness. This is because the debates that we analyse capture only 
some of the expert’s opinions, so (1) the opinions of some experts are represented only in some 
phases; (2) some voices are overrepresented in the debate, and these tend to anticipate (and 
possibly steer) the public opinion in the next phase. In the future, we will develop measures for 
the completeness of the trustworthiness measure.

Limitations
We discuss in this section some limitations and problematic aspects of the model introduced above.

A major limitation of reputation rankings usually presented in the literature is their extended 
reliance on popularity. Some existing models use popularity as the only metric to assess reputation. 
In our trustworthiness ranking model, this aspect is balanced by the presence of several other 
parameters alongside popularity. Nonetheless, it is in principle possible that in some phases of the 
evaluation, popularity has a higher influence than other criteria. This happens for example in the 
second iteration of the algorithm execution, as illustrated in Section Discussion, when the citations 
concentrate on a single agent, rewarding their popularity. This aspect is induced by the dynamics of 
the debate, and the algorithm simply reflects that: if the discussion is centred around a claim made 
by an agent, her popularity will inflate and this will reflect in the ranking. Nonetheless, the presence 
of other parameters and the possibility to weigh each of them according to the current situation 
offers a flexible model.

The clustering of experts may reflect some undesired abstraction. On the one hand, differences in 
opinions may be merged. On the other hand, some opposing views within a group of experts that 
may eventually hold the same opinion on the matter under discussion may be abstracted away. In 
both cases, the risk is a simplification of the current stand in the debate, due essentially to the 
Boolean semantics underlying our representation thereof. In future work, this issue will be tackled by 
the introduction of a more complex, probabilistic semantics.

To evaluate the results of the ranking we have averaged opinions weighed on the trustworthiness 
values, and compared them against polls of public opinion. We have highlighted already how the 
comparison is made difficult by the fact that experts’ opinions are expressed on atomic facts and 
these are assessed often in absence of external factors, while public opinion may be expressed on a 
variety of issues and may be strongly influenced by factors relevant to the public life, e.g. schools, 
vacations, elections, overall diminished attention caused by a lasting threat, and so on. The identi
fication of a variety of criteria for the evaluation of the ranking is therefore plausible and desirable 
and will be integrated in future work with a compositional semantics for complex statements.

Fact-checking is playing a major role in the fight against mis- and disinformation, especially 
online. Nonetheless, as we have argued in this contribution, this is not without risks, and we have 
highlighted two major problematic aspects: the difficulty, in general, to perform a full fact-checking 
routine, which may take a long time thereby negatively affecting the results of the decision process; 
and, more in particular, the impossibility of fact-checking when the science is not yet advanced 
enough to support a position in a debate and reject another. Our model is thought primarily as 
effective in such situations, i.e. when fact-checking is not available and the first and last cases in the 
definition of the function tþk cannot be triggered. Nonetheless, we suggest that including fact- 
checking is useful because previous records of fact-checked opinions by the agents should count 
when the current debate does not allow to verify directly the truthfulness of the statement: the 
weight of an opinion by someone with a positive (resp. negative) history of fact-checked statements 
should influence positively (resp. negatively) the trustworthiness assessment of that agent. Even in 
this partial deployment of the fact-checking method, some risks are involved. First, the Boolean 
evaluation of the trustworthiness ranking assigning the maximum value 1 for a fact-checked 
statement and a minimum value 0 for a falsified statement can induce a levelling of scientific 
opinions against currently held ones, diminishing the possibility of debates that might offer newer 
insights and possibly modify the conditions of evaluation. Second, such Boolean evaluation is at risk 
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of eliminating nuances in the positions, that would make them only partially true or false concerning 
the statement that has been checked. In this sense, our atomic representation of facts is both an 
advantage and a limit: for the former risk, the evaluation of trustworthiness for atomic statements 
serves as a method to confine the Boolean trustworthiness evaluation to a maximum or a minimum 
only for atomic pieces of opinions, and it does not generalise to other positions held by the agent 
(although these may contribute to future trustworthiness evaluations); for the latter risk, the atomic 
representation of opinions is a limitation, in that it does not foresee complex formulas evaluation, 
which needs to be included in future formulations. Given this latter objective, the extension to a 
graded or probabilistic semantics of complex statements mentioned above is also appropriate.

Conclusion

In this paper, we have presented an algorithmic model for reasoning about expert debates. The 
model aims to compute an estimation of experts’ trustworthiness based on an analysis of their 
interactions. This provides useful information to make sense of the debate and to help users form 
their own opinions.

We evaluated this model by analysing articles regarding the SARS-CoV-19 debate among Italian 
Medical experts in three different periods. Three different variants of these methods have been 
evaluated and compared, to understand their differences and similarities. The use of history-based 
weighing, for instance, led to a refinement of our method, while the use of fact-checked information 
provided by oracles has the strongest impact on the computation of trustworthiness rankings. We 
also demonstrated the usefulness of this approach in supporting further analyses, like stance 
detection and comparing the experts’ opinions with the public opinion.

We foresee several extensions and further developments for this model. First of all, the formal 
model requires integrating a finer-grained analysis of the parameters, by a probabilistic assessment 
of read, write and trust operations. We aim at linking the presented algorithm to a meta-analysis of 
the debate, to determine a confidence level for the estimated trustworthiness in terms of uncertainty 
parameters on network and trust assessment. Finally, we are planning a usable implementation of 
this framework through an accessible interface. In terms of validation, a further case study must be 
identified and analysed in depth.

Notes

1. The spreadsheet is available at https://docs.google.com/spreadsheets/d/1txVJsm0y8AkjIfFj1E9EOwVP78VUY3 
f5yk30U04shII/edit?usp.

2. The IPython notebook implementing the model is available at.
https://colab.research.google.com/drive/17h5zc_A9FbUa0ojKppDChowm99iD-hfR.

3. The list of articles and related metadata can be found at https://docs.google.com/spreadsheets/d/ 
1txVJsm0y8AkjIfFj1E9EOwVP78VUY3f5yk30U04shII.

4. http://www.adsnotizie.it/index.asp.
5. https://www.disinfo.eu/.
6. https://www.disinfo.eu/.
7. https://www.bufale.net/, https://www.butac.it/, https://facta.news/, https://www.giornalettismo.com/, https:// 

www.nextquotidiano.it/, https://www.open.online/c/fact-checking/, https://pagellapolitica.it/, https://smask. 
online/.

8. https://www.nextquotidiano.it/zangrillo-coronavirus-cosa-pensano-gli-scienziati-zangrillo/.
9. https://www.nltk.org/.

10. https://www.ipsos.com/sites/default/files/ct/news/documents/2021–02/italia_ai_tempi_del_covid_-_21_gen 
naio_-_agg_nr_02_2021.pdf.

11. https://www.open.online/2021/04/01/sondaggio-masia-lockdown-aprile-fiducia-draghi/.
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https://www.open.online/c/fact-checking/
https://pagellapolitica.it/
https://smask.online/
https://smask.online/
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