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## Introduction

## Motivation

Characterization and engineering are the basis for any technological development that aspires to exploit scientific breakthroughs and novel physical phenomena. Nowadays, it is impossible to ignore the exceptional results and developments that quantum mechanics, in combination with information theory, has developed in recent decades.

The first quantum revolution was fundamentally based on the wave-particle duality [124]. Thinking of matter as a wave allowed us to explain chemical reactions or electronic behaviour in atoms and semiconductor physics. Conversely, thinking of waves as particles resulted in the development of laser fields. Other technological advancements are indebted to this new paradigm: it is sufficient to remember nuclear technologies or semiconductor physics to understand the relevant role that quantum mechanics has acquired in the last half of the XXth century. In particular, chip technology based on semiconductor physics has completely transformed our age, which is by someone now referred to as the information age $[202,345]$.

The impact of information theory in the development of quantum mechanics and its applications has become increasingly evident since the end of the $X X$ th century. In the second quantum revolution we are witnessing today, we are actively employing quantum mechanics to produce novel physical states of light and matter, which promise to have enhanced properties of sensitivity and non-classical correlations, that aims to provide significant improvements for a specific range of applications [111]. These peculiar quantum properties, such as superposition, entanglement and contextuality, are not usually experienced in classical physics and must be properly engineered to be successfully exploited.

We can circumscribe four areas that have been most affected by this second quantum revolution:

- Quantum sensing and metrology. The high sensitivity of quantum systems is crucial for the efficient acquisition of information and for performing more precise measurements. The first generation of quantum sensors relied on classical physics and electronic devices, whereas the new generation promises to improve the accuracy using phenomena such as entanglement and non-local correlations [114]. It is also worth mentioning that the engineering of devices at the nanoscale, and thus inevitably quantum, could enable high-precision and extremely low-invasive measurements, a paradigm often referred to as quantum probing.
- Quantum control of complex systems. One of the key lessons of cybernetics and the information age is that no complex technology can efficiently work in a broad range of situations without incorporating control and feedback mechanism. The presence of noise and stochastic behaviour (whether classical or quantum in nature) makes it necessary to continuously correct systems to achieve efficient and reliable performance. The development of quantum control techniques is thus crucial for building peculiar non-classical states, which may then be used to perform specific tasks.
- Quantum communications and cryptography. Quantum systems can be used to store and exchange information. Understanding how to do this with more secure and efficient protocols is of paramount importance in our digital age. The use of nonlocal correlations and quantum superpositions aims to provide new protocols for secure communication and faster and more reliable transmission of information.
- Quantum computing and simulation. The possibility of using quantum properties to process information and perform computational tasks is related to the formulation of new algorithms capable of outperforming classical computing paradigms. Quantum interference, coherence and entanglement are the fundamental concepts behind this new computational approach. Furthermore, a systematic development of measurement, control and communication on the quantum scale will facilitate the building of quantum computers.

The emergent field of quantum technologies not only promises to outperform standard protocols already present in the market, but they also offer new and unexplored paradigms, as well as a new wave of industrial applications [98]. This is also why it has attracted great attention, even outside the narrow circle of experts. Recent studies show interest in topics that are not strictly scientific-related, such as the impact on society [130] and the legislative apparatus [180]. Moreover, governments and political entities have found it essential to propose coordinated strategic development plans for this field of research [294]. Not least, the recent Nobel Prizes assigned to Haroce and Wineland in 2012, and Aspect, Clauser and Zeilinger [293, 309] in 2022, only confirm this interest in quantum technologies and the non-classical aspects that they promise to exploit for the development of new and increasingly powerful tools.

Achieving such results and the so-called quantum advantages can only pass through the development of new theoretical and experimental methodologies, and the claim of super-classical performance must rely on precise assessments of the resources under play. As already stated, all these new technologies rely on high-precision measurements and engineering: these will be the topics that this thesis covers.

The scope of this work is to provide new results regarding quantum sensing and quantum control. The need for quantum systems to work in well-established temperature regimes has brought much attention to quantum thermometry. Moreover, understanding the relevant property in building quantum thermometry is quite relevant to achieve and surpass classical limits. This engineering problem can be studied using the mathematical tools that have been developed and that enable us to characterize this kind of system. Indeed, establishing new methods to probe temperatures of fragile systems and in very unstable regimes, such as in the low-temperature one, is critical for the development of trustworthy quantum devices that can retain quantum features over long periods of time. Decoherence and noise are detrimental for many tasks in all the four key areas mentioned above. On the other side, the paradigm of quantum probing offers a new perspective on decoherence. Instead of considering it as detrimental, it exploits the
inherent fragility to probe features of the environment and to better characterize it, for instance in temperature measurements. We will report the results of quantum thermometry in Part II, where we will show the fundamental resources that enable advantages in temperature sensing.

The ability to jointly estimate parameters is of pivotal importance in several fields, from imaging to gravitational wave detectors. The measurement of quantum systems has limitations that can be very different in nature: this might come from external sources, such as the interaction with external environments, or it might be quantum in nature, such as the impossibility of simultaneously measuring non-commutative observables. Both these scenarios limit our ability to probe quantum systems, and their fundamental understanding can have an impact both at the foundational and applicative levels. We will see in Part III how to characterize this quantum noise coming from measurement incompatibility. We will do this in a general setting, but also for a more concrete example, i.e. for the characterization of quantum optical devices.

Finally, the last contribution of this PhD thesis consists of a new proposal for quantum search with continuous-time quantum walks. Using the principles of quantum mechanics to do computation was first proposed by Feynman. In particular, quantum search algorithms make use of quantum superposition and phase interference to find items in a structured graph, and they aim to provide speedup compared to equivalent classical algorithms. The proposed protocol combines three different fields of research, i.e. continuous measurement, feedback and quantum walks, to provide a novel method to perform quantum search protocols on graphs. We will dedicate Part IV to show the results and compare the advantages with known protocols.

## Thesis overview

The PhD thesis consists of a preliminary part, three main parts, conclusions and a final appendix, for a total of 10 chapters. Part I introduce the notation and basic tools to understand the rest of the thesis. Part II is focused on the thermometric properties of quantum systems. Part III is dedicated to results on the characterization of quantum systems in multi-parameter metrology. Part IV deals with feedback and control with continuous-time quantum walks.

- In Chapter 1, we present the postulates of quantum mechanics from a modern perspective. We introduce the basic mathematical tools to deal with quantum states, quantum evolution and quantum measurements.
- In Chapter 2, we discuss the most important results in quantum metrology, namely Helstrom bound in quantum discrimination, and the quantum Cramer-Rao and Holevo bound in multi-parameter estimation. We also present the notion of measurement incompatibility and how to quantify it.
- In Chapter 3, we present the basic formalism to describe continuous-time quantum walks in terms of the adjacent and Laplacian matrix.
- In Chapter 4, we study the role of topology in the estimation precision of temperature. We analyze different topological aspects of the structure of a quantum walker and characterize the optimal systems in low and high-temperature regimes. Results have been published in [74].
- In Chapter 5, we study how to exploit pure dephasing probes in a thermometry discrimination task. We evaluate the minimum probability of error and we provide
the optimal strategy to achieve it. More in general, we identify the main resources to achieve better performance with respect to equilibrium probes. Results have been published in [71].
- In Chapter 6, we analyze the simultaneous estimation of non-linearities with Gaussian probes. We prove that squeezing is an important resource to reach the ultimate limit in the individual and joint estimation of the parameters, and we establish with analytical and numerical tools the ultimate bounds, also with respect to the initial preparation. Results have been published in [73].
- In Chapter 7, we investigate the asymptotic incompatibility measure, a quantifier of measurement incompatibility in multi-parameter quantum metrology. We prove new properties of this quantity related to the maximal number of incompatible parameters. We also study it in the problem of full tomography, conjecturing that its value is related to the fictitious temperature of the state. Results have been published in [72].
- In Chapter 8, we analyze the use of continuous measurement and feedback operations on continuous-time quantum walks that perform quantum search. The numerical results for a cycle graph show advantages compared to the already established protocols. Results have been published in [70].


## Part I

## Preliminaries

# Mathematical tools for quantum mechanics 

This thesis is mainly concerned with quantum mechanics and its applications in three main topics: quantum thermometry, quantum metrology, and quantum random walks. As a result, this preliminary section is devoted to a basic introduction to the mathematical tools used in modern quantum mechanics. In particular, we present the formalism from an information perspective [263], which is more suitable for the application we are interested in. In this chapter, we aim to introduce the notation and concepts that will return in the thesis. Our main references are [263, 127], but there are other approaches, see for instance [99, 257].

This chapter is organized as follows. In Sec. 1.1, we first familiarize with the main ingredients used to describe a statistical theory: states, transformation and measurement. Then, we present in order how these are formalized in quantum mechanics: in Sec. 1.1.1 we review the state postulate, introducing the wave function and the density matrix formalism. In Sec. 1.1.2 we review the evolution of quantum system, i.e. the Schrödinger equation. We also briefly introduce quantum operations, a generalization of unitary transformations. Finally in Sec. 1.1.3 we present the measurement postulate and the mathematical framework of positive-operator valued measurements (POVMs).

### 1.1 The postulates of quantum mechanics

The postulates of quantum mechanics have long been debated [186], and still today there is no complete agreement on the minimal assumptions leading to the theory of quantum mechanics [75, 235]. In this thesis, we embrace an agnostic approach, and we just present the necessary mathematical structures required for describing quantum systems.

Quantum mechanics is a statistical framework for the description of a certain class of phenomena. From an information perspective, the formalism does not specify the physical system, neither the physical laws that that system must satisfy. Rather, it provides the building blocs that connects the mathematical formalism to the observed phenomena. In this setting, the fundamental blocks are three:

1. state space $\mathcal{H}$ : every elements in $\mathcal{H}$ represents a physical state of the system, encoding all the relevant physical degrees of freedom.
2. transformation rules $\mathcal{E}$ : every $\mathcal{E}$ prescribes how the states in $\mathcal{H}$ change, eventually under the interaction with external systems.
3. measurements $\Pi$ : a rule that predicts the results of a measurement process, the only way we can obtain information on the systems degrees of freedom.

We would like to mention that also classical mechanics can be rephrased in this language: the states are a collection of independent coordinates and momenta $\left\{q_{i}, p_{i}\right\}$, while the evolution are given in terms of differential equation. Finally, the rule that predicts the result of measurements are probability measures [127].

In the quantum realm, these prescriptions are also referred as the postulates of quantum mechanics. For each of the three postulates, we first present their standard formulation usually seen in undergraduate courses with pure states, unitary maps and quantum observables. For each of them we will see that suitable generalization are necessary to give a complete description of the systems under study, in terms of density matrix, quantum operations and POVMs.

### 1.1.1 Postulate 1: Quantum states

The first postulate specify the state space $\mathcal{H}$, or the physical degrees of freedom are encoded. We present it using the Dirac formalism.

## Postulate 1: State of quantum systems

The degrees of freedom of a quantum system are described by normalized vectors $|\psi\rangle$ in a separable complex Hilbert space $\mathcal{H}$. Composite systems are associated to the tensor product $\mathcal{H}_{1} \otimes \mathcal{H}_{2} \otimes \ldots$ of the Hilbert spaces corresponding to each component of the system.

We recall that a complex Hilbert space is a complete vector space on a complex field endowed with a scalar product $\langle\psi \mid \phi\rangle \in \mathbb{C}$, which is necessary to define the notion of probability, as we are going to see in the last section. Instead, the properties of linearity and complex field are needed in order to accommodate all interference phenomena that radiation and matter display in the quantum realm. This also implies that if $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$ are states, than any normalized linear combination of the two $\alpha\left|\psi_{1}\right\rangle+\beta\left|\psi_{2}\right\rangle$ with $|\alpha|^{2}+|\beta|^{2}=1$ is a proper state of the system, where $\alpha$ and $\beta$ are complex number known as amplitudes. In the quantum mathematical jargon, this linear combination is known as the superposition principle. The main consequence of this fact will become clear with the introduction of observables. Finally, apart for mathematical convenience, the request of $\mathcal{H}$ to be separable ensures us that a numerable basis exists. From a physical point of view, this means that the state is uniquely determined by a countable number of measurements.

As a final remark, we notice that the requirement to have normalized states is not sufficient to identify a single vector in the Hilbert space: in fact, there is an arbitrary global phase $e^{i \alpha}$ such that the two states $|\psi\rangle$ and $e^{i \alpha}|\psi\rangle$ are completely equivalent. For this reason and to be more precise, quantum states should be identified with ray in $\mathcal{H}$, that is the equivalence classes of vectors of length 1 in $\mathcal{H}$. These are univocally determined by a rank-one projection operator in $\mathcal{H}$

$$
\begin{equation*}
\varrho=|\psi\rangle\langle\psi|, \tag{1.1}
\end{equation*}
$$

satisfying $\varrho^{2}=\varrho$. The $\varrho$ is the density matrix of the system, and is a bounded, positive semi-definite, trace-one operator. Since this represent a physical state of the system, we assume that there is at least one physical procedure that prepares the physical system in such state with certainty. For this reason, such states are known as pure states.

However, the preparation of the physical system may not be completely under control. Then, a probabilistic description must be considered. This is given with respect to a certain statistical ensemble $\left\{p_{i},\left|\psi_{i}\right\rangle\right\}$, where the $i$ th state $\left|\psi_{i}\right\rangle$ is prepared with probability $p_{i}$. Since this is a classical ensemble, the state of the system can be written as a probabilistic mixture of the pure states in the ensemble as

$$
\begin{equation*}
\varrho=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| . \tag{1.2}
\end{equation*}
$$

Even in this case, the density matrix is a bounded, positive semi-definite, trace-one operator, and hence will have all the fundamental properties needed to derive a probabilistic rule from it. The only difference is that the state is not pure anymore, and its purity is always smaller than one $\mu[\varrho]=\operatorname{Tr}\left\{\varrho^{2}\right\} \leq 1$. The equality is obtained iff and only if the state is in the form of Eq. (1.1).

### 1.1.2 Postulate 2: Quantum evolution

The second postulate prescribe how the states defined in Postulate 1 change. The first formulation is given in terms of the Schrödinger equation as

## Postulate 2: Evolution of quantum systems

The states of a system evolves in times according to the differential equation

$$
\begin{equation*}
i \hbar \frac{d}{d t}|\psi(t)\rangle=\widehat{H}(t)|\psi(t)\rangle \tag{1.3}
\end{equation*}
$$

known as the Schrödinger equation. The operator $\hat{H}(t)$ is the Hamiltonian of the system and $\hbar$ is the Planck's constant.

A formal solution of such equation can be derived in terms of unitary operator $U\left(t, t_{0}\right)$. Indeed, given an arbitrary initial condition $|\psi(0)\rangle$ at time $t=0$, the state of the system at time $t$ is given as

$$
\begin{equation*}
|\psi(t)\rangle=\widehat{U}\left(t, t_{0}\right)|\psi(0)\rangle, \tag{1.4}
\end{equation*}
$$

where $U\left(t, t_{0}\right)$ can be formally written as

$$
\begin{equation*}
\widehat{U}\left(t, t_{0}\right)=\mathcal{T} \exp \left\{-\frac{i}{\hbar} \int_{t_{0}}^{t} d t^{\prime} \widehat{H}\left(t^{\prime}\right)\right\} \tag{1.5}
\end{equation*}
$$

Here, $\mathcal{T}$ is the time-ordering operator, whose effect is to put non-commuting operators in the correct chronological order

$$
\mathcal{T} \widehat{H}\left(t_{1}\right) \widehat{H}\left(t_{2}\right)=\left\{\begin{array}{lll}
\widehat{H}\left(t_{1}\right) \widehat{H}\left(t_{2}\right) & \text { if } & t_{1}<t_{2}  \tag{1.6}\\
\widehat{H}\left(t_{2}\right) \widehat{H}\left(t_{1}\right) & \text { if } & t_{1}>t_{2}
\end{array}\right.
$$

Differently from the differential equation (1.3), that describe the evolution continuously in time, the formulation in terms of unitary operator describes how to map a quantum state from time $t_{0}$ to time $t$.

It is a straightforward exercise to prove that we can also write Eqs. (1.3)-(1.4) in terms of the density matrix $\varrho$ respectively as

$$
\begin{align*}
\frac{d}{d t} \varrho(t) & =-\frac{i}{\hbar}[\widehat{H}(t), \varrho(t)]  \tag{1.7}\\
\varrho(t) & =\widehat{U}\left(t, t_{0}\right) \varrho(0) \widehat{U}\left(t, t_{0}\right)^{\dagger} \tag{1.8}
\end{align*}
$$

A time-dependent Hamiltonian $\widehat{H}(t)$ in general means that the system is not closed, but it varies according to some experimentalist's control. Instead, in the case where $\widehat{H}(t) \rightarrow \widehat{H}$ is time-independent, the system is closed and isolated. In this case, an exact closed solution for the evolution can be obtained. If we denote with $E_{\lambda}$ and $\left\{\left|e_{\lambda}\right\rangle\right\}$ respectively the eigenvalues and the eigenstates of $\widehat{H}$, then we can write explicitly the unitary operator as

$$
\begin{equation*}
\widehat{U}\left(t, t_{0}\right)=\exp \left\{-\frac{i}{\hbar} \widehat{H}\left(t-t_{0}\right)\right\}=\sum_{\lambda} e^{-i \frac{i}{\hbar} E_{\lambda}\left(t-t_{0}\right)}\left|e_{\lambda}\right\rangle\left\langle e_{\lambda}\right| \tag{1.9}
\end{equation*}
$$

and then the evolved state is simply

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{\lambda} c_{\lambda}(0) e^{-\frac{i}{\hbar} E_{\lambda}\left(t-t_{0}\right)}\left|e_{\lambda}\right\rangle \tag{1.10}
\end{equation*}
$$

where the $c_{\lambda}(0)$ are the amplitudes of the initial state in the energy eigenbasis $|\psi(0)\rangle=$ $\sum_{\lambda} c_{\lambda}(0)\left|e_{\lambda}\right\rangle$.

From a more general perspective, a transformation of a system is a map that transform quantum states $\varrho$ in quantum states $\mathcal{E}[\varrho]$. These are known as quantum operation or quantum channel and in principle are the most general way to describe the evolution of quantum systems. Here we briefly characterize their mathematical structure and we see how they reconcile with the formulation in terms of unitary operations.

We can list three fundamental properties of quantum operations $\mathcal{E}[\varrho]$, necessary for a complete and consistent description of quantum systems:

1. The map must be positive $\mathcal{E}[\varrho]$ and trace preserving $\operatorname{Tr}\{\mathcal{E}[\varrho]\}=1$. In this way, the output of the map is a density matrix and preserve the normalization of states.
2. The map $\mathcal{E}[\varrho]$ is linear

$$
\begin{equation*}
\mathcal{E}\left[\sum_{i} p_{i} \varrho_{i}\right]=\sum_{i} p_{i} \mathcal{E}\left[\varrho_{i}\right] \tag{1.11}
\end{equation*}
$$

This means that the state obtained from a certain statistical ensemble mixture $\left\{p_{i}, \varrho_{i}\right\}$ is the ensemble of evolved states $\mathcal{E}\left[\varrho_{i}\right]$.
3. The map is completely positive $\mathcal{E}[\varrho]$. This means that any extended map $\mathcal{E} \otimes \mathbb{I}$ on the auxiliary system $\mathcal{H} \otimes \mathcal{H}_{a}$ is positive as well, independently on the dimension of $\mathcal{H}_{a}$. Physically, it means that the map is a faithful quantum operation even if we look at it from a larger systems.

Given all these request, each capturing different well defined physical property, the following theorem fully characterize quantum operations [207]

## Theorem 1: Kraus operator-sum representation

A map $\mathcal{E}[\varrho]$ is a quantum operation, i.e. satisfy the three properties presented above, if and only if is the partial trace of a unitary evolution on a larger Hilbert space $\mathcal{H} \otimes \mathcal{H}_{a}$ with factorized initial condition

$$
\begin{equation*}
\mathcal{E}\left[\varrho\left(t_{0}\right)\right]=\operatorname{Tr}_{a}\left\{U\left(t, t_{0}\right) \varrho\left(t_{0}\right) \otimes \varrho_{a}\left(t_{0}\right) U\left(t, t_{0}\right)^{\dagger}\right\} \tag{1.12}
\end{equation*}
$$

This is equivalent to the Kraus decomposition

$$
\begin{equation*}
\mathcal{E}[\varrho]=\sum_{k} M_{k} \varrho M_{k}^{\dagger} \tag{1.13}
\end{equation*}
$$

where $\left\{M_{k}\right\}$ are the Kraus operator satisfying $\sum_{k} M_{k}^{\dagger} M_{k}=\mathbb{I}$.

The theorem is also known as the Stinespring dilation theorem [328]. The Kraus representation is the generalization of unitary operations to arbitrary quantum evolution, satisfying the minimal properties that give rise to a proper quantum evolution. Unitary maps are included, and are identified as the one with a single Kraus operator $M_{k}$. These are also the only invertible quantum operations. We have presented the theorem from an axiomatic perspective, but since the theorem is an if and only if, it assures us a constructing method to build such map by tracing a unitary operation on a larger system. Finally, we also mention that the third condition on completely positivity may not be necessary to describe physical transformations [320].

### 1.1.3 Postulate 3: Quantum measurements

The third postulate specifies the observable quantities of the theory and what we can predict about the outcomes of measurements. The system is no longer isolated during these processes, hence a unitary dynamics does not provide a suitable dynamical description. Hence, we have to introduce another postulate that makes predictions on the outcomes of the theory and prescribes how the system change accordingly.

To do so, we first need to identify the observable quantities. In the quantum scenario, these are self-adjoint operator $\widehat{A}$, and they admit a spectral decomposition

$$
\begin{equation*}
\widehat{A}=\sum_{m} a_{m} P_{m} \tag{1.14}
\end{equation*}
$$

where the $a_{m}$ are the eigenvalues of $\widehat{A}$ and represent the values of the possible outcomes, while the $P_{m}=\left|a_{m}\right\rangle\left\langle a_{m}\right|$ are projectors $P_{m} P_{m^{\prime}}=\delta_{m m^{\prime}} P_{m}$ on the eigenvectors $\left\{\left|a_{m}\right\rangle\right\}$ of $\widehat{A}$. These are a complete set of orthonormal states, i.e. $\left\langle a_{m} \mid a_{m^{\prime}}\right\rangle=\delta_{m m^{\prime}}$, from which it follows that $\sum_{m} P_{m}=\mathbb{I}_{\mathcal{H}}$. We can now state the rule that associate a probability to each possible outcome:

## Postulate 3: Measurement of a quantum system

The probability of obtaining the $m$ th outcome from the measurement of an observable $\widehat{A}$ given the state $\varrho$ is given by the Born rule

$$
\begin{equation*}
p_{m}=\operatorname{Tr}\left\{\varrho P_{m}\right\}=\sum_{i} p_{i}\left|\left\langle\psi_{i} \mid a_{m}\right\rangle\right|^{2} \tag{1.15}
\end{equation*}
$$

In the case we measure the system and we observe the $m$ th outcome, the postmeasurement state is given by

$$
\begin{equation*}
\varrho_{m}=\frac{P_{m} \varrho P_{m}}{p_{m}}=\left|a_{m}\right\rangle\left\langle a_{m}\right| . \tag{1.16}
\end{equation*}
$$

This is the fundamental recipe to assign probabilities to outcomes of an observable. Indeed, given a certain state, we can also evaluate average values of the observable $\widehat{A}$ as

$$
\begin{equation*}
\langle\widehat{A}\rangle=\operatorname{Tr}\{\varrho \widehat{A}\}=\sum_{m} a_{m} p_{m}=\sum_{m, i} a_{m} p_{i}\left|\left\langle\psi_{i} \mid a_{m}\right\rangle\right|^{2} . \tag{1.17}
\end{equation*}
$$

An important feature of quantum mechanics is the presence of incompatible observables, i.e. pair of observables $\{\widehat{A}, \widehat{B}\}$ that do not commute $[\widehat{A}, \widehat{B}] \neq 0$. In this case, there is no common eigenbasis for the two operators. This has important physical consequences: if we measure the first observable and obtain the outcome $a_{m}$, there is no certainty about the outcome of the measure of the observable $\widehat{B}$, see Eq. (1.15). Conversely, if the two observable commutes $[\widehat{A}, \widehat{B}]=0$, it means that they share a common set of projectos $P_{m}$ and a joint measure is possible. Indeed, after we have measured $\widehat{A}$ and observed $a_{m}$, then the measure of $\widehat{B}$ will yield for sure the outcome $b_{m}$, and we can simultaneously assign the values $\left\{a_{m}, b_{m}\right\}$ to the state $\varrho$. As already mentioned, the presence of non-commuting observables is essentially equivalent to the possibility of having superpositions: superposed states coming from of a certain set of projectors can form non-commuting basis.

The density matrix formalism is particularly powerful in the description of subsystem of composite system. Let us assume that we have a bipartite system whose state is given by the density matrix $\varrho^{A B}$. Suppose the observable $\widehat{A}$ is on the partition $A$ only, with overall observable $\widehat{\boldsymbol{A}}=\widehat{A} \otimes \mathbb{I}_{B}$. The probability distribution of the outcomes is given by (1.15), but since the observable is only on the partition $A$, we expect the Born rule to be valid even at the level of the single system. Hence, we need a function that properly maps a density matrix $\varrho_{A B}$ to $\varrho_{A}$ in such a way that the probability distribution given in (1.15) correspond to

$$
\begin{equation*}
p_{m}=\operatorname{Tr}_{A B}\left\{\varrho^{A B} P_{m} \otimes \mathbb{I}_{B}\right\}=\operatorname{Tr}_{A}\left\{\varrho^{A} P_{m}\right\} . \tag{1.18}
\end{equation*}
$$

One can show that the only mapping from $\varrho^{A B}$ to $\varrho^{A}$ is given by the partial trace

$$
\begin{equation*}
\varrho^{A}=\operatorname{Tr}_{B}\left\{\varrho^{A B}\right\} \tag{1.19}
\end{equation*}
$$

where the partial trace is formally defined as

$$
\begin{equation*}
\operatorname{Tr}_{B}\left\{\left|a_{i}\right\rangle\left\langle a_{j}\right| \otimes\left|b_{k}\right\rangle\left\langle b_{l}\right|\right\}=\left|a_{i}\right\rangle\left\langle a_{j}\right| \operatorname{Tr}\left\{\left|b_{k}\right\rangle\left\langle b_{l}\right|\right\} . \tag{1.20}
\end{equation*}
$$

One can prove that the partial trace yields to a positive unit trace operator $\varrho^{A}$ and hence is the unique operation that allows to maintain the Born rule, i.e. consistency in the prediction both at the bipartite and at the single level description. Here, we recover another interpretation of the density matrix, i.e. the state of a system whose knowledge is only partial with respect to a larger global picture.

In an analogous way as with unitary operation and quantum operation, it is not necessary to restrict ourself to observables in order to prescribe outcomes probabilities. Indeed, by analyzing the fundamental properties that define a probability distribution, we can look for some generalizations. This yields to definition of generalized measurements, or POVMs.

A closer look at the Born rule in Eq. (1.15) allows us to rewrite it as

$$
\begin{equation*}
p_{m}=\operatorname{Tr}\left\{\varrho P_{m}\right\}=\operatorname{Tr}\left\{\varrho P_{m}^{2}\right\} . \tag{1.21}
\end{equation*}
$$

Since the only request to have a probability are the fact that the $p_{m}$ are positive and their sum is 1 , it is quite natural to observe that a sufficient condition to obtain positive $p_{m}$ consists in asking that the $\varrho P_{m}^{2}$ are positive semi-definite. Since $\varrho$ is a state and is positive semi-definite by definition, we may relax the request of $P_{m}^{2}$ as projectors, and just asking them to be semi-definite positive operator $\Pi_{m}$. Of course, to preserve the fact that the $p_{m}$ are a probability, we need that $\sum_{m} \Pi_{m}=\mathbb{I}_{\mathcal{H}}$. These define a POVM $\Pi=\left\{\Pi_{m}\right\}$ and the $\Pi_{m}$ are the POVM elements. Differently from the observable case, where the number of projector is equal to the dimension of the Hilbert space, here the number of the POVM elements is not constrained, and might be larger then $\operatorname{dim} \mathcal{H}$.

With this generalization, we have lost some information in the description of the measurement. Indeed, generalized measurements given by POVMs have sufficient mathematical structure to define probability distribution on the Hilbert space, but it is not possible to determine the post-measurement state as in Eq. (1.16). A further structure is needed, which is formalized in terms of quantum instruments.

To obtain such structure, it is sufficient to introduce a set of operators called detection operators $D_{m}$ which yields the post measurement according to (1.16), i.e.

$$
\begin{equation*}
\varrho \rightarrow \varrho_{m}=\frac{D_{m} \varrho D_{m}^{\dagger}}{p_{m}} \tag{1.22}
\end{equation*}
$$

with

$$
\begin{equation*}
p_{m}=\operatorname{Tr}\left\{D_{m} \Pi_{m} D_{m}^{\dagger}\right\}=\operatorname{Tr}\left\{\Pi_{m} D_{m}^{\dagger} D_{m}\right\} . \tag{1.23}
\end{equation*}
$$

Since $D_{m}^{\dagger} D_{m}$ is positive semi-definite, we see that a specific set of detection operators give rise to a unique POVM as

$$
\begin{equation*}
D_{m}^{\dagger} D_{m}=\Pi_{m} \tag{1.24}
\end{equation*}
$$

However, the converse is not true: given a POVM $\Pi=\left\{\Pi_{m}\right\}$, any detection scheme $\left\{U_{m} D_{m}\right\}$ with $D_{m}=\sqrt{\Pi_{m}}$ correctly describes the same POVM. Actually, any POVM defines a class of detection schemes $\left\{U_{m} D_{m}\right\}$, where $D_{m}=\sqrt{\Pi_{m}}$ are fixed by $\left\{\Pi_{m}\right\}$. In other words, the POVM fixes the probability, but not completely the post-measurement states: from a physical point of view this means that there is an infinite number of experiment/detection schemes yielding the same probability distribution of the outcomes. We can also see the detection operator $D_{m}$ and the POVM elements $\Pi_{m}$ respectively as a generalization of the $P_{m}$ and $P_{m}^{2}$. We will refer to POVMs made of projectors as projection-valued measures (PVMs).

Analogous to Kraus's theorem, we can prove that any generalized measurement $\boldsymbol{\Pi}$ can be described by the measure of an observable in a larger Hilbert space. Such process
can be viewed as a consequence of Stinespring's dilation Theorem 1 and bares the name of Naimark theorem [263]

## Theorem 2: Naimark theorem

For a given POVM $\Pi=\left\{\Pi_{m}\right\}$ on $\mathcal{H}$ there exists an ancillary system $\mathcal{H}_{a}$, a pure state $\left|\psi_{a}\right\rangle\left\langle\psi_{a}\right|$, a unitary operation on $\mathcal{H} \otimes \mathcal{H}_{a}$ and a projective measurement $P_{m}$ on $\mathcal{H}_{a}$ such that the POVM elements $\Pi_{m}$ are given as

$$
\begin{equation*}
\Pi_{m}=\operatorname{Tr}_{a}\left\{U \mathbb{I} \otimes\left|\psi_{a}\right\rangle\left\langle\psi_{a}\right| U^{\dagger} \mathbb{I} \otimes P_{m}\right\} \tag{1.25}
\end{equation*}
$$

The setup is referred to as a Naimark extension of the POVM.

This theorem simply states that there is a one-to-one correspondence between POVMs and indirect measurements of the type describe above. In other words, an indirect measurement in which a projective measurement is performed on the ancillary system, sometimes also named as pointer or meter, may be seen as the physical implementation of a POVM. At the same time, any POVMs have a suitable representation with respect to an indirect measurement with projective measurement, establishing the possibility of a physical implementation of POVMs.

The possible Naimark extensions are infinite, corresponding to the intuitive idea that there are infinite ways, with an arbitrary number of ancillary systems, of measuring a given quantity. This is nothing but the fact that there are infinite possible detection operators $\left\{D_{m}\right\}$ with the same POVM $\Pi$.

## Introduction to quantum metrology

Metrology is the science of measurement, and it consists of devising schemes that can extract as much information as possible from the system of interest using methods from statistical inference. The usual topics range from the estimation of parameters to the acceptance or rejection of a certain hypothesis. Each of these problems is based on experimental data, and as a result, the mathematical tools of quantum sensing are essentially based on statistical science. As one may imagine, this is a vast field of research that intersects with several other disciplines: starting with the purest sciences such as physics, and chemistry, moving on to the medical sciences, biology, and even economics and sociology, and many others. The countless applications are far too many to list here, and they had an immense impact on the world today [284]. In the quantum realm, we usually refer to all these protocols of estimation and discrimination as quantum metrology or quantum sensing.

In this thesis, we are interested in quantum physical science and in developing the mathematical tools regarding quantum discrimination and local quantum parameter estimation. Here, problems are usually formulated in three steps: probe preparation, interaction with a certain system and a final readout. Although errors inevitably affect any measurements, the appropriate choice of these stages may enhance sensitivity and precision. In particular, quantum metrology seeks scenarios where possibly non-classical resources provide enhancement over classical strategies and tries to identify and quantify them.

Indeed, in the classical setting, there is an equivalence between the information encoded in the state and the information potentially accessible. For instance, the state variables (position $q$ and momentum $p$ ) are also observables and there is no fundamental limitation on the precision with which we can measure them. On the other side, in the previous chapter we presented the postulates of quantum mechanics and their mathematical foundation. Different classes of objects were introduced, and we saw that states and observables quantities are two distinct and separate mathematical objects. The first can be considered as the carrier of all the information we have on the physical degree of freedom of our system, whereas the second are the quantities that we can practically observe and measure. We have already seen some limitations on what we can say about the physical degrees of freedom when we discussed incompatible observables. In this chapter, we will see how this affects quantum sensing as well.

A question naturally arises: to what extent can we determine the state $\varrho$ of a quantum system? There are different approaches to this problem, which depend on the physical setting and the prior knowledge we have of the physical system itself. The first we introduce is the discrimination problem in Sec. 2.1. In this case, we have a set of possible states $\left\{\varrho_{k}\right\}$ that forms a hypothesis set, and we wish to determine in which state the system is with the maximum confidence.

The second approach is given in terms of parameter estimation, and it is presented in Sec. 2.2. Even in the classical scenario, several quantities of interest are not directly observable. Usually, they are described by parameters that we use to model the theory behind the experiment. To find their values, one has to deal with random data and needs statistical tools to obtain the most precise estimate of the parameter under study. The randomness may come from noisy disturbance, like in electrical communication, or because the nature of the phenomenon is intrinsically stochastic. A set of parameters can be used to describe the underlying probabilities, and estimation theory is the branch of statistics that aims to find the best procedures and the most fundamental limits in the parameters' estimation. In the quantum setting, this means that we have some prior knowledge of the structure of the state, and usually, it is a family of states that depends on a set of parameters $\boldsymbol{\theta}$, and we wish to determine with the highest precision such parameters. In both cases, since experimentalists can have access to quantum states only through observable quantities, we wish to determine the optimal physical procedure, i.e. the POVM, that yields the maximum confidence.

### 2.1 Quantum Discrimination

The problem of discriminating different hypotheses is ubiquitous in many scientific fields. In the quantum realm, quantum discrimination has had an impact on the development of several quantum technologies, especially in optical communication [21]. One of the most important achievements has been the B92 quantum key distribution protocol, in which it was proposed to use the unambiguous discrimination of two nonorthogonal states as the basis to form a quantum cryptographic protocol [38], and see also [217, 30, 29] for recent experimental implementation with continuous variable systems. Quantum discrimination is also involved in foundational questions of the theory, see the Pusey-Barrett-Rudolph (PBR) theorem [283, 310]. They also have been investigated in $\psi$-epistemic theory [216] or in generalized probabilistic theories [20]. More recently, contextual advantage has also been proved for quantum discrimination in different settings [311, 136].

The problem is usually formulated as follows [88,246,26,21,40,41,39]: let us assume that one party, Alice, can prepare a set of quantum states $\left\{\varrho_{i}\right\}_{i=1}^{N}$ each with a certain probability $q_{i}$. These $\varrho_{i}$ are the a priori quantum states and the $q_{i}$ correspond to the a priori probabilities. We will refer to the pair $\left\{\varrho_{i}, q_{i}\right\}$ as the hypothesis set. This hypothesis set is shared with Bob, whose goal is to determine which element in the hypothesis set was generated by the probabilistic preparation procedure of Alice. Since Bob can not directly measure the state of the system, all the information he gains comes from the outcomes of a certain measurement scheme he performs. The main difficulty in such a problem is that, due to the superposition principle, there must exist non-orthogonal states that have nonzero overlap. As we are going to see, a straightforward consequence is that, for these states, there is no way to determine with certainty which state was prepared [88]. This is in strict connection with the no-cloning theorem [355], according to which no procedure can generate an identical copy of an unknown quantum state.

To address this problem, different approaches have been developed in the last 50 years, which depend on the kind of hypothesis set we have and which kind of prediction Bob wants to obtain from his measurement outcomes. We can identify three main strategies to address a quantum discrimination task [39]:

1. Minimum error discrimination strategy: in this case, we ask to have only conclusive results. This means that we want to be able to draw a conclusion concern-
ing the elements in the hypothesis set, whatever the outcome of the measurement is. As a result, errors are unavoidable when the states in the hypothesis are nonorthogonal since we can not perfectly distinguish them. To have conclusive results only, each outcome must be associated with one and only one of the hypotheses. The probability of guessing the correct state given certain outcomes yields an overall probability of error, which is the main figure of merit that must be minimized. Historically, this was the first strategy introduced in seminal works of Helstrom [172] and Holevo [178].
2. Unambiguous discrimination strategy: in this scenario, the observer is not allowed to draw wrong conclusions: if the apparatus yields the outcomes corresponding to a certain element in the hypothesis set, then we must conclude with certainty that the state was this one. However, the presence of non-orthogonal states in the hypothesis set does not always allow us to have definite answers. Consequently, there is also a non-zero probability to obtain inconclusive answers from which we can not draw any conclusion about the hypothesis. Hence, the goal of this procedure is to minimize the probability of obtaining this inconclusive outcome. This strategy was first introduced in [187] and then solved for $N=2$ hypothesis with pure states in $[122,268]$.
3. Maximum confidence discrimination strategy: this is a generalization of the unambiguous strategy, where the hypothesises are not linearly independent and was introduced more recently in [106]. It optimizes the posterior probability $P\left(\varrho_{i} \mid i\right)$ (called confidence) that the state was prepared in $\varrho_{i}$ and the corresponding outcome $i$ was detected.

In this thesis, we are going to deal specifically with the first strategy, which is going to be reviewed in the following section.

### 2.1.1 Minimum error Discrimination

Many applications in quantum communication and quantum cryptography need only to have conclusive answers. This means that, based on the outcome of the measurement, Bob has to draw a conclusion, which is unavoidably affected by some error to be wrong. In this section, we are going to derive this probability of error and the optimal measurement that minimizes it, following the approach in [40, 41].

Let us assume that our hypothesis set is given by $\mathrm{H}=\left\{p_{k}, \varrho_{k}\right\}$ with $k=1, \ldots, N$, where $p_{k}$ is the probability that the system is prepared in $\varrho_{k}$. This means that the state prepared by Alice and sent to Bob is a classical statistical mixture

$$
\begin{equation*}
\varrho=\sum_{k=1}^{N} p_{k} \varrho_{k} \tag{2.1}
\end{equation*}
$$

The system is measured according to a certain POVM $\left\{\Pi_{k}\right\}_{k=1}^{N}$ such that each detection operator $\Pi_{k}$ is associated with one hypothesis in the set H . Then, the probability of correctly inferring the $k$ th state given that the state was precisely prepared in the state $\varrho_{k}$ is

$$
\begin{equation*}
p_{k}^{\mathrm{INF}}=\operatorname{Tr}\left\{\varrho_{k} \Pi_{k}\right\} . \tag{2.2}
\end{equation*}
$$

Furthermore, since each of the hypotheses $\varrho_{k}$ was prepared with an a priori probability $p_{k}$, the total successful probability of inferring the state in the correct hypothesis is given
by

$$
\begin{equation*}
p^{\mathrm{SUC}}=\sum_{k=1}^{N} p_{k} p_{k}^{\mathrm{INF}}, \tag{2.3}
\end{equation*}
$$

while the probability that one fails is simply

$$
\begin{equation*}
p^{\mathrm{ERR}}=1-p^{\mathrm{SUC}}=1-\sum_{k=1}^{N} p_{k} p_{k}^{\mathrm{INF}} . \tag{2.4}
\end{equation*}
$$

The goal of minimum-error discrimination theory is to find the POVM that minimize this average probability of error among all the hypothesis available. The general solution for the optimal measurement is non-trivial and might not be unique. However, in the discrimination problem with just two hypotheses, it is possible to determine the optimal discrimination strategy.

In this case, the hypothesis set is $\left\{p_{i}, \varrho_{i}\right\}_{i=1}^{2}$, and the POVM elements are $\left\{\Pi_{1}, \Pi_{2}\right\}$. Actually, these are not linearly independent, since a POVM must satisfy

$$
\begin{equation*}
\Pi_{1}+\Pi_{2}=\mathbb{I} \tag{2.5}
\end{equation*}
$$

As a result, the average probability of error can be expanded as

$$
\begin{align*}
p^{\mathrm{ERR}} & =1-p_{1} \operatorname{Tr}\left\{\varrho_{1} \Pi_{1}\right\}-p_{2} \operatorname{Tr}\left\{\varrho_{2} \Pi_{2}\right\}= \\
& =1-p_{1} \operatorname{Tr}\left\{\varrho_{1}\left(\mathbb{I}-\Pi_{2}\right)\right\}-p_{2} \operatorname{Tr}\left\{\varrho_{2}\left(\mathbb{I}-\Pi_{1}\right)\right\}= \\
& =p_{1} \operatorname{Tr}\left\{\varrho_{1} \Pi_{2}\right\}+p_{2} \operatorname{Tr}\left\{\varrho_{2} \Pi_{1}\right\}, \tag{2.6}
\end{align*}
$$

The two elements in the sum represent exactly the probabilities of incorrectly inferring the wrong hypothesis, weighted by their a priori probabilities. We can alternatively write this as

$$
\begin{equation*}
p^{\mathrm{ERR}}=p_{1}+\operatorname{Tr}\left\{\Lambda \Pi_{1}\right\}=p_{2}-\operatorname{Tr}\left\{\Lambda \Pi_{2}\right\}, \tag{2.7}
\end{equation*}
$$

where we have defined the hermitian operators

$$
\begin{equation*}
\Lambda=p_{2} \varrho_{2}-p_{1} \varrho_{1}=\sum_{k=1}^{d} \lambda_{k}\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right| . \tag{2.8}
\end{equation*}
$$

Here, $d$ is the dimension of the Hilbert space, and $\lambda_{k}$ and $\left|\psi_{k}\right\rangle$ are respectively the eigenvalues and eigenvectors of the operator $\Lambda$. Using this spectral decomposition, we obtain that

$$
\begin{equation*}
p^{\mathrm{ERR}}=p_{1}+\sum_{k=1}^{d} \lambda_{k}\left\langle\psi_{k}\right| \Pi_{1}\left|\psi_{k}\right\rangle=p_{2}-\sum_{k=1}^{d} \lambda_{k}\left\langle\psi_{k}\right| \Pi_{2}\left|\psi_{k}\right\rangle . \tag{2.9}
\end{equation*}
$$

To find the optimal measurement strategy we must minimize $p^{\text {ERR }}$, a request that corresponds to two conditions

$$
\begin{align*}
& \min _{\Pi_{1}>0}\left\{\sum_{k=1}^{d} \lambda_{k}\left\langle\psi_{k}\right| \Pi_{1}\left|\psi_{k}\right\rangle\right\},  \tag{2.10}\\
& \max _{\Pi_{2}>0}\left\{\sum_{k=1}^{d} \lambda_{k}\left\langle\psi_{k}\right| \Pi_{1}\left|\psi_{k}\right\rangle\right\} . \tag{2.11}
\end{align*}
$$

The first is minimized when $\left\langle\psi_{k}\right| \Pi_{1}\left|\psi_{k}\right\rangle=1$ for negative eigenvalues $\lambda_{k}$, and $\left\langle\psi_{k}\right| \Pi_{1}\left|\psi_{k}\right\rangle=0$ for positive eigenvalues $\lambda_{k}$, while the opposite constraints applies to $\Pi_{2}$. If we regroup the eigenvalues so that $\left\{\lambda_{k}\right\}_{k=1}^{d_{0}}$ are the negative ones, while the $\left\{\lambda_{k}\right\}_{k=d_{0}+1}^{d}$ correspond to the positive ones, we obtain that the optimal POVM must be

$$
\begin{equation*}
\Pi_{1}=\sum_{k=1}^{d_{0}}\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right|, \quad \Pi_{2}=\sum_{k=d_{0}+1}^{d}\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right| \tag{2.12}
\end{equation*}
$$

The presence of zero eigenvalues does not affect the splitting since they do not contribute to the probability of error $p^{\text {ERR }}$. However, they must be included, otherwise, the condition given by Eq. (2.5) is not satisfied. In other words, the eigenvectors corresponding to zero eigenvalues can be included in both POVM elements' decomposition without changing the final result.

Once we have obtained the optimal measurement, we can evaluate the minimumerror i.e.

$$
\begin{equation*}
p^{\mathrm{ERR}}=p_{1}-\sum_{k=1}^{d_{0}}\left|\lambda_{k}\right|=p_{2}-\sum_{k=d_{0}+1}^{d}\left|\lambda_{k}\right| . \tag{2.13}
\end{equation*}
$$

With the use of some algebraic manipulation, we eventually obtain a symmetric quantity

$$
\begin{equation*}
p^{\mathrm{ERR}}=\frac{1}{2}\left(1-\sum_{k=1}^{d}\left|\lambda_{k}\right|\right) . \tag{2.14}
\end{equation*}
$$

This expression can be translated to the celebrated Helstrom bound [172]

$$
\begin{equation*}
p^{\mathrm{ERR}}=\frac{1}{2}\left(1-\left\|p_{2} \varrho_{2}-p_{1} \varrho_{1}\right\|\right) \tag{2.15}
\end{equation*}
$$

where we have introduced the trace norm

$$
\begin{equation*}
\|A\|=\operatorname{Tr} \operatorname{Abs}\{A\}=\operatorname{Tr}\left\{\sqrt{A^{\dagger} A}\right\} \tag{2.16}
\end{equation*}
$$

This further simplifies if the two states are pure as

$$
\begin{equation*}
p^{\mathrm{ERR}}=\frac{1}{2}\left(1-\sqrt{1-4 p_{1} p_{2}\left|\left\langle\psi_{1} \mid \psi_{2}\right\rangle\right|^{2}}\right) . \tag{2.17}
\end{equation*}
$$

We summarize the result in the following box

## Result 1: Error probability for binary quantum discrimination

Given a binary hypothesis set $\left\{p_{i}, \varrho_{i}\right\}_{i=1}^{2}$ and a binary POVM $\left\{\Pi_{1}, \Pi_{2}\right\}$, the minimum error discrimination is given by

$$
\begin{equation*}
p^{\mathrm{ERR}}=\frac{1}{2}\left(1-\left\|p_{2} \varrho_{2}-p_{1} \varrho_{1}\right\|\right) \tag{2.18}
\end{equation*}
$$

and the optimal POVM is given by Eq. (2.12).

Some considerations about the optimal measurement and minimum probability are in order. An interesting case occurs when there are no positive eigenvalues of $\Lambda$ (the same conclusions can be drawn in the case without negative eigenvalues). In this case, $\Pi_{2}=0$ and $\Pi_{1}=\mathbb{I}_{d_{0}}$, which means that the optimal strategy is to always guess the first hypothesis $\varrho_{1}$ without measuring the system. In other words, there are cases where measuring the system increases the probability of wrongly guessing the state, as already observed in [184].

The bound so derived is valid for single-shot experiments, in which the measurement is applied only once. A more general strategy occurs when it is possible to use a collection of identically and independently distributed (i.i.d.) prepared states [272,21]. In this way, the state from Bob's perspective is

$$
\begin{equation*}
\varrho=\sum_{i} p_{i} \varrho_{i}^{\otimes n} \tag{2.19}
\end{equation*}
$$

For a binary discrimination problem and equal a priori probability, the error is given as derived above. In the asymptotic limit, this has been proved to scale exponentially as

$$
\begin{equation*}
p^{\mathrm{ERR}} \sim \exp \left\{-n \xi_{\mathrm{QCB}}\right\} \tag{2.20}
\end{equation*}
$$

where $\xi_{\mathrm{QCB}}$ is the quantum Chernoff bound, reminiscent of the classical Chernoff bound. Its explicit form has been derived in [19] and reads as

$$
\begin{equation*}
\xi_{\mathrm{QCB}}=-\log \left(\min _{0 \leq s \leq 1} \operatorname{Tr}\left\{\varrho_{1}^{s} \varrho_{2}^{1-s}\right\}\right) \tag{2.21}
\end{equation*}
$$

which is the counterpart of the classical Chernoff bound.

### 2.2 Quantum parameter estimation

The birth of modern statistical and estimation theory is mainly due to the contributions of Fisher, Cramer and Rao in the first half of the previous century [271]. The most fundamental result was the inequality for the variance of any estimator on finite samples derived by Cramer and Rao [286]. Their result is mainly based on geometrical arguments in the language of Riemannian manifolds and the Fisher metric tensor [135]. After 30 years, Rao's ideas were extended to formulate an asymptotic theory of statistical inference [125]. In the following decades, thanks to the work of Amari et al. [11, 14], the geometrization of statistical models enabled the proof that the maximal likelihood estimator is optimal in the asymptotic theory [12]. The field of information geometry found several applications, and it has been proven to provide powerful tools for classical estimation theory [13]. All these results regard local theories, where we have good knowledge of the interval where the true value of the parameters lie, and this will be our setting in all the following discussions. To completeness, we also mention the cases where we do not know the range of the parameters. In this setting, estimation procedures are known as global strategies. For instance, Bayesian estimation protocols rely on the fact that the parameter is itself a random variable [148, 214]. Examples of Bayesian bounds are the Ziv-Zakai [368] and Weiss-Weinstein bounds [343].

Moving to the quantum realm, the rapid growth of quantum technologies required an equally rapid characterization of quantum systems [266,338]. One of the first theoretical proposals to exploit quantum resources such as squeezing was already analyzed in
the early 80 s $[81,80]$, and then this idea was employed to enhance sensitivity in currently used gravitational wave detectors $[1,116]$

Generally speaking, the extension of concepts from classical estimation theory to the quantum realm has caused a great interest in the community. Several results have been obtained, such as the development of tools to establish the optimal procedure and the ultimate bounds in parameters estimation [272, 117, 218, 181, 7]. The first results date back to the 1960s when Helstrom generalized the notion of differential equations to quantum states, called symmetric logarithmic derivative (SLD) and, derived the multiparameter quantum Cramer-Rao bound [173]. This was followed by the study by Yuen and Lax [360], where they studied the estimation of coherent states in thermal noise, while one year later the notion of most informative bound was introduced [171]. All these results were generalized by Holevo in [178], where the Holevo bound was introduced and which now is regarded as the most informative bound in multi-parameter quantum metrology. The proof of its achievability was only provided recently, using techniques from the newly developed theory of quantum local asymptotic normality (QLAN) [162, 197, 164, 358]. For the single parameter estimation, a relevant conceptual contribution came from the works of Braunstein and Caves, where they were able to separate a classical and quantum optimization, clearly showing the necessary conditions for the saturation of the quantum Cramer-Rao bound [56, 57]. They showed that the classical estimation procedure regards the search for an optimal estimator, whereas the quantum part concerns the search for the optimal POVM, and the two can be pursued separately. It is also possible to address the problem of the optimal probe achieving the ultimate limit in channel estimation and with multiple parameters, [144, 6].

It is in the determination of the optimal measurement and the optimal probe that the quantum feature reveals themselves [332, 117], and the role of incompatibility plays a fundamental role. We also briefly mention that the geometry of quantum states also has fundamental consequences in all of the results and bound mentioned, and it has attracted interest recently, especially in its abstract formulation within differential geometry [324, 255, 256, 96, 95]. Finally, we would also like to highlight that estimation and discrimination theory are strongly connected. The underlying mathematical structure of estimation theory, i.e. Fisher information metric, is strongly connected with quantities related to discrimination theory and the distinguishability measures. Technical insights of this connection are discussed in [198].

The use of quantum resources to beat the shot-noise limit (SNL), where the achievable precision $\Delta \theta^{2}$ scales as $1 / N$ with $N$ is the number of probes, has been extensively studied, especially with quantum resources such as squeezing and entanglement [155, 156]. Indeed, entangled probes, such as GHZ or N00N states, can surpass the SNL scaling [215, 241, 215, 251], and the so-called Heisenberg scaling $\Delta \theta^{2} \sim 1 / N^{2}$ can be attained [179]. These results have been experimentally tested within many platforms. The advancements have been particularly rapid for atoms that exploit entanglement [274], or for squeezed spin states that surpass the SNL [347, 223]. Heisenberg limit has been proved also for particle and optical interferometry [50,213]. More in general, spin qubits, trapped ions, and flux qubits have proved to be excellent platforms in which quantum enhancements are possible [114], as well as in photonic quantum sensing [277], and in quantum illumination tasks [219, 367, 27].

Nonetheless, in more recent years, it has been shown that uncorrelated noises strongly affect such scalings behaviour, which is downscaled back to the SNL scaling [128]. Indeed, a small amount of noise is sufficient to bring the scaling from $1 / N^{2}$ to $1 / N$ [204, 119]. In general, the effect of decoherence is always detrimental and reduces the scaling, even when the use of quantum resources is allowed [118, 205,326]. The effect of
inefficient detectors also has been studied in [32] to figure out how it affects the scaling behaviour.

Attempt to restore the Heisenberg scaling have been proposed, based again on the use of entangled ancillary systems [120], or the continuous monitoring of the environment [8]. At a more fundamental level, techniques to achieve better precision without using entangled probes, which are difficult to produce and stabilize and not particularly robust to noise, have been addressed, and an extensive review can be found in [55]. They include the use of more general quantum correlations such as quantum discord [243], identical particles [33, 34], nontrivial Hamiltonians that exploit non-linearities [303, 108, 48, 49, 222], or the use of quantum phase transitions [146, 138, 225, 361]. Other recent attempts try to use also non-causal order to achieve better scaling [366, 87]. The use of feedback to achieve optimal phase estimation was also studied by [44, 43, 42, 174].

In this section, we are going to provide a review of the mathematical tools developed to deal with problems in quantum estimation theory. In Sec. 2.2 .1 we briefly review the language of estimation theory, namely probability and statistics. Then, in Sec. 2.2.2 we move to classical parameter estimation, proving the main results and bounds. Finally, we present its quantum version, both in the single and multi-parameter case, respectively in Sec. 2.2.3 and Sec. 2.2.4.

### 2.2.1 Probability and statistics

The abstract theory of probability was formalized by Kolmogorov in the last century [203], and here we review its mathematical structure. First, we need to select a collection of event $\left\{E_{i}\right\}$ that belongs to the sample space $\Omega$, i.e. the set of possible outcomes of a random event. A probability is a way of assigning every event a value between zero and one. But before this, we need to properly define the set of $\left\{E_{i}\right\}$, since not every subset of $\Omega$ constitutes an event. If we denote with $\mathcal{E}$ a collection of subsets of $\Omega$, then we ask the following

1. the empty set should be an event, i.e. $\emptyset \in \mathcal{E}$. This represents an experiment without an outcome.
2. if $E \in \mathcal{E}$, then its complement $E^{c}$ is also in $\mathcal{E}$. This corresponds to having the logical negation of the event $E$ as a possible event.
3. The union of a countable collection of $E_{i}$ in $\mathcal{E}$ is also an element of $\mathcal{E}$

These properties define a $\sigma$-algebra, while the pair $(\Omega, \mathcal{E})$ is called a measurable space.
The assignment of a numerical counterpart to a single event can be specified by a new function called probability measure $\mu$, which satisfies the following properties

## Definition 1: Probability space $(\Omega, \mathcal{E}, \mu)$

A probability space is a triple $(\Omega, \mathcal{E}, \mu)$ where $\mu$ where $\Omega$ is a sample space, $\mathcal{E}$ is a $\sigma$-algebra and $\mu$ is a function from $\mathcal{E}$ having the following properties

1. The function $\mu$ assigns to each event a non-negative number

$$
\begin{equation*}
\mu: \mathcal{E} \rightarrow \mathbb{R}^{+} ; \tag{P.1}
\end{equation*}
$$

2. The unit measure assumption

$$
\begin{equation*}
\mu(\Omega)=1 \tag{P.2}
\end{equation*}
$$

3. The $\sigma$-additivity assumption

$$
\begin{equation*}
\mu\left(\bigcup_{i=1}^{+\infty} E_{i}\right)=\sum_{i=1}^{+\infty} \mu\left(E_{i}\right) \tag{P.3}
\end{equation*}
$$

with $\left\{E_{i}\right\}_{i=1}^{+\infty}$ a countable collection of mutually disjoint elements of $\mathcal{E}$.

From the three axioms, it immediately follows that $0 \leq \mu(E) \leq 1$, where the lower and upper bounds are respectively achieved only with the empty set $\emptyset$ and the full space $\Omega$. We also mention that quasiprobability distributions, that arise naturally in quantum mechanics formulated in phase space, relax the first axiom.

A quick comment on these axioms is in order here. The last property is fundamental to be consistent with the frequentist interpretation of probability, which is the one that is naturally used when dealing with events in the laboratory. Indeed, Eq. (P.3) represent the following: if two disjoint events $E_{1}$ and $E_{2}$ have respectively the relative frequency $f_{1}$ and $f_{2}$, then the event $E_{1} \cup E_{2}$ must have the relative frequency $f_{1}+f_{2}$. The axiom extends this property even in the case of countable mutually disjoint events.

The probability measure $\mu$ assigns values to elements of the $\sigma$-algebra $\mathcal{E}$ rather than to the set possible outcomes $\Omega$. One would also like to define a function whose domain is $\Omega$, which represents more concretely what is observed in experiments. This is described by a random variable $X_{r}$, which so defined [141]

## Definition 2: Random variable $X_{r}$

Given a probability space $(\Omega, \mathcal{E}, \mu)$ and a measurable space $(\Upsilon, \mathcal{Y})$, a random variable is a function $X_{r}: \Omega \rightarrow \Upsilon$ that assign to each event a certain quantity $y$ in $\Upsilon$. This function must satisfy the following: if $Y$ is a set of quantities $y_{i}$ that belongs to the $\sigma$-algebra $\mathcal{Y}$, then $X_{r}^{-1}(Y)$ is an element of the $\sigma$-algebra $\mathcal{E}$. The measurable space $(\Upsilon, \mathcal{Y})$ can be naturally extended to a probability space $(\Upsilon, \mathcal{Y}, \nu)$ with the probability measure $\nu: \mathcal{Y} \rightarrow[0,1]$ defined as

$$
\begin{equation*}
\nu(Y)=\mu\left(X_{r}^{-1}(Y)\right) \tag{2.22}
\end{equation*}
$$

with $Y$ measurable set in $\mathcal{Y}$. This probability measure is said to be induced by $X_{r}$ from $\mu$.

In other words, $\Upsilon$ is the set of values that the random variable can assume, and $\mathcal{Y}$ is a measurable subset of $\Upsilon$. The random variable is then a function from any possible outcomes in $\Omega$ to a quantity in the set of $\Upsilon$ such that the outcomes leading to any useful subset of quantities, i.e. $X_{r}^{-1}(Y)$ have a well-defined probability, i.e. belongs to the $\sigma$ algebra $\mathcal{E}$. We can see that random variable transforms probability space to probability space. Usually, the distinction between the two probability spaces $(\Omega, \mathcal{E}, \mu)$ and $(\Upsilon, \mathcal{Y}, \nu)$ is not made clear, and one usually says that the outcomes of a random experiment are elements of $\Upsilon$ rather than event in $\mathcal{E}$ [318].

In statistics, random variables are usually limited to real value, i.e. $\Upsilon=\mathbb{R}$. In this case, all the probability measures on this space $\nu$ have a clear classification and can be expressed in terms of distribution functions. Indeed, one can show that the function $P: \mathbb{R} \rightarrow[0,1]$ defined as

$$
\begin{equation*}
P(x)=\nu((-\infty, x]) \tag{2.23}
\end{equation*}
$$

is the distribution function of $\nu$. If $X_{r}$ is the random variable that induces $\nu$, then we will also say that $P$ is the distribution function of $X_{r}$. It can be also proven that for each distribution function there exists a unique probability $\nu$ on $(\mathbb{R}, \mathcal{Y})$ [141]. The relationship between the random variable and the distribution is easily understood when $P$ are strictly increasing and continuous: in this case, $X_{r}$ and $P$ are simply inverse functions of each other. In the other cases, $X_{r}$ is left continuous and jumps may occur, that correspond to intervals of constancy of $P$, and vice-versa.

If the distribution function admits an integral representation

$$
\begin{equation*}
P(x)=\int_{-\infty}^{x} p(t) d t \tag{2.24}
\end{equation*}
$$

we say that $p(x)$ is the probability density function of $P$ and also of the corresponding probability measure $\nu$ and random variable $X_{r}$. This $p(x)$ is unique if we ask for $p(x)$ to be continuous on the support of $P$. The concept of probability density can be also extended where $\Upsilon$ is a countable set or finite set. For the technical details, we refer the reader to Chap. 8 in [141].

The knowledge of $p(x)$ fully characterizes any random experiments whose outcomes are described by the random variable $X_{r}$. Indeed, any probability of any event $Y \in \mathcal{Y}$ is obtained just by integrating $p$ on the corresponding $Y$. Henceforth, we will speak of random outcomes and experiment directly in terms of probability density function $p$.

Once we have formalized the abstract probability theory, we can move on to the study of more practical problems. As said before, estimation theory is a branch of statistics, whose main concern is the collection of data $\vec{x}=\left\{x_{1}, \ldots, x_{M}\right\}$ and their analysis and interpretations. In classical inference and decision theory, the outcomes are postulated to come from the observation of a random variable, which now we know is described in terms of a certain probability distribution $p(x)$. These can be modelled in terms of a set of parameters $\boldsymbol{\theta}$, and the goal of statistical analysis is to find proper values of $\boldsymbol{\theta}$ such that the observed data is more optimally explained by the probability evaluated at this value. The specification of a single value of the parameters is known as point estimation, which is one of the main strategies in statistical inference. Moreover, the precision of the estimated value will not depend only on the strategy, but also on the definition of the figure of merit (also known as loss function or risk function) that quantifies the optimality above mentioned[214]. This will be the topic of the next section.

### 2.2.2 Classical estimation theory

After the introduction of the building blocks of probability statistics, we can now present the usual setting in which a parameter estimation problem is formulated. We consider an experiment whose outcomes are described by a random variable $X_{r}$. Associated with the random variable there is a probability space $(\mathcal{X}, \mathcal{B}, \nu)$ and a true probability density $p(x)$, which is not known. The goal is to find a procedure that reconstructs the probability distribution $p(x)$ from a sample of $M$ outcomes $\vec{x}=\left\{x_{1}, \ldots, x_{M}\right\}$. In principle, there might be theoretical or experimental arguments that allow us to guess a functional form of $p$ that depends on a finite number of parameters $n$ (the case where the number of parameters is infinite are known as semi-parametric or non-parametric models [206]). Within this approach, we say that the probability density $p(x)$ belongs to parametric family of probability densities $\{p(x \mid \boldsymbol{\theta})\}_{\boldsymbol{\theta} \in \Theta}$ where $\Theta \subset \mathbb{R}^{n}$ is the parameter space. The true value of the parameters $\boldsymbol{\theta}^{\star} \in \Theta$ is the one such that $p\left(x \mid \boldsymbol{\theta}^{\star}\right)=p(x)$.

In general, to estimate the true value of the parameter $\boldsymbol{\theta}^{\star}$ from a sample of $M$ data $\vec{x}=$ $\left\{x_{1}, \ldots, x_{M}\right\}$ we need an estimator $\tilde{\boldsymbol{\theta}}^{(M)}$, i.e. a function from the space of $M$ independent, identically distributed (i.i.d.) random variables to the parameter space $\Theta$. An estimate of $\boldsymbol{\theta}$ is a particular realization of this function $\tilde{\boldsymbol{\theta}}^{(M)}(\vec{x})$. Given that this function is a function of random variables, it is itself a random variable, while the estimate $\boldsymbol{\theta}$, given the data $\vec{x}=\left\{x_{1}, \ldots, x_{M}\right\}$, is a fixed real value, or a fixed real vector in the multi-parameter case.

We define unbiased estimators the one satisfying $\mathbb{E}_{\boldsymbol{\theta}}\left(\tilde{\boldsymbol{\theta}}^{(M)}-\boldsymbol{\theta}\right)=0$ for all $\boldsymbol{\theta}$, where the expectation value is given as

$$
\begin{equation*}
\mathbb{E}_{\boldsymbol{\theta}}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)=\sum_{\vec{x} \in \mathcal{X}^{M}} \tilde{\boldsymbol{\theta}}^{(M)}(\vec{x}) p(\vec{x} \mid \boldsymbol{\theta}) \tag{2.25}
\end{equation*}
$$

where $p(\vec{x} \mid \boldsymbol{\theta})=\prod_{i=1}^{M} p\left(x_{i} \mid \boldsymbol{\theta}\right)$ since $\vec{x}$ are i.i.d. . This means that, for every possible value of $\boldsymbol{\theta}$, and not only for the true value $\boldsymbol{\theta}^{\star}$, the estimator can correctly guess it, without bias on the values of the parameters. If this is not the case, the deviation of $\tilde{\boldsymbol{\theta}}^{(M)}$ from the value of $\boldsymbol{\theta}$ is quantified by the bias

$$
\begin{equation*}
B_{\boldsymbol{\theta}}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)=\mathbb{E}_{\boldsymbol{\theta}}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)-\boldsymbol{\theta} \tag{2.26}
\end{equation*}
$$

Systematic errors are the one quantified by a non-null bias $B_{\boldsymbol{\theta}}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)$, hence they are a property of the estimator $\tilde{\boldsymbol{\theta}}^{(M)}$, not of the estimate $\boldsymbol{\theta}$. In other words, it does not depend on a particular set of data $\vec{x}$, but rather on the functional definition of $\tilde{\boldsymbol{\theta}}^{(M)}$. We notice that the unbiasedness condition might be too restrictive: one would like to have a good estimator for the true values of the parameters $\boldsymbol{\theta}^{\star}$ only. Hence, to enlarge the set of available functions, we can define locally unbiased estimators as

## Definition 3: Locally unbiased estimators

We define locally unbiased estimators as the ones satisfying

$$
\begin{equation*}
\mathbb{E}_{\boldsymbol{\theta}^{\star}}\left(\tilde{\boldsymbol{\theta}}^{(M)}-\boldsymbol{\theta}^{\star}\right)=0 \tag{2.27}
\end{equation*}
$$

for the true value of the parameter $\boldsymbol{\theta}=\boldsymbol{\theta}^{\star}$. We also ask that the derivative of this equation is zero, i.e.

$$
\begin{equation*}
\partial_{\boldsymbol{\theta}} \mathbb{E}_{\boldsymbol{\theta}^{\star}}\left(\tilde{\boldsymbol{\theta}^{(M)}}-\boldsymbol{\theta}^{\star}\right)=0 . \tag{2.28}
\end{equation*}
$$

This request means that the estimator $\tilde{\boldsymbol{\theta}}^{(M)}$ can track the true value of the parameter up to the first order around the $\boldsymbol{\theta}^{\star}$, and excludes pathological estimators.

We also introduce asymptotically unbiased estimator as

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \mathbb{E}_{\boldsymbol{\theta}}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)=\boldsymbol{\theta} \tag{2.29}
\end{equation*}
$$

that are unbiased as the size of the sample goes to infinity.
To quantify how much a sampled data $\vec{x}=\left\{x_{1}, \ldots, x_{M}\right\}$ deviates from the corresponding expected value, we define the sampling deviation as

$$
\begin{equation*}
\Delta(\vec{x})=\tilde{\boldsymbol{\theta}}^{(M)}(\vec{x})-\mathbb{E}_{\boldsymbol{\theta}}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right) \tag{2.30}
\end{equation*}
$$

This quantity depends on the sample, and as a result, it is not a property of the estimator. Moreover, it is a random quantity that exhibits fluctuations around zero. Hence, averaging the product of the squared sampling deviation we obtain a numerical figure of merit that quantify the average deviation of the possible samples from the expected value. In this way, we obtain the covariance matrix

$$
\begin{equation*}
V\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)_{i j}=\mathbb{E}_{\boldsymbol{\theta}}\left[\left(\tilde{\theta}_{i}^{(M)}-\mathbb{E}_{\boldsymbol{\theta}}\left(\tilde{\theta}_{i}^{(M)}\right)\right)\left(\tilde{\theta}_{j}^{(M)}-\mathbb{E}_{\boldsymbol{\theta}}\left(\tilde{\theta}_{j}^{(M)}\right)\right)\right] \tag{2.31}
\end{equation*}
$$

which is the quantity that captures the performance of an estimator. The diagonal elements $V\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)_{i i}$ are the variance of the single parameters $\theta_{j}$ and indicate, on average, how far the collection of estimates are from the expected value. Instead, non-zero offdiagonal elements denote the presence of correlations between the estimators $\tilde{\theta}_{i}^{(M)}$.

A similar concept is given by the mean square error

$$
\begin{equation*}
\left.\left.\operatorname{MSE}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)_{i j}=\mathbb{E}_{\boldsymbol{\theta}}\left[\left(\tilde{\theta}_{i}^{(M)}-\theta_{i}\right)\right)\left(\tilde{\theta}_{j}^{(M)}-\theta_{j}\right)\right)\right] \tag{2.32}
\end{equation*}
$$

whose diagonal element instead indicate how far, on average, the collection of estimates is from the value of $\boldsymbol{\theta}$, rather than from the expected value.

Remarkably, the two quantities are connected by the bias function $B_{\boldsymbol{\theta}}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)$ as

$$
\begin{equation*}
\operatorname{MSE}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)_{i j}=V\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)_{i j}+B_{\boldsymbol{\theta}}\left(\tilde{\theta}_{i}^{(M)}\right) B_{\boldsymbol{\theta}}\left(\tilde{\theta}_{j}^{(M)}\right) \tag{2.33}
\end{equation*}
$$

This can be interpreted by the fact that the MSE is the second moment (about the origin) of the error $\theta_{i}^{(M)}-\theta_{i}$. Hence, it includes how much the estimate from data samples is spread (quantified by the variance), but also how far off the average estimated value is
from the true value (quantified by the bias). The connection between bias and variance here is quite evident: the bias is related to systematic errors, while the variance is to statistical error. This relationship is analogous to the distinction between accuracy and precision respectively. We notice that for unbiased estimators the covariance matrix and MSE matrix coincide. Since our interest is to study the limits of precision using quantum probes, we consider only unbiased estimators. This assumption is not too much restrictive, since we can always be unbiased in the asymptotic limit, as in Eq. (2.29).

The main result in statistical estimation regards a lower bound on the variance that is independent of the estimator used. In this way, the lower bound represent a property of the probability distribution only $p(x \mid \boldsymbol{\theta})$. To see this, we first rewrite the variance in matrix form as follows

$$
\begin{equation*}
\boldsymbol{V}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)=\sum_{\vec{x}} p(\kappa \mid \boldsymbol{\theta})\left(\tilde{\boldsymbol{\theta}}^{(M)}(\vec{x})-\boldsymbol{\theta}\right)\left(\tilde{\boldsymbol{\theta}}^{(M)}(\vec{x})-\boldsymbol{\theta}\right)^{T} \tag{2.34}
\end{equation*}
$$

Then, the fundamental result in classical estimation theory is the following theorem

## Theorem 3: The Cramer-Rao inequality

Given a parametric family of probability densities $\{p(x \mid \boldsymbol{\theta})\}_{\boldsymbol{\theta} \in \Theta}$, the variance of any estimator is lower bounded as [286, 105]

$$
\begin{equation*}
\boldsymbol{V}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right) \succeq \min _{\left\{\tilde{\boldsymbol{\theta}}^{(M)}\right\}} \boldsymbol{V}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)=\frac{1}{M} \mathcal{F}^{-1}(\boldsymbol{\theta}) \tag{2.35}
\end{equation*}
$$

where $M$ is the number of measurements, and

$$
\begin{align*}
\mathcal{F}(\boldsymbol{\theta})_{i j} & =\sum_{x \in \mathcal{X}} p(x \mid \boldsymbol{\theta})\left(\partial_{i} \ln p(x \mid \boldsymbol{\theta})\right)\left(\partial_{j} \ln p(x \mid \boldsymbol{\theta})\right)= \\
& =\sum_{x \in \mathcal{X}} \frac{1}{p(x \mid \boldsymbol{\theta})}\left(\partial_{i} p(x \mid \boldsymbol{\theta})\right)\left(\partial_{j} p(x \mid \boldsymbol{\theta})\right) \tag{2.36}
\end{align*}
$$

are the elements of the Fisher information matrix (FIM) [135]. This is a positive semidefinite matrix. If the estimator is only locally unbiased the inequality holds only at $\boldsymbol{\theta}=\boldsymbol{\theta}^{\star}$. The symbol $\boldsymbol{A} \succeq \boldsymbol{B}$ means that $\boldsymbol{A}-\boldsymbol{B}$ is semidefinite positive [14, 105, 168].

As we see from its definition, the FIM is independent of the set of outcomes $\vec{x}=$ $\left\{x_{1}, \ldots, x_{M}\right\}$ and on the estimator $\tilde{\boldsymbol{\theta}}$. In this sense, it is a general bound for any estimator and data sample. For these reasons, we can interpret the FIM as a measure of the amount of information that the random variable described by the probability distribution $p(x \mid \boldsymbol{\theta})$ carries about the parameter $\boldsymbol{\theta}$. The larger the FIM, the larger the information and the smaller the lower bound. From a heuristic point of view, the probability distribution is more sensitive to parameter changes. We also notice that in the Cramer-Rao bound in Eq. (2.35) the inverse of the FIM is involved. In the case where the FIM is not invertible, i.e. when one of its eigenvalues is zero, we have a singular statistical model. This implies that two or more parameters are not independent, and we can estimate only a function of them.

We can also interpret the FIM as a distinguishability metric which provides a statistical distance on the space of probability distributions [14]. It quantifies how easily we can distinguish neighbouring probability distributions when separated by an infinitesimally change in the values of the parameters. Seen from this perspective, non-null off-diagonal elements in the FIM indicate that the coordinate system, i.e. the parametrization, is not orthogonal.

The saturability of the CRb in Eq. (2.35) is crucial in establishing the relevance of the FIM. In general, not all estimators saturate the bound, and those that do are called efficient. In the finite-sample scenario, the existence of an efficient estimator is, in general, not guaranteed for an arbitrary statistical model. However, in the asymptotic limit and under some regularity conditions, it can be proved [214] that the lower bound given by the variance is achieved by maximum likelihood estimator $\tilde{\boldsymbol{\theta}}_{\text {max }}^{(M)}$

$$
\begin{equation*}
\lim _{M \rightarrow \infty} M \boldsymbol{V}\left(\tilde{\boldsymbol{\theta}}_{\max }^{(M)}\right)=\mathcal{F}^{-1}(\boldsymbol{\theta}) \tag{2.37}
\end{equation*}
$$

To summarize, the FIM represent the attainable bound realizing the ultimate precision in classical estimation theory, and in the worst case is achieved asymptotically.

In general, dealing with matrix inequalities can be problematic, as the order in the space of matrices is only partial. For this reason, one can introduce scalar bounds using a suitable cost matrix $\boldsymbol{W}$ and a cost function defined as

$$
\begin{equation*}
\mathcal{C}\left[\boldsymbol{V}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right), \boldsymbol{W}\right]=\operatorname{tr}\left\{\boldsymbol{W} \boldsymbol{V}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)\right\} . \tag{2.38}
\end{equation*}
$$

where we have introduced the $\operatorname{tr}\{\bullet\}$ as the trace over the parameter space, to distinguish it from $\operatorname{Tr}\{\bullet\}$, the trace over the Hilbert space of the quantum states. This inequality is easily translated into a scalar CRb

$$
\begin{equation*}
\mathcal{C}\left[\boldsymbol{V}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right), \boldsymbol{W}\right] \geq \operatorname{tr}\left\{\boldsymbol{W} \mathcal{F}^{-1}(\boldsymbol{\theta})\right\} \tag{2.39}
\end{equation*}
$$

Cost matrices, also referred to as weight matrices, are positive, real $n \times n$ matrices, and they represent the relative importance between the parameters. Scalar bounds will play a fundamental role in multi-parameter quantum metrology, as we are going to see soon.

### 2.2.3 Single parameter quantum metrology

In this section, we discuss what happens when a parametric statistical model emerges from quantum theory $[166,167]$. We first discuss single-parameter estimation, which significantly differs from the multi-parameter setting, where quantum incompatibility in the form of non-commutativity makes things more complicated. These results have been first obtained by Helstrom [172] and Holevo [178] in the 70s. However, a major breakthrough occurred only 20 years later, when Braunstein and Caves [56] showed the quantity previously derived can be obtained by maximizing the classical Fisher information on the set of all measurements, establishing a clear and operational connection with classic estimation theory. Our presentation is based on a more recent review of these results [266].

When we move to the quantum realm, probability distributions naturally emerge from quantum mechanics postulates. Indeed, the Born rule is

$$
\begin{equation*}
p(\kappa \mid \theta)=\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{\kappa}\right\} . \tag{2.40}
\end{equation*}
$$

Here we have assumed that the parameter is fully encoded in the state of the system, rather than in the POVM as well ${ }^{1}$.

An important quantity in quantum metrology is the symmetric logarithmic derivative $\widehat{L}_{\theta}$, which is a generalization of the classical notion of logarithmic derivative that enters the definition of the FI in Eq. (2.36) $\partial_{\theta} p(x \mid \theta)=p(x \mid \theta) L_{c l}$. The straightforward generalization of this is obtained by substituting to the probability the density matrix and by a proper symmetrization to avoid order ambiguities [324]. We obtain that the definition of the $\widehat{L}_{\theta}$ is given as a Lyapunov equation

$$
\begin{equation*}
\partial_{\theta} \varrho_{\theta}=\frac{1}{2}\left(\widehat{L}_{\theta} \varrho_{\theta}+\varrho_{\theta} \widehat{L}_{\theta}\right) . \tag{2.41}
\end{equation*}
$$

There are other ways to obtain a generalization of the derivative $\partial_{\theta} p(x \mid \theta)$, essentially based on other notions of distance in the Hilbert space and symmetrization [166, 324]. In the single-parameter scenario, they are not particularly relevant, since the bound they provide is less informative than the one obtained with the SLD.

The score of the probability distribution can be written in terms of $\widehat{L}_{\theta}$ as

$$
\begin{equation*}
\partial_{\theta} p(x \mid \theta)=\operatorname{Tr}\left\{\partial_{\theta} \varrho_{\theta} \Pi_{x}\right\}=\Re\left\{\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{x} \widehat{L}_{\theta}\right\}\right\} \tag{2.42}
\end{equation*}
$$

which allows us to rewrite the FI as

$$
\begin{equation*}
\mathcal{F}(\theta)=\sum_{x \in \mathcal{X}} \frac{\Re\left\{\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{x} \widehat{L}_{\theta}\right\}\right\}^{2}}{\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{x}\right\}} \tag{2.43}
\end{equation*}
$$

So far, this is just a rewriting of the classical Cramer-Rao bound in terms of a certain $\left\{\Pi_{x}\right\}_{x \in \mathcal{X}}$ and state $\varrho_{\theta}$. However, we can try to optimize among the set of POVMs [266]. Using the fact that $\Re\{\lambda\}^{2} \leq|\lambda|^{2}$, we can write

$$
\begin{equation*}
\mathcal{F}(\theta) \leq \sum_{x \in \mathcal{X}}\left|\frac{\left\{\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{x} \widehat{L}_{\theta}\right\}\right.}{\sqrt{\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{x}\right\}}}\right|^{2}=\sum_{x \in \mathcal{X}}\left|\operatorname{Tr}\left\{\frac{\sqrt{\varrho_{\theta}} \sqrt{\Pi_{x}}}{\sqrt{\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{x}\right\}}} \sqrt{\Pi_{x}} \widehat{L}_{\theta} \sqrt{\varrho_{\theta}}\right\}\right|^{2} \tag{2.44}
\end{equation*}
$$

and this inequality is saturated when $\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{x} \widehat{L}_{\theta}\right\}$ is a real number. We can further lower bound this last expression using the Schwartz inequality

$$
\begin{equation*}
\left|\operatorname{Tr}\left\{A^{\dagger} B\right\}\right|^{2} \leq \operatorname{Tr}\left\{A^{\dagger} A\right\} \operatorname{Tr}\left\{B^{\dagger} B\right\} \tag{2.45}
\end{equation*}
$$

with $A^{\dagger}=\operatorname{Tr}\left\{\sqrt{\varrho_{\theta}} \sqrt{\Pi_{x}}\right\} / \sqrt{\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{x}\right\}}$ and $B=\sqrt{\Pi_{x}} \widehat{L}_{\theta} \sqrt{\varrho_{\theta}}$. Indeed, we obtain

$$
\begin{align*}
\mathcal{F}(\theta) & \leq \sum_{x \in \mathcal{X}} \operatorname{Tr}\left\{\frac{\sqrt{\varrho_{\theta}} \sqrt{\Pi_{x}}}{\sqrt{\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{x}\right\}}} \frac{\sqrt{\Pi_{x}} \sqrt{\varrho_{\theta}}}{\sqrt{\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{x}\right\}}}\right\} \operatorname{Tr}\left\{\sqrt{\varrho_{\theta}} \widehat{L}_{\theta} \sqrt{\Pi_{x}} \sqrt{\Pi_{x}} \widehat{L}_{\theta} \sqrt{\varrho_{\theta}}\right\}= \\
& =\sum_{x \in \mathcal{X}} \operatorname{Tr}\left\{\varrho_{\theta} \widehat{L}_{\theta} \Pi_{x}\right\}=\operatorname{Tr}\left\{\varrho_{\theta} \widehat{L}_{\theta}^{2}\right\} \tag{2.46}
\end{align*}
$$

[^0]which is now independent on the POVM $\left\{\Pi_{x}\right\}_{x \in \mathcal{X}}$. This last inequality is saturated when the two $A$ and $B$ are orthogonal, i.e. when
\[

$$
\begin{equation*}
\frac{\sqrt{\Pi_{x}} \sqrt{\varrho_{\theta}}}{\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{x}\right\}}=\frac{\sqrt{\Pi_{x}} \widehat{L}_{\theta} \sqrt{\varrho_{\theta}}}{\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{x} \widehat{L}_{\theta}\right\}} \tag{2.47}
\end{equation*}
$$

\]

for all $\theta$ and $x$. This equality is satisfied if and only if the $\left\{\Pi_{x}\right\}$ are eigenprojectors of the $\widehat{L}_{\theta}$, meaning that the eigenstates of the SLD operator realize the optimal POVM, given the additional condition $\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{\kappa} \widehat{L}_{\theta}\right\}$ is real. This is a projective measurement and depends on the true parameter $\theta$. Paradoxically, one should know the value of the parameter in advance to implement the optimal measurement. Nonetheless, this challenge is often solved by using adaptive strategies, in which one accumulates preliminary statistics to obtain an intermediate estimate, that is then used to perform a more refined adapted measurement until the optimal measurement is asymptotically reached [ 25,142 ]. The result is summarized as follows

## Theorem 4: The quantum Cramer-Rao bound

Given a statistical model encoded in a density matrix $\varrho_{\theta}$ and the set of all possible POVM $\Pi$, we can maximize the FI such as that

$$
\begin{equation*}
\mathcal{F}(\theta) \leq \max _{\Pi} \mathcal{F}(\theta)=\mathcal{Q}(\theta)=\operatorname{Tr}\left\{\varrho_{\theta} \widehat{L}_{\theta}^{2}\right\}=\operatorname{Tr}\left\{\partial_{\theta} \varrho_{\theta} \widehat{L}_{\theta}\right\} \tag{2.48}
\end{equation*}
$$

where $\mathcal{Q}(\theta)$ is the quantum Fisher information (QFI). This inequality yields the quantum Cramer-Rao (QCRB) bound

$$
\begin{equation*}
V\left(\tilde{\theta}^{(M)}\right) \geq \frac{1}{M \mathcal{F}(\theta)} \geq \frac{1}{M \mathcal{Q}(\theta)} \tag{2.49}
\end{equation*}
$$

The first inequality is saturated by the PVM given by the eigenprojector of the SLD operator $\left\{\left|\lambda_{k}\right\rangle\left\langle\lambda_{k}\right|\right\}_{k}$, with the additional condition that $\operatorname{Tr}\left\{\varrho_{\theta} \Pi_{\kappa} \widehat{L}_{\theta}\right\}$ is real. The optimal estimator $\widehat{O}_{\theta}=\sum_{k} \tilde{\theta}_{k}\left|\lambda_{k}\right\rangle\left\langle\lambda_{k}\right|$ that saturates also the classical inequality is a function of the eigenvalues of $\widehat{O}_{\theta}$, and is given by

$$
\begin{equation*}
\widehat{O}_{\theta}=\theta \mathbb{I}+\frac{\widehat{L}_{\theta}}{\mathcal{Q}(\theta)} \tag{2.50}
\end{equation*}
$$

The optimality of the estimator can be proved directly by evaluating the variance of $\widehat{O}_{\theta}$.

This bound has been derived for measurements on single-copy preparation of the state $\varrho_{\theta}$. However, if we have $M$ identically prepared state, the most general scenario consists of a POVM on the whole Hilbert space, which might be also collective. In this case, the overall variance is written as

$$
\begin{equation*}
V\left(\tilde{\theta}^{(M)}\right)=\sum_{k}\left(\tilde{\theta}^{(M)}(k)-\theta\right)^{2} \operatorname{Tr}\left\{\varrho_{\theta}^{\otimes M} \Pi^{(M)}(k)\right\} . \tag{2.51}
\end{equation*}
$$

Nonetheless, one can show that this quantity is lower bounded by the QFI given in Eq. (2.48), which means that non-collective strategies are optimal [167]. This differs significantly from the multi-parameter case, as we are going to see in the next section.

An explicit expression of the QFI can be derived using a formal solution of the Lyapunov equation (2.41)

$$
\begin{align*}
\widehat{L}_{\theta} & =2 \int_{0}^{+\infty} e^{-t \varrho_{\theta}}\left(\partial_{\theta} \varrho_{\theta}\right) e^{-t \varrho_{\theta}} d t=  \tag{2.52}\\
& =\sum_{n, m} \frac{\left\langle\psi_{m}\right| \partial_{\theta} \varrho_{\theta}\left|\psi_{n}\right\rangle}{p_{m}+p_{n}}\left|\psi_{m}\right\rangle\left\langle\psi_{n}\right| \tag{2.53}
\end{align*}
$$

with $p_{m}+p_{n}>0$ and where we have used the spectral decomposition $\varrho_{\theta}=$ $\sum_{n} p_{n}\left|\psi_{n}\right\rangle \psi_{n} \mid$. Using the last expression, the QFI can be written as

$$
\begin{equation*}
\mathcal{Q}(\theta)=\sum_{n, m} \frac{\left.\left|\left\langle\psi_{m}\right| \varrho_{\theta}\right| \psi_{n}\right\rangle\left.\right|^{2}}{p_{m}+p_{n}} \tag{2.54}
\end{equation*}
$$

or equivalently as

$$
\begin{equation*}
\mathcal{Q}(\theta)=\sum_{n} \frac{\left(\partial_{\theta} p_{n}\right)^{2}}{p_{n}}+2 \sum_{n, m} \frac{\left(p_{n}-p_{m}\right)^{2}}{p_{n}+p_{m}}\left|\left\langle\psi_{m} \mid \partial_{\theta} \psi_{n}\right\rangle\right|^{2} \tag{2.55}
\end{equation*}
$$

The first term is nothing but the classical FI for the probability distribution $\left\{p_{n}\right\}$ for $\theta$, while the second term accounts for the change of the eigenstates with respect to changes in $\theta$. Unfortunately, these equations are only useful when it is possible to diagonalise $\varrho_{\theta}$, otherwise, it is not particularly feasible. Despite that, alternative expressions of the QFI that do not require diagonalisation of $\varrho_{\theta}$ have been derived [307].

The QFI satisfies a few relevant properties:
(i) Similarly to the classical case, the QFI of uncorrelated states is additive [143]

$$
\begin{equation*}
\mathcal{Q}\left[\varrho_{\theta} \otimes \varsigma_{\theta}\right]=\mathcal{Q}\left[\varrho_{\theta}\right]+\mathcal{Q}\left[\varsigma_{\theta}\right] \tag{2.56}
\end{equation*}
$$

where we have slightly changed the notation for the QFI, i.e. $\mathcal{Q}\left[\varrho_{\theta}\right]=\mathcal{Q}(\theta)$. The additivity shows that the QFI for $M$ i.i.d. probes $\varrho^{\otimes M}$ scales as $M$, realizing an SNL scaling. We conclude that to improve this scaling, correlations are necessary among the probes.
(ii) It is not a convex function of the input state but satisfies an extended convexity inequality [10]

$$
\begin{equation*}
\mathcal{Q}\left[\sum_{n} p_{n} \varrho_{n}\right] \leq \sum_{n} p_{n} \mathcal{Q}\left[\varrho_{n}\right]+\mathcal{F}\left[\left\{p_{n}\right\}\right] \tag{2.57}
\end{equation*}
$$

where $\mathcal{F}\left[\left\{p_{n}\right\}\right]$ is the classical FI of the probability distribution $\left\{p_{n}\right\}$, similarly to (2.55). The only way we recover full convexity is if this term vanishes, and this happens when the parameter is not encoded in the $\left\{p_{n}\right\}$. In the latter case, we see that the achievable estimation sensitivity cannot be increased by classically mixing states with mixing probabilities independent of the parameter [54].
(iii) The QFI is monotone for quantum operations [273]

$$
\begin{equation*}
\mathcal{Q}\left[\varrho_{\theta}\right] \geq \mathcal{Q}\left[\mathcal{E}\left[\varrho_{\theta}\right]\right], \tag{2.58}
\end{equation*}
$$

where $\mathcal{E}[\bullet]$ does not depend on the parameter. Equality occurs when the quantum operation is unitary.
(iv) In the case of a pure state $\left|\psi_{\theta}\right\rangle$ the QFI simplifies as

$$
\begin{equation*}
\mathcal{Q}\left[\left|\psi_{\theta}\right\rangle\right]=4\left(\left\langle\partial_{\theta} \psi_{\theta} \mid \partial_{\theta} \psi_{\theta}\right\rangle+\left(\left\langle\partial_{\theta} \psi_{\theta} \mid \psi_{\theta}\right\rangle\right)^{2}\right) \tag{2.59}
\end{equation*}
$$

Furthermore, if the parameter is encoded via a unitary operator $\left|\psi_{\theta}\right\rangle=$ $\exp \{i \theta \widehat{G}\}\left|\psi_{0}\right\rangle$, where $\widehat{G}$ is the generator, then the QFI is proportional to the variance of the generator on the initial state $\left|\psi_{0}\right\rangle$

$$
\begin{equation*}
\mathcal{Q}\left[\left|\psi_{\theta}\right\rangle ; \widehat{G}\right]=4 V(\widehat{G})=4\left(\left\langle\psi_{0}\right| \widehat{G}^{2}\left|\psi_{0}\right\rangle-\left\langle\psi_{0}\right| \widehat{G}\left|\psi_{0}\right\rangle^{2}\right) \tag{2.60}
\end{equation*}
$$

The latter is upper-bounded as

$$
\begin{equation*}
\mathcal{Q}\left[\left|\psi_{\theta}\right\rangle ; \widehat{G}\right] \leq\left(g_{\max }-g_{\min }\right)^{2} \tag{2.61}
\end{equation*}
$$

where $g_{\max }\left(g_{\min }\right)$ are the largest (smallest) eigenvalue of $\widehat{G}$. The inequality is tight if $\left|\psi_{0}\right\rangle=2^{-1 / 2}\left(\left|g_{\max }\right\rangle+\left|g_{\min }\right\rangle\right)$.
(v) The QFI has a geometrical interpretation in terms of the Bures distance

$$
\begin{equation*}
D_{B}\left(\varrho_{1}, \varrho_{2}\right)=\sqrt{2\left(1-F\left[\varrho_{1}, \varrho_{2}\right]\right)} \tag{2.62}
\end{equation*}
$$

where the fidelity is $F\left[\varrho_{1}, \varrho_{2}\right]=\operatorname{Tr}\left\{\sqrt{\sqrt{\varrho_{1}} \varrho_{2} \sqrt{\varrho_{1}}}\right\}$. The corresponding metric is the Bures metric

$$
\begin{equation*}
d s_{B}^{2}=D_{B}^{2}\left[\varrho_{\theta}, \varrho_{\theta+d \theta}\right]=4 \mathcal{Q}\left[\varrho_{\theta}\right] d \theta^{2} \tag{2.63}
\end{equation*}
$$

This can be also written as the limit

$$
\begin{equation*}
\mathcal{Q}\left[\varrho_{\theta}\right]=\lim _{\varepsilon \rightarrow 0} \frac{8\left(1-F\left[\varrho_{\theta}, \varrho_{\theta+\varepsilon}\right]\right)}{\varepsilon^{2}} \tag{2.64}
\end{equation*}
$$

For pure states, the fidelity is the overlap of the two states $F\left[\left|\psi_{\theta}\right\rangle,\left|\psi_{\theta+\varepsilon}\right\rangle\right]=$ $\left|\left\langle\psi_{\theta} \mid \psi_{\theta+\varepsilon}\right\rangle\right|$, and the QFI can be also written as

$$
\begin{equation*}
\mathcal{Q}\left[\left|\psi_{\theta}\right\rangle\right]=\left.4 \partial_{\theta^{\prime}} \partial_{\theta^{\prime \prime}}\left(\log \left|\left\langle\psi_{\theta^{\prime}} \mid \psi_{\theta^{\prime \prime}}\right\rangle\right|\right)\right|_{\theta^{\prime}=\theta^{\prime \prime}=\theta} \tag{2.65}
\end{equation*}
$$

With suitable generalizations, all these properties are also valid in the multi-parameter case, but the tightness of many bounds might be lost.

We conclude this section by noticing the following: the derivation of the quantum Cramer-Rao bound has made clear that there are two optimization steps. The first is at the level of measurement, where we found that the optimal PVM is given by the eigenprojectors of the SLD operator. The second is at the level of estimator functions, whose optimization can be considered a classical problem. If we have sufficient control over the system under study, another degree of freedom is still available: the initial preparation of the probe. We can formalize this in terms of parameter-dependent channels $\varrho_{\theta}=\mathcal{E}_{\theta}[\varrho]$, and the problem of maximizing the QFI and finding the optimal probe has been studied and solved by Fujiwara in [144].

### 2.2.4 Multiparameter quantum metrology

Things become more complicated when we move to multi-parameter quantum metrology. We can see this from a heuristic example. Let us consider two parameters $\boldsymbol{\theta}=\left\{\theta_{1}, \theta_{2}\right\}$ encoded in a certain density matrix $\varrho_{\boldsymbol{\theta}}$. From the previous section, we know that the two optimal strategies for individual estimation of the parameters are given in terms of the eigen-projectors of the $\widehat{L}_{\theta_{i}}$. However, the two optimal observables may not commute, meaning that an optimal measurement for the simultaneous estimation can not be performed. One may ask whether there exists another POVM that allows an optimal and joint estimate of the two parameters and what is the corresponding bound. These are the questions multi-parameter metrology deals with and are closely linked to the peculiar characteristics of quantum mechanics, namely the incompatibility of observables.

As we have seen, in the multi-parameter setting the usual figure of merit is the covariance matrix, that now we can write as

$$
\begin{equation*}
\boldsymbol{V}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right)=\sum_{\kappa}\left\{\left(\tilde{\boldsymbol{\theta}}^{(M)}-\boldsymbol{\theta}\right)\left(\tilde{\boldsymbol{\theta}}^{(M)}-\boldsymbol{\theta}\right)^{T} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}}^{\otimes M} \Pi_{\kappa}^{(M)}\right\}\right\} \tag{2.66}
\end{equation*}
$$

where $\left\{\Pi_{\kappa}^{(M)}\right\}_{\kappa}$ is a POVM on the whole Hilbert space of the $M$ i.i.d. probes $\varrho_{\theta}^{\otimes M}$. Similarly to the single-parameter case, our goal is to minimize such quantity over all the possible POVMs and the corresponding estimator $\tilde{\boldsymbol{\theta}}^{(M)}$.

To do so, we first introduce the generalization of the QFI in the multi-parameter setting

## Definition 4: Quantum Fisher information matrix (QFIM)

Given a density matrix $\varrho_{\boldsymbol{\theta}}$, then the Quantum Fisher information matrix elements are defined as

$$
\begin{equation*}
\mathcal{Q}(\boldsymbol{\theta})_{i j}=\frac{1}{2} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}}\left\{\widehat{L}_{\theta_{i}}, \widehat{L}_{\theta_{j}}\right\}\right\} \tag{2.67}
\end{equation*}
$$

where $\{\bullet, \boldsymbol{\Delta}\}$ is the anticommutator of $\bullet$ and $\mathbf{\Delta}$. The diagonal elements of the matrix correspond to the single-parameter QFI of the $i$ th parameter, as defined in (2.48).

A reparametrization affects the QFIM so defined. Indeed, consider a new set of parameter $\boldsymbol{\vartheta}$ that is a function $\boldsymbol{f}(\boldsymbol{\theta})$ of all the old parameters $\boldsymbol{\theta}$, i.e. $\boldsymbol{\vartheta}=\boldsymbol{f}(\boldsymbol{\theta})$. The derivatives with the new variable denoted with a prime are given by

$$
\begin{equation*}
\frac{\partial}{\partial \vartheta_{i}}=\sum_{j} B_{i j} \frac{\partial}{\partial \theta_{j}} \tag{2.68}
\end{equation*}
$$

where the matrix elements are $B_{i j}=\partial \theta_{j} / \partial \vartheta_{i}$. In this way, the SLDs in the new parametrization are given as

$$
\begin{equation*}
\widehat{\boldsymbol{L}}_{\vartheta}=\boldsymbol{B} \widehat{\boldsymbol{L}}_{\boldsymbol{\theta}} \tag{2.69}
\end{equation*}
$$

and as a result, the QFIM is

$$
\begin{equation*}
\mathcal{Q}(\boldsymbol{\vartheta})=\boldsymbol{B} \mathcal{Q}(\boldsymbol{\theta}) \boldsymbol{B}^{T} \tag{2.70}
\end{equation*}
$$

A similar formula holds for the FIM in Eq. (2.36).

The QFIM and the variance satisfy a quantum version of the matrix inequality, which is named SLD-Cramer-Rao bound since it is based on the symmetric generalization of the logarithmic derivative (RLD). There exist other bounds that rely on different generalizations, such as the right logarithmic derivative [5]. The bound is given as follows

## Theorem 5: Matrix and scalar SLD-Cramer-Rao bound

Given a density matrix $\varrho_{\boldsymbol{\theta}}$ and locally unbiased estimator $\tilde{\boldsymbol{\theta}}^{(M)}$, then the variance satisfy the following matrix inequality known as SLD-Cramer-Rao bound (SLD-CRb)

$$
\begin{equation*}
\boldsymbol{V}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right) \succeq \frac{1}{M} \mathcal{Q}^{-1}(\boldsymbol{\theta}) \tag{2.71}
\end{equation*}
$$

A scalar bound can also be introduced with respect to a certain weight matrix $\boldsymbol{W}$ of the parameters using the cost function defined in Eq. (2.38). We obtain the scalar-SLD-CRb

$$
\begin{equation*}
\mathcal{C}\left[\boldsymbol{V}\left(\tilde{\boldsymbol{\theta}}^{(M)}\right), \boldsymbol{W}\right] \geq \frac{1}{M} \operatorname{Tr}\left\{\boldsymbol{W} \mathcal{Q}^{-1}(\boldsymbol{\theta})\right\}=\frac{1}{M} \mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right] \tag{2.72}
\end{equation*}
$$

These bounds are in general not attainable.

Despite being similar to the one obtained in the single-parameter case, and the QFIM share many properties with the QFI, this bound also features some differences, given that this bound is not in general attainable. The reason goes back to the incompatibility of optimal measurement that we have heuristically discussed at the beginning of the section. The condition to have a tight bound in Eq. (2.71) can not be directly derived from the definition of the QFIM. We are going to discuss the possible necessary and sufficient conditions for the saturability of the SLD-Cramer-Rao bound in the following section.

Before moving to this discussion, we need to present other relevant bounds in the multi-parameter scenario, which are more informative compared to the SLD-CRb. The latter bound can be derived mostly with geometrical arguments, not with constructive arguments or a true minimization like the classical one. An appropriate minimization would yield to the most informative bound on a single copy as

$$
\begin{equation*}
\mathcal{C}^{\mathrm{MI}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]=\min _{\boldsymbol{\Pi}, \tilde{\boldsymbol{\theta}}^{(1)}}\left\{\operatorname{tr}\left\{\boldsymbol{W} \mathcal{F}^{-1}(\boldsymbol{\theta})\right\}\right\} \tag{2.73}
\end{equation*}
$$

This bound is achievable by construction, but it must be emphasized that, in general, a priori knowledge of the value of the parameter is necessary to carry out the optimal measurement. This issue is already present at the single-parameter level.

A tighter bound was derived by Holevo [178] and is defined as follows

## Definition 5: The Holevo-Cramer-Rao-bound (HCRb)

The Holevo-Cramer-Rao bound is obtained by the following minimization

$$
\begin{equation*}
\mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]=\min _{\boldsymbol{V} \in \mathbb{S}^{n}, \widehat{\boldsymbol{X}} \in \mathcal{X}_{\boldsymbol{\theta}}}\{\operatorname{tr}\{\boldsymbol{W} \boldsymbol{V}\} \mid \boldsymbol{V} \succeq \boldsymbol{Z}[\widehat{\boldsymbol{X}}]\} \tag{2.74}
\end{equation*}
$$

where $\mathbb{S}^{n}$ is the set of real symmetric $n$-dimensional matrices. The $n \times n$ matrix $\boldsymbol{Z}[\widehat{\boldsymbol{X}}]$ is defined as

$$
\begin{equation*}
\boldsymbol{Z}[\widehat{\boldsymbol{X}}]_{i j}=\operatorname{Tr}\left\{X_{i} X_{j} \varrho_{\boldsymbol{\theta}}\right\} \quad i, j=1, \ldots, n \tag{2.75}
\end{equation*}
$$

while the collection of $n$ operators $\widehat{\boldsymbol{X}}$ belongs to the set

$$
\begin{equation*}
\mathcal{X}_{\boldsymbol{\theta}}=\left\{\widehat{\boldsymbol{X}}=\left(X_{1}, \ldots, X_{n}\right) \mid X_{i} \in \mathcal{L}_{h}(\mathcal{H}) \& \operatorname{Tr}\left\{X_{i} \partial_{j} \varrho_{\boldsymbol{\theta}}\right\}=\delta_{i j}\right\} \tag{2.76}
\end{equation*}
$$

A pedagogical derivation of the bound can be found in [117]. This bound is regarded as the most fundamental scalar bound for multi-parameter quantum estimation since it was proved to be equivalent to the most informative bound of the asymptotic model, where collective measurements on a large number of copies $\varrho_{\theta}^{\otimes M}$ with $M \rightarrow \infty$ are performed [358]. There are few cases where it is known that the HCRb is achievable with single copies: for pure states [236], and for displacement estimation with Gaussian states [178]. Closed formulas for non-trivial cases are known only in a few scenarios: for instance, for qubits [330], and two-parameter estimation with pure states [236]. In many other cases, the analytical solution for the minimization is non-trivial, and one has to resort to numerical methods. Indeed, the minimization in Eq. (2.74) has been proven to be a semi-definite program for finite-dimensional system [7], and hence its evaluation is numerically feasible.

There are other equivalent formulations of the $\operatorname{HCRb}[117,166,169,236]$, that we report here for completeness and will be useful in the following. The first one explicitly performs the minimization over $\boldsymbol{V} \in \mathbb{S}^{n}$, obtaining

$$
\begin{equation*}
\left.\mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]=\min _{\widehat{\boldsymbol{X}} \in \mathcal{X}_{\boldsymbol{\theta}}}\left\{\operatorname{tr}\{\boldsymbol{W} \Re\{\boldsymbol{Z}[\widehat{\boldsymbol{X}}]\}\}+\|\sqrt{\boldsymbol{W}} \Im\{\boldsymbol{Z}[\widehat{\boldsymbol{X}}]\} \sqrt{\boldsymbol{W}}\|_{1}\right\}\right\} \tag{2.77}
\end{equation*}
$$

The second expression is

$$
\begin{equation*}
\mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]=\min _{Y_{i}}\{\operatorname{tr}\{\boldsymbol{W} \boldsymbol{Z}[\widehat{\boldsymbol{\boldsymbol { Y }}}]\} \mid \Im\{\boldsymbol{Z}[\widehat{\boldsymbol{Y}}]\}=0\} \tag{2.78}
\end{equation*}
$$

with $Y_{i} \in \mathcal{L}_{h}\left(\mathcal{H} \oplus \mathbb{C}^{n}\right)$. This has proven to be particularly useful in the proof of saturability for parametric families of pure states. All the bounds discuss so far satisfy the following hierarchy

$$
\begin{equation*}
\mathcal{C}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right] \geq \mathcal{C}^{\mathrm{MI}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right] \geq \mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right] \geq \mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right] \tag{2.79}
\end{equation*}
$$

In the next section, we discuss the different conditions that have been put forward for the saturability of these inequalities, with particular concern for the inequality between the HCRb and the SLD-CRb.

### 2.2.4.1 Compatibility conditions

To study the saturability condition of the HCRb with respect to the SLD-CRb, it is useful to introduce a scalar product in the Hilbert space $\mathcal{H}$

$$
\begin{equation*}
\langle\widehat{\boldsymbol{X}}, \widehat{\boldsymbol{Y}}\rangle_{\varrho_{\boldsymbol{\theta}}}=\frac{1}{2} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}}\{\widehat{\boldsymbol{X}}, \widehat{\boldsymbol{Y}}\}\right\} \tag{2.80}
\end{equation*}
$$

where $\widehat{\boldsymbol{X}}=\left\{\widehat{X}_{1}, \ldots, \widehat{X}_{d}\right\}^{T}$ is a vector of operator, and $\{\widehat{\boldsymbol{X}}, \widehat{\boldsymbol{Y}}\}=\left(\widehat{\boldsymbol{X}} \widehat{\boldsymbol{Y}}^{T}+\widehat{\boldsymbol{X}} \widehat{\boldsymbol{Y}}^{T}\right) / 2$.
We introduce now a vector of $n$ operators $\widehat{\boldsymbol{X}}$ (we recall that $n$ is the number of parameters) and such that

$$
\begin{equation*}
\widehat{\boldsymbol{X}}=\sum_{\kappa}(\tilde{\boldsymbol{\theta}}(\kappa)-\boldsymbol{\theta}) \Pi_{\kappa}, \tag{2.81}
\end{equation*}
$$

where $\left\{\Pi_{\kappa}\right\}_{\kappa=1}^{\tilde{d}}$, and $\tilde{\boldsymbol{\theta}}$ are respectively an arbitrary POVM and a vector of locally unbiased estimators as defined in Def. 3. The conditions for unbiasedness, i.e. Eq.s (2.27)(2.28) can be rewritten in terms of $\widehat{\boldsymbol{X}}$ as

$$
\begin{align*}
& \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}} \widehat{\boldsymbol{X}}\right\}=0  \tag{2.82}\\
& \operatorname{Tr}\left\{\partial_{\boldsymbol{\theta}} \varrho_{\boldsymbol{\theta}} \widehat{\boldsymbol{X}}^{T}\right\}=\mathbb{I}_{n} \tag{2.83}
\end{align*}
$$

The second equation in particular can be expressed in terms of the scalar product defined in Eq. (2.80), and the vector of SLD operators $\widehat{\boldsymbol{L}}=\left\{\widehat{L}_{\theta_{1}}, \ldots \widehat{L}_{\theta_{n}}\right\}^{2}$ for the parameter $\boldsymbol{\theta}$ as

$$
\begin{align*}
\langle\widehat{\boldsymbol{L}}, \widehat{\boldsymbol{X}}\rangle_{\varrho_{\boldsymbol{\theta}}} & =\frac{1}{2} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}}\{\widehat{\boldsymbol{L}}, \widehat{\boldsymbol{X}}\}\right\}=\frac{1}{2} \operatorname{Tr}\left\{\left\{\varrho_{\boldsymbol{\theta}}, \widehat{\boldsymbol{L}}\right\} \widehat{\boldsymbol{X}}^{T}\right\}=  \tag{2.84}\\
& =\operatorname{Tr}\left\{\partial_{\boldsymbol{\theta}} \varrho_{\boldsymbol{\theta}} \widehat{\boldsymbol{X}}^{T}\right\}=\mathbb{I}_{n} . \tag{2.85}
\end{align*}
$$

Actually, the vector of operators $\widehat{\boldsymbol{X}}$ can be decomposed in the parallel $X_{i}^{\|}$and orthogonal component $X_{i}^{\perp}$ for the space spanned by the SLDs. This can be always done if we restrict the scalar product to the subspace $\mathcal{L}(\mathcal{H}) / \mathcal{L}\left(\operatorname{ker}\left(\varrho_{\boldsymbol{\theta}}\right)\right)$, see [117] for more details. By definition, the parallel component is written in terms of the SLDs operators as $\widehat{\boldsymbol{X}}^{\|}=\boldsymbol{B} \widehat{\boldsymbol{L}}$, where $\boldsymbol{B}$ correspond to a certain $n \times n$ real matrix. Using the last equation we see that

$$
\begin{equation*}
\mathbb{I}_{n}=\left\langle\widehat{\boldsymbol{L}}, \widehat{\boldsymbol{X}}^{T}\right\rangle_{\varrho_{\boldsymbol{\theta}}}=\left\langle\widehat{\boldsymbol{L}},\left(\widehat{\boldsymbol{X}}^{\|}\right)^{T}\right\rangle_{\varrho_{\boldsymbol{\theta}}}=\boldsymbol{B}\left\langle\widehat{\boldsymbol{L}}, \widehat{\boldsymbol{L}}^{T}\right\rangle_{\varrho_{\boldsymbol{\theta}}}=\boldsymbol{B} \mathcal{Q}(\boldsymbol{\theta}) \tag{2.86}
\end{equation*}
$$

Hence, $\boldsymbol{B}$ is nothing but the inverse of the QFIM $\mathcal{Q}^{-1}(\boldsymbol{\theta})$, while there is no restriction on the perpendicular part $\widehat{\boldsymbol{X}}^{\perp}$. We can also evaluate the real part of $\boldsymbol{Z}[\widehat{\boldsymbol{X}}]$, that enters the definition of the HCRb , as

$$
\begin{equation*}
\Re \boldsymbol{Z}[\widehat{\boldsymbol{X}}]=\left\langle\widehat{\boldsymbol{X}}, \widehat{\boldsymbol{X}}^{T}\right\rangle_{\varrho_{\boldsymbol{\theta}}}=\Re \boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\|}\right]+\Re \boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\perp}\right], \tag{2.87}
\end{equation*}
$$

since $\left\langle\widehat{\boldsymbol{X}}^{\|},\left(\widehat{\boldsymbol{X}}^{\perp}\right)^{T}\right\rangle_{\varrho_{\boldsymbol{\theta}}}=0$ by definition of scalar product. In particular

$$
\begin{align*}
\Re \boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\|}\right] & =\Re \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}} \mathcal{Q}^{-1}(\boldsymbol{\theta}) \widehat{\boldsymbol{L}} \widehat{\boldsymbol{L}}^{T} \mathcal{Q}^{-1}(\boldsymbol{\theta})\right\}=  \tag{2.88}\\
& =\mathcal{Q}^{-1}(\boldsymbol{\theta}) \Re \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}} \widehat{\boldsymbol{L}} \widehat{\boldsymbol{L}}^{T}\right\} \mathcal{Q}^{-1}(\boldsymbol{\theta})=\boldsymbol{\mathcal { Q }}^{-1}(\boldsymbol{\theta}) \tag{2.89}
\end{align*}
$$

[^1]Then, we have that the first term in Eq. (2.77) can be expanded as

$$
\begin{align*}
& \operatorname{tr}\{\boldsymbol{W} \Re\{\boldsymbol{Z}[\widehat{\boldsymbol{X}}]\}\}=\operatorname{tr}\left\{\boldsymbol{W} \Re\left\{\boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\|}\right]\right\}\right\}+\operatorname{tr}\left\{\boldsymbol{W} \Re\left\{\boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\perp}\right]\right\}\right\}=  \tag{2.90}\\
& =\operatorname{tr}\left\{\boldsymbol{W} \mathcal{Q}^{-1}(\boldsymbol{\theta})\right\}+\operatorname{tr}\left\{\boldsymbol{W} \Re\left\{\boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\perp}\right]\right\}\right\}=  \tag{2.91}\\
& =\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]+\operatorname{tr}\left\{\boldsymbol{W} \Re\left\{\boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\perp}\right]\right\}\right\} . \tag{2.92}
\end{align*}
$$

In this way, we obtain that the HCRb can be written as

$$
\begin{align*}
& \mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]=\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]+  \tag{2.93}\\
& \quad+\min _{\widehat{\boldsymbol{X}}}\left(\mathrm{tr}\left\{\operatorname{tr}\left\{\boldsymbol{W} \Re\left\{\boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\perp}\right]\right\}\right\}+\left\|\sqrt{\boldsymbol{W}} \Im\left\{\boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\|}+\widehat{\boldsymbol{X}}^{\perp}\right]\right\} \sqrt{\boldsymbol{W}}\right\|_{1}\right\}\right. \tag{2.94}
\end{align*}
$$

where we have to remember that the parallel component is fixed to be $\widehat{\boldsymbol{X}}{ }^{\|}=\mathcal{Q}^{-1}(\boldsymbol{\theta}) \widehat{\boldsymbol{L}}$. Moreover, the imaginary component can be expanded as

$$
\begin{equation*}
\Im\left\{\boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\|}+\widehat{\boldsymbol{X}}^{\perp}\right]\right\}=\Im\left\{\boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\|}\right]\right\}+\Im\left\{\boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\perp}\right]\right\} \tag{2.95}
\end{equation*}
$$

since

$$
\begin{equation*}
\Im\{\boldsymbol{Z}[\widehat{\boldsymbol{X}}]\}=\frac{1}{2 i} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}}\left[\widehat{\boldsymbol{X}}, \widehat{\boldsymbol{X}}^{T}\right]\right\} \tag{2.96}
\end{equation*}
$$

and where we used $\left[\widehat{\boldsymbol{X}}, \widehat{\boldsymbol{Y}}^{T}\right]=\widehat{\boldsymbol{X}} \widehat{\boldsymbol{Y}}^{T}-\widehat{\boldsymbol{Y}} \widehat{\boldsymbol{X}}^{T}$. Then, the first term in Eq. (2.95) can be written as

$$
\begin{align*}
& \Im\left\{\boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\|}\right]\right\}=\frac{1}{2 i} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}}\left[\widehat{\boldsymbol{X}}^{\|},\left(\widehat{\boldsymbol{X}}^{\|}\right)^{T}\right]\right\}=  \tag{2.97}\\
& =\frac{1}{2 i} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}}\left[\mathcal{Q}^{-1}(\boldsymbol{\theta}) \widehat{\boldsymbol{L}}, \widehat{\boldsymbol{L}}^{T} \boldsymbol{\mathcal { Q }}^{-1}(\boldsymbol{\theta})\right]\right\}=  \tag{2.98}\\
& =\mathcal{Q}^{-1}(\boldsymbol{\theta}) \frac{1}{2 i} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}}\left[\widehat{\boldsymbol{L}}, \widehat{\boldsymbol{L}}^{T}\right]\right\} \boldsymbol{\mathcal { Q }}^{-1}(\boldsymbol{\theta})=  \tag{2.99}\\
& =\mathcal{Q}^{-1}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta}) \mathcal{Q}^{-1}(\boldsymbol{\theta}), \tag{2.100}
\end{align*}
$$

where we have defined the asymptotic incompatibility matrix

$$
\begin{equation*}
\mathcal{U}(\boldsymbol{\theta})=\frac{1}{2 i} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}}\left[\widehat{\boldsymbol{L}}, \widehat{\boldsymbol{L}}^{T}\right]\right\}, \tag{2.101}
\end{equation*}
$$

which is by definition traceless and hermitian. In the literature, this is known also as Uhlman curvature [78]. We notice that if

$$
\begin{equation*}
\sqrt{\boldsymbol{W}} \mathcal{Q}^{-1}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta}) \mathcal{Q}^{-1}(\boldsymbol{\theta}) \sqrt{\boldsymbol{W}}=0 \tag{2.102}
\end{equation*}
$$

then the minimization in Eq. (2.94) is obtained for $\widehat{\boldsymbol{X}}^{\perp}=0$ and the HCRb and the SLD-CRb coincide. Things simplify if the weight matrix $\boldsymbol{W}$ is full rank, i.e. we are not estimating functions of parameters. Then, condition in Eq. (2.102) can be simplified as

$$
\begin{equation*}
\Im\left\{\boldsymbol{Z}\left[\widehat{\boldsymbol{X}}^{\|}\right]\right\}=\boldsymbol{\mathcal { Q }}^{-1}(\boldsymbol{\theta}) \boldsymbol{U}(\boldsymbol{\theta}) \mathcal{Q}^{-1}(\boldsymbol{\theta})=0 \tag{2.103}
\end{equation*}
$$

Further, if the model is not singular, i.e. $\mathcal{Q}(\boldsymbol{\theta})$ is invertible, this is completely equivalent to

$$
\begin{equation*}
\mathcal{U}(\boldsymbol{\theta})=0 \tag{2.104}
\end{equation*}
$$

which is also known as weak compatibility condition [5]. We see that this is satisfied if all the SLDs commute on average. Viceversa, if we ask for $\mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]=\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]$, then we obtain again that this condition is sufficient [285]. Thus, we conclude that the condition in Eq. (2.104) is necessary and sufficient for the HCRb and scalar-SLD bound to coincide.

We also want to remark on an important thing here. Assuming the weak compatibility condition, we notice that the operator that realizes the minimum in Eq. (2.77) coincides with the parallel component $\widehat{\boldsymbol{X}}=\widehat{\boldsymbol{X}} \|=\mathcal{Q}^{-1}(\boldsymbol{\theta}) \widehat{\boldsymbol{L}}$. Hence, one could imagine that this also realizes the optimal single-copy measurement. If we write the SLDs as $\widehat{L}_{k}=\sum_{l} \lambda_{l}^{(k)}\left|\lambda_{l}^{(k)}\right\rangle\left\langle\lambda_{l}^{(k)}\right|$, with $\left\langle\lambda_{l}^{(k)} \mid \lambda_{l^{\prime}}^{(k)}\right\rangle=\delta_{l l^{\prime}}$, then we can write

$$
\begin{equation*}
\widehat{\boldsymbol{X}}_{i}=\sum_{k=1}^{n} \mathcal{Q}^{-1}(\boldsymbol{\theta})_{i k} \widehat{L}_{k}=\sum_{\kappa} f_{i}(\kappa) \Pi_{\kappa}=\sum_{\kappa}\left(\tilde{\theta}_{i}(\kappa)-\theta_{i}\right) \Pi_{\kappa}, \tag{2.105}
\end{equation*}
$$

where we have identified $\kappa$ as the multi-index $(k, l)$, the function

$$
\begin{equation*}
f_{i}(\kappa)=f_{i}(k, l)=n \mathcal{Q}^{-1}(\boldsymbol{\theta})_{i k} \lambda_{l}^{(k)}, \tag{2.106}
\end{equation*}
$$

and the POVM as

$$
\begin{equation*}
\Pi_{\kappa}=\Pi_{k, l}=\frac{1}{n}\left|\lambda_{l}^{(k)}\right\rangle\left\langle\lambda_{l}^{(k)}\right| . \tag{2.107}
\end{equation*}
$$

Each $\Pi_{\kappa}$ is a projector, but they are not all linear independent. Nonetheless we have

$$
\begin{equation*}
\sum_{\kappa} \Pi_{\kappa}=\sum_{k=1}^{n} \sum_{l=1}^{\tilde{d}} \frac{1}{n}\left|\lambda_{l}^{(k)}\right\rangle\left\langle\lambda_{l}^{(k)}\right|=\sum_{k=1}^{n} \frac{1}{n} \mathbb{I}_{\tilde{d}}=\mathbb{I}_{\tilde{d}} \tag{2.108}
\end{equation*}
$$

However, this is not the case, i.e. the optimal measurement that achieves the scalar-SLD bound in the scenario where (2.104) holds is not given by this one. The issue relies on the fact that the covariance matrix given by the set of estimator $\widehat{\boldsymbol{X}}$ does not attain the matrix nor the scalar-SLD bound as we can see

$$
\begin{align*}
\boldsymbol{V}(\tilde{\boldsymbol{\theta}}) & =\sum_{\kappa} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}} \Pi_{\kappa}\right\}(\tilde{\boldsymbol{\theta}}(\kappa)-\boldsymbol{\theta})(\tilde{\boldsymbol{\theta}}(\kappa)-\boldsymbol{\theta})^{T} \succeq  \tag{2.109}\\
& \succeq \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}} \widehat{\boldsymbol{X}} \widehat{\boldsymbol{X}}^{T}\right\}^{3}=\frac{1}{2} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}}\left\{\widehat{\boldsymbol{X}}, \widehat{\boldsymbol{X}}^{T}\right\}\right\}=\boldsymbol{\mathcal { Q }}^{-1}(\boldsymbol{\theta}) \tag{2.110}
\end{align*}
$$

The equality is only reached if the POVM elements form a set of projective operators $\Pi_{\kappa} \Pi_{\kappa^{\prime}}=\delta_{\kappa \kappa^{\prime}}$. This in general happens if and only if all the SLDs commute in the operator sense, i.e. not on average, or in the pure case scenario. A very recent development on the attainability of scalar-SLD bound in the single-copy scenario was addressed in [101]. We summarize the results in the following

## Result 2: Asymptotically classical model and weak commutativity

A quantum statistical model $\varrho_{\theta}$ is asymptotically classical if all the SLD operators commute on average, i.e. if they satisfy the weak commutativity condition

$$
\begin{equation*}
\mathcal{U}(\boldsymbol{\theta})=\frac{1}{2 i} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\theta}}\left[\widehat{\boldsymbol{L}}, \widehat{\boldsymbol{L}}^{T}\right]\right\}=0 . \tag{2.111}
\end{equation*}
$$

This is a necessary and sufficient condition for the HCRb and the scalar SLD-CRb to coincide

$$
\begin{equation*}
\mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]=\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right] . \tag{2.112}
\end{equation*}
$$

The optimal measurement is in general a collective measurement.

So far, we have analyzed the relationship between the SLD-CRb and the HCRb , and the conditions under which the two coincide. In the following section, we study the opposite case in which the SLD-CRb and the HCRb are not equal, and we try to quantify their difference.

### 2.2.4.2 Asymptotic incompatibility measure

This section aims to study the difference between the HCRb and SLD-CRb and try to quantify their difference in a simple way. By looking at Eq. (2.77), we notice that if we evaluate the argument of the minimum with the set of operators given by $\widehat{\boldsymbol{X}}=$ $\mathcal{Q}^{-1}(\boldsymbol{\theta}) \widehat{\boldsymbol{L}}$, this is always larger than the HCRb. Thus, using Eqs. (2.89)-(2.100) and the decomposition $\boldsymbol{Z}[\widehat{\boldsymbol{X}}]=\Re \boldsymbol{Z}[\widehat{\boldsymbol{X}}]+i \Im \boldsymbol{Z}[\widehat{\boldsymbol{X}}]$, we obtain

$$
\begin{align*}
& \mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right] \leq \operatorname{tr}\left\{\boldsymbol{W} \mathcal{Q}^{-1}(\boldsymbol{\theta})\right\}+\left\|\sqrt{\boldsymbol{W}} \mathcal{Q}^{-1}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta}) \mathcal{Q}^{-1}(\boldsymbol{\theta}) \sqrt{\boldsymbol{W}}\right\|_{1}= \\
& \quad=\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]+\left\|\sqrt{\boldsymbol{W}} \mathcal{Q}^{-1}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta}) \mathcal{Q}^{-1}(\boldsymbol{\theta}) \sqrt{\boldsymbol{W}}\right\|_{1} \tag{2.113}
\end{align*}
$$

Then, we have the following chain of inequalities

$$
\begin{align*}
& \mathcal{C}^{\mathrm{H}} {\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]-\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right] \leq\left\|\sqrt{\boldsymbol{W}} \mathcal{Q}^{-1}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta}) \mathcal{Q}^{-1}(\boldsymbol{\theta}) \sqrt{\boldsymbol{W}}\right\|_{1} \leq } \\
& \quad \leq\left\|\mathcal{Q}^{-1 / 2}(\boldsymbol{\theta}) \boldsymbol{W} \mathcal{Q}^{-1}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta}) \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})\right\|_{1} \leq \\
& \quad \leq\left\|\mathcal{Q}^{-1 / 2}(\boldsymbol{\theta}) \boldsymbol{W} \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})\right\|_{1}\left\|\mathcal{Q}^{-1 / 2}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta}) \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})\right\|_{\infty} \tag{2.114}
\end{align*}
$$

where, in order, we have used

1. $\|A B\|_{1} \leq\|B A\|_{1}$ for $A B$ normal, with $A=\boldsymbol{W} \mathcal{Q}^{-1}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta}) \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})$ and $B=$ $\mathcal{Q}^{-1}(\boldsymbol{\theta}) \sqrt{\boldsymbol{W}}$ (since the product of the two is a skew-symmetric matrix, it is also normal) [45]
2. $\|A B\|_{1} \leq\|A\|_{p}\|B\|_{q}$ with $1 / p+1 / q=1$ (Hölder's inequality) for the specific case of $p=1, q=\infty$ and $A=\mathcal{Q}^{-1 / 2}(\boldsymbol{\theta}) \boldsymbol{W} \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})$ and $B=\mathcal{Q}^{-1 / 2}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta}) \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})$. In this case, $\|B\|_{\infty}$ is the operator norm, that for matrices is the largest eigenvalue of the symmetric matrix $B^{\dagger} B$.

Furthermore, since the matrix $\mathcal{Q}^{-1 / 2}(\boldsymbol{\theta}) \boldsymbol{W} \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})$ is positive semi-definite, it can be written as $\left(\boldsymbol{W}^{-1 / 2} \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})\right)^{\dagger}\left(\boldsymbol{W}^{-1 / 2} \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})\right)$. It follows that the first element in the
product in Eq. (2.114) is

$$
\begin{align*}
\left\|\mathcal{Q}^{-1 / 2}(\boldsymbol{\theta}) \boldsymbol{W} \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})\right\|_{1} & =\operatorname{tr}\left\{\mathcal{Q}^{-1 / 2}(\boldsymbol{\theta}) \boldsymbol{W} \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})\right\}=  \tag{2.115}\\
& =\operatorname{tr}\left\{\boldsymbol{W} \mathcal{Q}^{-1}(\boldsymbol{\theta})\right\}=\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right] \tag{2.116}
\end{align*}
$$

Regarding the second element in Eq. (2.114), we notice that $\mathcal{Q}^{-1}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta})$ and $\mathcal{Q}^{-1 / 2}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta}) \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})$ have the same eigenvalues. Indeed, suppose that $\boldsymbol{U}$ is the matrix that diagonalize the latter, that is $\mathcal{Q}^{-1 / 2}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta}) \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})=\boldsymbol{U}^{\dagger} \boldsymbol{H} \boldsymbol{U}$, with $\boldsymbol{H}$ diagonal matrix. Then, we have

$$
\begin{equation*}
\mathcal{Q}^{-1}(\boldsymbol{\theta}) \boldsymbol{U}(\boldsymbol{\theta})=\boldsymbol{\mathcal { Q }}^{-1 / 2}(\boldsymbol{\theta}) \boldsymbol{U}^{\dagger} \boldsymbol{H} \boldsymbol{U} \mathcal{Q}^{1 / 2}(\boldsymbol{\theta})=\boldsymbol{S}^{-1} \boldsymbol{U}(\boldsymbol{\theta}) \boldsymbol{S} \tag{2.117}
\end{equation*}
$$

with $\boldsymbol{S}=\boldsymbol{U} \mathcal{Q}^{1 / 2}(\boldsymbol{\theta})$. Hence the two matrices have the same eigenvalues. To conclude, Eq. (2.114) becomes

$$
\begin{equation*}
\frac{\mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]-\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]}{\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]} \leq\left\|\mathcal{Q}^{-1}(\boldsymbol{\theta}) \boldsymbol{U}(\boldsymbol{\theta})\right\|_{\infty}=\mathcal{R}_{\boldsymbol{\theta}} \tag{2.118}
\end{equation*}
$$

where we have defined the asymptotic incompatibility measure or quantumness $\mathcal{R}_{\boldsymbol{\theta}}$. This represents an upper bound on the relative difference between the HCRb and the SLDCRb [77].

Furthermore, we can prove that the value of $\mathcal{R}_{\boldsymbol{\theta}}$ is upper bounded. Indeed, since $\boldsymbol{Z}[\widehat{\boldsymbol{X}}] \succeq 0$, and that

$$
\begin{equation*}
\boldsymbol{Z}\left[\mathcal{Q}^{-1}(\boldsymbol{\theta}) \widehat{\boldsymbol{L}}\right]=\mathcal{Q}^{-1}(\boldsymbol{\theta}) \widehat{\boldsymbol{L}}+i \mathcal{Q}^{-1}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta}) \mathcal{Q}^{-1}(\boldsymbol{\theta}) \tag{2.119}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\mathcal{Q}^{1 / 2}(\boldsymbol{\theta}) \boldsymbol{Z}[\widehat{\boldsymbol{X}}] \mathcal{Q}^{1 / 2}(\boldsymbol{\theta})=\mathbb{I}_{n}+i \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta}) \boldsymbol{\mathcal { U }}(\boldsymbol{\theta}) \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta}) \succeq 0 \tag{2.120}
\end{equation*}
$$

The main consequence is that the eigenvalues of $i \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta}) \boldsymbol{\mathcal { U }}(\boldsymbol{\theta}) \mathcal{Q}^{-1 / 2}(\boldsymbol{\theta})$ lie in the interval $[-1,+1]$, and since these are the same of $\mathcal{Q}^{-1}(\boldsymbol{\theta}) \mathcal{U}(\boldsymbol{\theta})$, we obtain that

$$
\begin{equation*}
\mathcal{R}_{\boldsymbol{\theta}}=\left\|\mathcal{Q}^{-1}(\boldsymbol{\theta}) \boldsymbol{\mathcal { U }}(\boldsymbol{\theta})\right\|_{\infty}=\left\|i \mathcal{Q}^{-1}(\boldsymbol{\theta}) \boldsymbol{\mathcal { U }}(\boldsymbol{\theta})\right\|_{\infty} \leq 1 \tag{2.121}
\end{equation*}
$$

where we have used the fact that the imaginary unit does not change the $\infty$-norm. This means that we have the following chain of inequality

$$
\begin{equation*}
\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right] \leq \mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right] \leq\left(1+\mathcal{R}_{\boldsymbol{\theta}}\right) \mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right] \leq 2 \mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right] \tag{2.122}
\end{equation*}
$$

It results that the HCRb is at most twice the SLD-CRb, i.e. the measurement incompatibility add just a factor of two on the overall precision. It also means that any improvement in the scaling present in the HCRb can be already read from the scalar SLC-CRb. The results can be summarized as follows

## Result 3: Asymptotic incompatibility measure $\mathcal{R}_{\boldsymbol{\theta}}=1$

The relative difference between the HCRb and the scalar SLD-CRb is given as

$$
\begin{equation*}
0 \leq \frac{\mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]-\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]}{\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\theta}}, \boldsymbol{W}\right]} \leq \mathcal{R}_{\boldsymbol{\theta}} \leq 1 \tag{2.123}
\end{equation*}
$$

Statistical models with $\mathcal{R}_{\boldsymbol{\theta}}=1$ are maximally incompatible, whereas models $\mathcal{R}_{\boldsymbol{\theta}}=0$ are asymptotically classical, as defined in Result 2.

This quantity $\mathcal{R}_{\boldsymbol{\theta}}=1$ just depends on the two matrices $\mathcal{Q}(\boldsymbol{\theta})$ and $\boldsymbol{\mathcal { U }}(\boldsymbol{\theta})$, and it is a way to quantify the incompatibility of the optimal measurements in attaining the scalar SLD-QCRb. To conclude, we also mention that a notion of probe incompatibility has been studied in [6], which quantifies the incompatibility between the optimal probes of the single parameters.

## Quantum walks

The classical notion of a walker on a discrete space, usually described by a graph, can be generalized to the quantum realm [200, 340, 279]. The process can be discrete in time and governed by an ancillary system named quantum coin, yielding to discretetime quantum walks (DTQWs) and firstly introduced in $[4,3]$. On the other side, we can consider continuous time processes, in which the walker, usually a particle, evolves according to a first-order differential equation, the Schrödinger equation. These systems are known as continuous-time quantum walks (CTQWs) and were first developed in [131, 92]. In this thesis, we are going to focus only on the second case, and in particular how to exploit such systems both in sensing and search protocol.

The study of CTQWs stands at the interface of several disciplines, such as quantum physics [279], computer science [15], biology [244], and even at the foundational level [161], and for these reasons, its applications are inherently interdisciplinary. Interest in these systems is mainly driven by the potential that quantum theory offers in the enhance of several protocols, such as transport, search and communications. Indeed, quantum walks have found several applications in these fields. Relevant examples belongs to quantum computation [175, 90, 352], quantum transport [199, 249, 334], and environment-assisted transport in photosynthetic complexes [278, 291]. Further, a relevant field that has been strongly influenced by CTQWs is the field of quantum algorithms. Here, quantum speedup has been proven [91], and they have been also exploited to find efficiently ground state solutions to spin glass systems [68] or high-quality solutions to certain classes of NP-hard combinatorial problems [229].

Since a CTQW evolves over a graph, it is strongly related to applications over networks, including quantum spatial search. Indeed, CTQWs were specifically used to generalize quantum algorithms for the search problem [94,322, 82]. Several results have been proved for the spatial search algorithm [93, 275, 298, 115], finding optimal conditions for spatial search [84], and also for fast quantum search [189]. Great efforts have focused on the use of oracles to find a target node [83, 265, 351], and on its implementations [201, 36]. The topic of the spatial search will be addressed in detail in Chapter 8, where we will introduce a novel method for quantum search that relies on another emergent field, quantum control with continuous measurement.

The use of CTQWs in quantum metrology and quantum sensing was also only recently addressed [317, 289, 362]. In Chapter 4, we follow this path, and we analyze quantum thermometry within a CTQW perspective. In particular, we try to characterize systems' sensitivity in terms of the topological features of the underlying graph.

Different platforms have been proposed to implement CTQWs, or QWs more in general, going from ultra-cold Rydberg atoms in optical lattices [104, 269, 281, 239], to optical waveguides [269, 270]. The combination of such platforms with optical tweezers
has proved to achieve rapid reconfigurability of the network parameters [359]. Moreover, the continuous monitoring of observables in such systems has been considered in [210]. These two last examples put the basis for possible implementations of control and feedback operations for CTQWs, which may be related to our theoretical proposal in Chapter 8. For a comprehensive review, we suggest the reader to [341]. Recently, efforts have been focused also on photonic chips [335], in superconducting systems [357, 158] and again in optical waveguides to perform search algorithms [36].

In this chapter, we quickly review CTQWs. First, in Sec. 3.1 we introduce classical Markov chains, on which the classical and quantum continuous-time walks are based. We show how the Laplacian matrix emerges and how stochastic evolution is related to the underlying graph structure. In Sec. 3.2 we generalize the classical scenario to the quantum one.

### 3.1 Classical Markov chains

Classical random walks are built upon continuous time classical Markov chains. These describe the motion over a discrete set of positions of a particle, or more in general, a walker. The underlying structure is naturally described by a pair $G=(V, E)$, where $V$ is the set of vertices, while $E$ is the set of edges, i.e. the set of unordered pair of elements of $V$ which identify the connections between the nodes. We say that two vertices are adjacent if their corresponding pair is in the set $E$. We also denote the order of the graph as the number of nodes $N=|V|$, and we also restrict our future discussions to graphs without loops or multiple edges. All these information determines the topology of the graph and is fully encoded in the adjacency matrix $A$

$$
A_{j k}= \begin{cases}1 & \text { if }(j, k) \in E  \tag{3.1}\\ 0 & \text { otherwise }\end{cases}
$$

Associated with $A$ there is a Laplacian matrix, defined as

$$
\begin{equation*}
L=D-A \tag{3.2}
\end{equation*}
$$

where $D$ is a diagonal matrix, with $D_{k k}=d_{k}=\sum_{j=0}^{N-1} A_{k j}$ the degree of the $k$ th vertex.
A step in a classical random walk can be described by a matrix $M$ that transforms the probability distribution over $V$. The entry $M_{i j}$ is related to the probability to go from the $i$ th vertex to the $j$ th vertex and is constrained by the structure of $G$, and more specifically on the set of edges $E$. If the state of the walker is described by a probability distribution $\boldsymbol{p}^{t}$ at a certain time step $t$, then the probability distribution at the following time step $t+1$ is given by

$$
\begin{equation*}
\boldsymbol{p}^{t+1}=M \boldsymbol{p}^{t} \tag{3.3}
\end{equation*}
$$

This formalism allows us to transform probabilities at integer times. To derive a continuous in-time evolution, we have to assume that the transitions occur at all times with a constant-in-time jumping rate $\gamma$. In other words, $\gamma$ represents the probability of transition per unit of time. If the $j$ th vertex has degree $d_{j}$ (the number of vertices with which is connected), then after a time $\tau$, there is a probability of $d_{j} \gamma \tau$ that the walker jump from $j$ to one of the connected vertices. Here we tacitly assume that the jumps are all equiprobable, i.e. the edges are not weighted. Instead, the probability of staying in $j$ is $1-d_{j} \gamma \tau$. We see that the more the vertex is connected, the more probably the walker
will jump away from it. Since $M$ describes exactly these transitions rates, we have that for an infinitesimal $\tau$

$$
M_{j k}(\tau)= \begin{cases}\gamma \tau+O\left(\tau^{2}\right) & \text { if } j \neq k \text { and }(j, k) \in E  \tag{3.4}\\ 0 & \text { if } j \neq k \text { and }(j, k) \notin E \\ 1-d_{j} \gamma \tau+O\left(\tau^{2}\right) & \text { if } j=k\end{cases}
$$

As the state of a Markov chain only depends on the current-in-time configuration, we can multiply the transition matrix at different times $t$ and $\varepsilon$ to obtain the final transition at time $t+\varepsilon$

$$
\begin{equation*}
M_{i j}(t+\varepsilon)=\sum_{k} M_{i k}(t) M_{k j}(\varepsilon) \tag{3.5}
\end{equation*}
$$

where the sum $k$ runs over all vertices. By explicitly writing down the term $k=j$, we obtain

$$
\begin{align*}
M_{i j}(t+\epsilon) & =M_{i j}(t) M_{j j}(\varepsilon)+\sum_{k \neq j} M_{i k}(t) M_{k j}(\varepsilon)=  \tag{3.6}\\
& =M_{i j}(t)\left(1-\varepsilon H_{j j}\right)-\varepsilon \sum_{k \neq j} M_{i k}(t) H_{k j} \tag{3.7}
\end{align*}
$$

where we have isolated the infinitesimal term $\varepsilon$ and introduced the time-independent generating matrix

$$
H_{i j}= \begin{cases}d_{j} \gamma & \text { if } i=j  \tag{3.8}\\ -\gamma & \text { if } i \neq j \text { and }(i, j) \in E \\ 0 & \text { if } i \neq j \text { and }(i, j) \notin E\end{cases}
$$

By rearranging the terms in Eq. (3.7) and in the limit of $\varepsilon \rightarrow 0$ we obtain a differential equation

$$
\begin{equation*}
\frac{d M_{i j}(t)}{d t}=-\sum_{k} M_{i k}(t) H_{k j} \tag{3.9}
\end{equation*}
$$

The solution of this equation given the natural initial condition $M_{i j}(0)=\delta_{i j}$ is

$$
\begin{equation*}
M(t)=e^{-H t} \tag{3.10}
\end{equation*}
$$

Then if the initial distribution of the walker among the nodes is given by $\boldsymbol{p}(0)$, we obtain that the evolved probability distribution is now

$$
\begin{equation*}
\boldsymbol{p}(t)=M(t) \boldsymbol{p}(0) \tag{3.11}
\end{equation*}
$$

It is also easy to show that the probability distribution itself satisfies a differential equation

$$
\begin{equation*}
\frac{d p_{i}(t)}{d t}=-\sum_{k} H_{k i} p_{k}(t) \quad \rightarrow \quad \frac{d}{d t} \boldsymbol{p}(t)=-H \boldsymbol{p}(t) \tag{3.12}
\end{equation*}
$$

that will be the starting point to generalize continuous-time random walk to the quantum realm. We also notice that the generating matrix is proportional to the Laplacian matrix

$$
\begin{equation*}
H=\gamma L \tag{3.13}
\end{equation*}
$$

### 3.2 Continuous-time quantum walks

The extension of continuous-time random walks to the quantum case was addressed by [131] and can be summarized as follows.

In the standard process of quantization, the vector of probability $\boldsymbol{p}(t)$ is replaced with a state vector $|\psi(t)\rangle$ that belongs to a $N$-dimensional Hilbert space $\mathcal{H}$, where $N$ is the size of the graph. A preferred basis is the position basis $|j\rangle$, where $j \in V$, and the system in the state $|j\rangle$ represents a localized walker. In such a way, we can write the probability of finding the walker in the node $j$ as

$$
\begin{equation*}
p_{j}(t)=|\langle j \mid \psi(t)\rangle|^{2} . \tag{3.14}
\end{equation*}
$$

In the quantization procedure, the differential equation in Eq. (3.12) is replaced with a Schrödinger equation

$$
\begin{equation*}
\frac{d}{d t}|\psi(t)\rangle=-i \widehat{H}_{\mathrm{QW}}|\psi(t)\rangle \tag{3.15}
\end{equation*}
$$

where $H_{\mathrm{Qw}}$ is the Hamiltonian of the quantum walker. As we know, the solution can be expressed in terms of the unitary operator $\mathcal{U}(t)$ as

$$
\begin{equation*}
|\psi(t)\rangle=\widehat{U}(t)|\psi(0)\rangle=e^{-i \widehat{H}_{\mathrm{ew}} t}|\psi(0)\rangle, \tag{3.16}
\end{equation*}
$$

There is a natural correspondence we can draw: the transition matrix $M(t)$ in the classical random walk corresponds to the unitary evolution, while $H$ in the classical correspond to $\widehat{H}_{\mathrm{Qw}}$. Hence, we simply define $\widehat{H}_{\mathrm{QW}}=H=\gamma L$. Thus, the Laplacian matrix is promoted to be the generator of the quantum dynamics as well, where the parameter $\gamma>0$ is the hopping rate between the nodes and it accounts for the energy scale of the system. A more physical argument passes through correspondence between $L$ and the discretized kinetic operator for regular lattices [353].

We want to remark that the choice of $L$ as the dynamics generator is only one of the possible (infinitely many) choices for the quantum-walker Hamiltonian $\widehat{H}_{\text {Qw }}$. Indeed, any Hermitian operator that preserve the topology of the graph can be used as a legit CTQW Hamiltonian $[353,221,339,139,140]$. We also mention that, within this formulation, the CTQWs is a closed system. As we know, this is an ideal case, since any physical system inherently interacts with an external environment, yielding decoherence processes. For systems like quantum walks, these processes have been studied and reviewed in [201].

## Part II

## Thermometry in the quantum regime

## From classical to quantum thermometry

The concept of temperature was originally a qualitative notion connected to the natural flow of heat, and associated with the intuitive notion of "hot" and "cold". The first attempt to formalize this concept dates back as far as Galileo. Together Sanctorius, they invented the thermoscope, an instrument that measured the change of temperature based on the changes in liquid's height in a tube [323,134]. This instrument can be considered the ancestor of modern thermometers: in fact, the latter does not only display qualitative differences but also possess a measuring scale, facilitating quantitative analysis. By the end of the XVII century, the precision of these instruments was improving, but there were no universal standard thermometers and temperature scales. Conversely, each thermometer was unique and possessed its scale. The basic reason for this proliferation was that there were no phenomena that were known to take place always at the same temperature, and for such reason could be used as a universal thermometric benchmark.

In the early XVIII century, several attempts were made in finding reliable universal phenomena ${ }^{1}$. Here came the main contribution of Fahrenheit [86], who exploited the property of mercury to build more precise devices. Moreover, his thermometer was much smaller compared to the previous ones, and as a result, measuring the temperature was much easier. In addition, it was scalable, i.e. feasible for industrial production. Not only Fahrenheit introduced such a mercury thermometer, but he also proposed a universal thermometric scale: the age of precision thermometry was born.

Furthermore, by the middle of the XVIII century, a consensus emerged about using the boiling and freezing point of water as the preferred fixed point of thermometry, thanks to the work of Anders Celsius, among others. This caused several debates among the main scientists of the time, led by the Royal Society of London. For more information about that, we suggest the reader to the Book of Chan [86], where the chronology of the concepts, scale definitions and historical problems regarding a universally accepted thermometric scale is reported in great historical detail.

The XIX was the century of thermodynamics. Many concepts, like work and heat, were formalized. Among them, also the concept of temperature was operationally standardized. Indeed, the measurability of $T$ is now based on the zeroth principle of thermodynamics formulated at the time: if $A$ and $B$ are at thermal equilibrium, i.e. no heat flow is observed between the two, and $B$ and $C$ are at thermal equilibrium too, then $A$ and $C$ are at equilibrium with each other. All these objects at equilibrium with each other are

[^2]said to have the same temperature $T$. Most classical thermometers work at equilibrium by having some macroscopic property that depends on the thermometer's temperature $T$ in a well-defined way. The operational ways to measure $T$ are based on the zeroth principle illustrated above: once the thermometer and the system have reached equilibrium, one can read the temperature of $S$ by looking at the temperature scale on the thermometer.

Clearly, a possible drawback of this strategy is that one has to ensure that during the equilibration process the temperature of the system $S$ does not change due to the process itself, i.e. they do not reach equilibrium at a temperature $T_{\mathrm{EQ}}$ different from the one to be probed. Unfortunately, this happens only in the idealized case: the thermometer needs to exchange some energy to reach the equilibrium, and this comes from the system $S$. If the thermometer and $S$ have respectively heat capacity $C_{t}$ and $C_{S}$, and their initial temperature is $T_{t}$ and $T_{S}$ (with $T_{S}>T_{t}$ ), we have that the energy exchanged to reach the equilibrium at temperature $T_{\mathrm{EQ}}$ is given by

$$
\begin{equation*}
C_{t}\left(T_{\mathrm{EQ}}-T_{t}\right)=C_{S}\left(T_{S}-T_{\mathrm{EQ}}\right) \tag{3.17}
\end{equation*}
$$

With some algebra, we get

$$
\begin{equation*}
T_{\mathrm{EQ}}=T_{S} \frac{1+\frac{C_{t}}{C_{S}} T_{t}}{1+\frac{C_{t}}{C_{S}}} \tag{3.18}
\end{equation*}
$$

which approximates the temperature to be probed $T_{S}$ if $C_{t} \lll C_{S}$. Thus, a precise thermometer should not exchange too much energy during the process, i.e. its heat capacity should be much smaller than the heat capacity of the system. Mercury, for instance, satisfies the request properties.

In the last century, the search for optimal thermometers was addressed with the use of several physical properties having reliable responses to changes in temperature. Even more recently, the demand for even smaller and less invasive thermometers has emerged due to the advent of nanotechnologies, given the natural weakness of these systems [61, 76, 190]. Quantum thermometry has also been found of fundamental relevance in pushing the limits of technology in measuring temperature within cells or tiny electronic circuits [224, 208].

However, in moving away from the standard thermodynamic regime, several difficulties arise, even for the definition of temperature [282]. This also happens for other thermodynamic variables, such as heat and work, and it is even more evident in the quantum regime. Although these issues affect the concept of the temperature outside the thermodynamic limit, in the chapters that follow we are interested in the regime where the temperature, at least from the statistical perspective, is well defined. For this reason, in the following chapters, the temperature will be nothing but a statistical parameter $T$ labelling the system at equilibrium.

As we have already observed, the key property for a thermometer based on the zeroth principle is to have a small heat capacity. This line of reasoning leads to considering small thermometers, possibly subject to the laws of quantum mechanics [154]. An extensive review of the last theoretical and experimental achievement of quantum thermometry can be found in [238,267]. Here we review some of the most relevant results that most closely relate to the work presented in this thesis.

As we mentioned, one of the quantities that define the efficiency of a thermometer is the heat capacity. Since this quantity depends on temperature, one is led to investigate whether the heat capacity of a thermometer may be tailored for a specific range of temperatures [248]. Moreover, a general expression for the local heat capacity for a locally
probed quantum system has been proposed in [112], quantified by the local thermal response of arbitrary quantum systems at equilibrium in terms of metrological quantities.

The study of the metrological power in the estimation of temperature has been extensively studied in the quantum realm with the tools of quantum metrology presented in Chapter 2. A connection between classical thermometric precision and quantum one was presented in [264]. Here, the Landau bound on the precision of a temperature estimate for a classical and not too small system is $\Delta T^{2} \geq T^{2} / C$, with $C$ the heat capacity, and it was proved to be valid also for finite quantum systems with vanishing gap in the low-temperature regime. The tools of quantum estimation theory also provided proof that energy measurement is the optimal one. However, in the case of a minimum gap $\delta$, the temperature can be estimated efficiently only down to a threshold, below which the variance of any estimators diverges exponentially as $\Delta T^{2} \geq T^{4} e^{\delta / T}$. This bound seemed to imply that measuring cold temperatures using a thermalized probe can be exponentially difficult. However, this is not always the case. Indeed, the limitation of the latter inequality lies in the fact that it does not hold in the case of continuous spectra or in the case where we have limited access to the probe. This happens when we do not have the possibility of performing a projective measurement of the system energy and the ability to completely distinguish all the energy levels, being both experimental demanding requests. These problems have been discussed in [280] where the framework for finite-resolution quantum thermometry has been introduced, and tighter bound have been derived in [196] in the limit of $T \rightarrow 0$. Finite resolution thermometry is also studied in [182].

The manipulation and engineering of single finite quantum systems have raised the question about the optimal system that can be used as a quantum thermometer. This question was addressed in [102], where the optimal probe is found to be a two-level system with a maximally degenerate excited state and an optimal fine-tuned gap. This is not in contradiction with the previous result by [264], since we assume there are no restrictions on the value of the gap. Similar results were derived in [69] regardless of the dimensionality of the probe.

The approach of thermometry discussed so far relies on local estimation theory, i.e. when the range of the true value of the parameter is well known. In the case of poor data, a bayesian approach is more appropriate. Hence, it is relevant to mention the recent interest in global quantum thermometry [304, 47], where a method for global thermometry was presented. The problem of the optimal probe was also addressed in [245], while attainability via adaptive strategies was studied in[237]. Finally, a connection with the thermodynamic length was established in [195].

We see how the quest for optimal equilibrium thermometry has spanned different fields and established several results and fundamental bounds. In this thesis, the first contribution is given by studying the role of the topology in the estimation of $T$ and showing the optimal topological configurations in the underlying graph structure of our probe. Results are presented in Chapter 4

The equilibrium paradigm dominated thermometry since the very first definition of temperature. Nonetheless, a completely different approach has been explored in the last years that goes beyond the equilibration and thermalization process and exploits other features of a quantum system that can carry information on $T$. This is crucial in the development of novel quantum technologies, where one wants to probe systems at the nanoscale without destroying the samples. It is clear that at this scale, traditional strategies are not feasible. These experimental difficulties sparked interest in the search for new methods to determine the temperature $T$ by using strategies that did not require reaching equilibrium, departing from the classical scheme established by the zero law of
thermodynamics. These new methods allow temperature estimation even in the out-ofequilibrium regime, where the temperature can be read from the statistic of the out-ofequilibrium probe that has interacted with the sample.

Different methods have been devised that use quantum probes $\mathcal{P}$ to measure the temperature. A possible strategy assumes that $\mathcal{P}$ interacts with the system $\mathcal{S}$ and eventually thermalizes: if the interaction is sufficiently weak, then, as in the standard paradigm described by the zeroth principle of thermodynamics, we can measure the temperature $T$ measuring the probe $\mathcal{P}$ only. However, in the quantum regime, we can go beyond this standard strategy inherited from classical thermodynamics and exploit the transient evolution [238] to obtain more information compared to equilibrium probes. One of the first proposals for a quantum out-of-equilibrium probe used an atomic interferometer[327]. In this setting, the temperature is encoded in the relative phase which can be estimated using interferometer techniques. Exploiting a special class of non-classical states such as N00N, that yield a Heisenberg scaling in the phase estimation, one can induce the same scaling in temperature estimation. Similarly, a quantum interferometric thermometer using single-mode Gaussian state was studied in [191], and it was proved reliable in the nanokelvin regime and compared to a classical non-invasive thermometer, the pyrometer, which use the thermal radiation to estimate the temperature.

Using out-of-equilibrium probes proved to be particularly successful with a micromechanical oscillator platform. Here, the temperature can be probed by measuring the population of an external two-level system interacting via a Jaynes-Cummings interaction [65]. Similarly, the same strategy can be used in qubit-boson couplings in the mesoscopic regime, again measuring only the qubit [66]. In another study, authors also went beyond the Jaynes cummings approximation, studying a situation with large coupling strength and large detuning between qubit and oscillator and showed that, exploiting the ac Stark shift, precise thermometry can be performed.

Furthermore, out-of-equilibrium quantum thermometry greatly improved lowtemperature sensing in the field of cold atoms and Fermi gas. Using a technique called in-situ thermometry, and exploiting non-equilibrium impurities dynamics, it was possible to probe the system's temperature with interferometric protocols [242], and also probing individual atomic wires [110]. The non-invasiveness of such strategies is very important in the context of cold atom gases, due to the inherent fragility of such systems.

The use of finite quantum systems proved to be useful in temperature estimation. However, many relevant physical systems that can be engineered belongs to infinite dimensional probe. Studying the out-of-equilibrium dynamics of a Gaussian thermometer [227], entanglement showed to be a useful resource. Nonetheless, differently from the qubit case, out-of-equilibrium is not always proven to be better than equilibrium probes. The use also of non-Gaussian interaction was addressed in optomechanical systems used to measure the temperature [247]. Another thermometer exploits a system undergoing quantum Brownian motion in the strong coupling regime [103]. A relevant property that proved to be useful in the temperature estimation is non-markovianity, both in continuous variable [363], where quantum criticality proved to enhance the temperature sensitivity, and single qubit systems [365].

Other approaches in quantum thermometry used different properties of quantum systems, bared from other thermodynamics setups. For instance, the use of thermal machines is worth to be mentioned [176, 211]. Another interesting approach is the sequential probing without reinitialization proposed in [113], which is more robust when the initial kownledge of $T$ is poor and does not depend too much on the initial state of the probe. In the same spirit, the use of collisional models in quantum thermometry was addressed in [260, 313].

As mentioned, at the beginning of this introduction, distinguishing "hot" from "cold" was the most primitive form of thermometry. This primordial statement can be rephrased in the language of discrimination theory as a binary discrimination problem. Also for this task, out-of-equilibrium quantum probes proved to be useful compared to the thermalized ones [192]. In this work, a probe undergoing a markovian Lindblad master equation in the weak coupling limit was used to probe the temperature of the reservoir. However, many systems are not properly described in the weak coupling limit. In Chapter 5, we study another interesting case for temperature discrimination, i.e. a pure dephasing quantum probe. We assess the role of quantum resources and compare these probes with thermalized ones to see whether pure dephasing can be used as a resource. Pure dephasing was already found to be useful in temperature estimation [356, 287], and we found similarities and differences with our results.

A remark is in order here: in the following chapters, we are going to use indistinctly the temperature $T_{i}$ or the inverse temperature $\beta_{i}=1 / k_{B} T_{i}$ and we label them as temperature.

## On the role of topology in determining the precision of a finite thermometer

In this chapter we study the connection between the role of topology and the precision of a finite thermometer. In particular, upon modeling a finite thermometer as a set of connected subunits, we employ graph theory, together with QFI, to assess the role of topology on the thermometric performance of the system. We show that measuring the energy of the system is the best way to estimate temperature and we explore which topological features play a role in the temperature estimation. We study whether connectivity is a useful resource to build precise thermometers and in which regime, i.e low or high temperature. We also compare the optimal precision with the one achievable by measuring the position of thermal excitations. Our results indicate that quantum probes are especially useful at low temperatures and that systems with low connectivity provide more precise thermometers.

Reference models are physical systems in which the connectivity plays a relevant role, e.g. quantum dots arranged in lattices [22] and qubits in quantum annealers [212, 258]. Evidences suggest that a system of qubits in D-Wave quantum annealers quickly thermalizes with the cold environment [67] and that a pause mid-way through the annealing process increases the probability of successfully finding the ground state of the problem Hamiltonian, and this has been related to the thermalization of the system [230].

The chapter is structured as follows. In Sec. 4.1 and 4.2 we consider the sensitivity of equilibrium states of the Laplacian matrix of simple graphs, both with the optimal strategy and measuring the position of the walker. In Sec. 4.3 and 4.4 we address the efficiency of our probes in both the high-temperature and low-temperature regime. In Sec. 4.5 we derive analytical and numerical results for some remarkable simple graphs and two-dimensional lattices. Finally, in Sec. 4.6 we analyze the relation between the QFI and the coherences and in Sec. 4.7 we summarize and discuss our results and findings. In this chapter we have set the Boltzmann constant $k_{B}$ equal to 1 .

### 4.1 QFI for equilibrium thermometry

In this chapter of the thesis, our focus is mainly on finite-size quantum system described by an N -dimensional Hilbert space and by a Hamiltonian operator

$$
\begin{equation*}
\widehat{H}=\sum_{k=0}^{N-1} E_{k}\left|e_{k}\right\rangle\left\langle e_{k}\right| \tag{4.1}
\end{equation*}
$$

The idea is to use such a finite system as a probe to estimate the temperature $T$ of an external environment. For that reason, we consider the usual thermodynamic situation
that occurs for thermalized systems, i.e. when a system is in contact with a thermal bath at temperature $T$. After undergoing some transient dynamics, we assume that the former reaches equilibrium at the same temperature of the bath. The final state of the probe is thus in a Gibbs state form

$$
\begin{equation*}
\varrho_{\mathcal{P}}(T)=\frac{e^{-\widehat{H} / T}}{Z(T)}=\sum_{k=0}^{N_{g}-1} \sum_{j=1}^{g_{k}} \frac{e^{-E_{k} / T}}{Z(T)}\left|e_{k, j}\right\rangle\left\langle e_{k, j}\right| \tag{4.2}
\end{equation*}
$$

where we have make explicit the possible degeneracy of the energy levels. Here, $N_{g}$ labels the total number of distinct energy levels, while $g_{k}$ is the degeneracy of the corresponding $k$ th energy level. We have also introduced the partition function

$$
\begin{equation*}
Z(T)=\sum_{k=0}^{N-1} e^{-E_{k} / T}=\sum_{k=0}^{N_{g}-1} g_{k} e^{-E_{k} / T} . \tag{4.3}
\end{equation*}
$$

The precision with which we can estimate the temperature can be determined by the tools of quantum estimation theory introduced in Sec. 2.2. We can immediately notice that the state in Eq. (4.2) is diagonal in the energy eigenbasis, and the dependence on the parameter is only in the eigenvalues. This means that estimating the temperature from such an equilibrium state reduces to classical-like estimation problem, where the optimal POVM is realized by an energy measurement $\left\{\left|e_{k, j}\right\rangle\left\langle e_{k, j}\right|\right\}_{k, j}$. We obtain the following result

## Result 4: QFI for equilibrium temperature estimation

The QFI for temperature estimation is given by

$$
\begin{equation*}
\mathcal{Q}(T)=\frac{1}{T^{4}}\left(\left\langle\widehat{H}^{2}\right\rangle-\langle\widehat{H}\rangle^{2}\right) \tag{4.4}
\end{equation*}
$$

and corresponds to the FI of an energy measurement.

### 4.2 Fisher information for the position measurement

The focus of this chapter is to study the role of topology in the temperature estimation using graph theory and CTQW. In this scenario, where a system is confined to a discrete set of positions, a position measurement is the most natural measurement we can perform. For this reason, it may be interesting to compare the corresponding FI for the $T$ with the QFI obtained in Eq. (4.4).

The POVM is given by $\{|j\rangle\langle j|\}_{j=0}^{N-1}$, and the probability of observing the system in the $j$ th position given that the state has thermalized at temperature $T$ is

$$
\begin{equation*}
p(j \mid T)=\operatorname{Tr}\left\{\varrho_{\mathcal{P}}(T)|j\rangle\langle j|\right\}=\sum_{k=0}^{N-1} \frac{e^{-E_{k} / T}}{Z(T)}\left|\left\langle j \mid e_{k}\right\rangle\right|^{2} . \tag{4.5}
\end{equation*}
$$

The FI is given by Eq. (2.36) and reads as

$$
\begin{equation*}
\mathcal{F}^{\mathrm{POS}}(T)=\sum_{j=0}^{N-1} \frac{\left(\partial_{T} p(j \mid T)\right)^{2}}{p(j \mid T)} \tag{4.6}
\end{equation*}
$$

To evaluate this, we recall the identity for the partition function

$$
\begin{equation*}
\partial_{T} Z(T)=\frac{Z\langle\widehat{H}\rangle}{T^{2}} \tag{4.7}
\end{equation*}
$$

Then, the first derivative of the probability is given by

$$
\begin{align*}
\partial_{T} p(j \mid T) & =\sum_{k=0}^{N-1} \partial_{T}\left(\frac{e^{-E_{k} / T}}{Z(T)}\right)\left|\left\langle j \mid e_{k}\right\rangle\right|^{2}=  \tag{4.8}\\
& =\frac{1}{T^{2}} \sum_{k=0}^{N-1} e^{-E_{k} / T}\left(\frac{E_{k}-\langle\widehat{H}\rangle}{Z(T)}\right)\left|\left\langle j \mid e_{k}\right\rangle\right|^{2}=  \tag{4.9}\\
& =\frac{1}{T^{2}}\left(\left\langle\widehat{H} \varrho_{\mathcal{P}}\right\rangle_{j}-\langle\widehat{H}\rangle p(j \mid T)\right) \tag{4.10}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
\left\langle\widehat{H} \varrho_{\mathcal{P}}\right\rangle_{j}=\sum_{k=0}^{N-1} \frac{e^{-E_{k} / T} E_{k}}{Z(T)}\left|\left\langle j \mid e_{k}\right\rangle\right|^{2} \tag{4.11}
\end{equation*}
$$

From the former expression, we obtain

$$
\begin{equation*}
\mathcal{F}^{\mathrm{POS}}(T)=\frac{1}{T^{4}} \sum_{j=0}^{N-1} \frac{\left\langle\widehat{H} \varrho_{\mathcal{P}}\right\rangle_{j}^{2}}{p(j \mid T)}+\frac{1}{T^{4}}\langle\widehat{H}\rangle^{2} \sum_{j=0}^{N-1} p(j \mid T)-\frac{2}{T^{4}}\langle\widehat{H}\rangle \sum_{j=0}^{N-1}\left\langle\widehat{H} \varrho_{\mathcal{P}}\right\rangle_{j} \tag{4.12}
\end{equation*}
$$

After some algebra and using the completeness relation $\sum_{j=0}^{N-1}\left|\left\langle j \mid e_{k}\right\rangle\right|^{2}=1$, we have that

$$
\begin{equation*}
\sum_{j=0}^{N-1}\left\langle\widehat{H} \varrho_{\mathcal{P}}\right\rangle_{j}=\langle\widehat{H}\rangle \tag{4.13}
\end{equation*}
$$

from which we eventually obtain the following result

## Result 5: FI for $T$ estimation with position measurement

The FI for the temperature estimation and with a position measurement of the walker is

$$
\begin{equation*}
\mathcal{F}^{\mathrm{POS}}(T)=\frac{1}{T^{4}}\left(\sum_{j=0}^{N-1} \frac{\left\langle\widehat{H} \varrho_{\mathcal{P}}\right\rangle_{j}^{2}}{p(j \mid T)}-\langle\widehat{H}\rangle^{2}\right) \tag{4.14}
\end{equation*}
$$

Actually, this formula holds true for any projective PVM, since we did not use any particular properties of the position measurement.

### 4.3 Thermometry in the low-temperature regime

The first regime we analyze is the low temperature regime. We assume that the system is mostly in the ground state and can access only the first excitation energy, i.e. that
$E_{n} \ggg T$ for $k>1$. Using the fact that $E_{0}=0$ and $g_{0}=1$, we have that the partition function becomes

$$
\begin{equation*}
Z_{\mathrm{LOW}}(T)=1+g_{1} e^{-E_{1} / T} . \tag{4.15}
\end{equation*}
$$

For the same reasons, the mean value of the energy is $\langle\widehat{H}\rangle=g_{1} E_{1} e^{-E_{1} / T} Z^{-1}(T)$, and it follows that the QFI in the low-temperature regime can be approximated as

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{LOW}}(T) \simeq \frac{f_{g_{1}}\left(E_{1} / T\right)}{E_{1}^{2}} \tag{4.16}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
f_{g_{1}}(x)=\frac{g_{1} x^{4} e^{-x}}{\left(1+g_{1} e^{-x}\right)^{2}} \tag{4.17}
\end{equation*}
$$

If we define $x=E_{1} / T$, the QFI now reads as

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{LOW}}(T) \simeq \frac{1}{T^{2}} \frac{f_{g_{1}}(x)}{x^{2}} \tag{4.18}
\end{equation*}
$$

We see that the latter is maximum for small values of $T$. Moreover, we can also study how to maximize the second element in the product, i.e. $f_{g_{1}}(x) / x^{2}$. As a function of $g_{1}$, we obtain that

$$
\begin{equation*}
\frac{d}{d g_{1}} \frac{f_{g_{1}}(x)}{x^{2}}=\frac{e^{x}\left(e^{x}-g_{1}\right) x^{4}}{\left(e^{x}+g_{1}\right)^{3}}=0 \tag{4.19}
\end{equation*}
$$

Since $x>0$ and $g_{1} \geq 1, e^{x}-g_{1}$ has no solution. This means that it is a monotone function of $g_{1}$. In particular, if $x>\log \left(g_{1}\right)$, then it is a monotone increasing function of $g_{1}$, otherwise it is monotone decreasing.

Instead, as a function of $x$, we obtain that

$$
\begin{equation*}
\frac{d}{d x} \frac{f_{g_{1}}(x)}{x^{2}}=\frac{e^{x} g_{1} x\left(g_{1}(2+x)-e^{x}(x-2)\right)}{\left(e^{x}+g_{1}\right)^{3}}=0 \tag{4.20}
\end{equation*}
$$

The solution to this is in the transcendental equation

$$
\begin{equation*}
e^{x_{\mathrm{MAX}}}=g_{1} \frac{x_{\mathrm{MAX}}+2}{x_{\mathrm{MAX}}-2} \tag{4.21}
\end{equation*}
$$

The solutions are reported graphically in Fig. 4.1. The value of $x_{\mathrm{MAX}}$ depends only on the degeneracy $g_{1}$ and numerical results show that $x_{\operatorname{MAX}}\left(g_{1}\right)$ is a sub-linear function, i.e. it increases less than linearly with $g_{1}$.

To evaluate the FI for a position measurement, we first find the approximated probability distribution in such regime

$$
\begin{equation*}
p(j \mid T) \simeq Z(T)^{-1}\left(N^{-1}+\exp \left(-E_{1} / T \eta_{j}\right)\right) \tag{4.22}
\end{equation*}
$$

where $\eta_{j}=\sum_{k=1}^{g_{1}}\left|\left\langle j \mid e_{1, k}\right\rangle\right|^{2}$. In this case, since

$$
\begin{equation*}
\left\langle\widehat{H} \varrho_{\mathcal{P}}\right\rangle_{j} \simeq \frac{e^{-E_{1} / T} E_{1} \eta_{j}}{Z(T)} \tag{4.23}
\end{equation*}
$$

we obtain that

$$
\begin{equation*}
\mathcal{F}_{\mathrm{LOW}}^{\mathrm{POS}}(T) \simeq \frac{E_{1}^{2} e^{-2 E_{1} / T}}{Z(T) T^{4}}\left(\sum_{j=0}^{N-1} \frac{\eta_{j}^{2}}{N^{-1}+e^{-E_{1} / T} \eta_{j}}-\frac{g_{1}^{2}}{Z(T)}\right) \tag{4.24}
\end{equation*}
$$

We conclude observing that the main topological quantity is the degeneracy of the first eigenvalue. We will study $g_{1}$ quantity and the metrological quantity for a few relevant example in a following section.


Figure 4.1: Graphical solution $x_{\operatorname{MAX}}\left(g_{1}\right)$ of the transcendental equation (4.21) for different values of $g_{1}$.

### 4.4 Thermometry in the high-temperature regime

In the opposite regime of high temperature, we assume that $T \ggg E_{k}$ for all $k$. In this scenario, we have to stress that the single-walker probe is no longer valid in the hightemperature regime, where many excitations come into play. Nonetheless, the single walker approximation can be used for small thermometers with bounded spectrum and large energy gap $E_{1}-E_{0}$, so that we may expect few excitations. In this case, the density matrix in the energy eignebasis can be approximated by the maximally mixed state $\varrho^{\mathcal{P}}(t) \simeq \mathbb{I}_{N} / N$, where $\mathbb{I}_{N}$ is the identity matrix. Accordingly, the QFI becomes

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{HIG}}(T) \simeq \frac{1}{T^{4}}\left(\frac{1}{N} \sum_{k=0}^{N-1} E_{k}^{2}-\frac{1}{N^{2}}\left(\sum_{k=0}^{N-1} E_{k}\right)^{2}\right) \tag{4.25}
\end{equation*}
$$

A more compact formula can be derived by rewriting the sum using the spectral properties of the laplacian matrix. First, the sum of the laplacian eigenvalues can be written as

$$
\begin{equation*}
\sum_{k=0}^{N-1} E_{k}=\operatorname{Tr}\{L\}=\operatorname{Tr}\{D\}=\sum_{k=0}^{N-1} d_{k}=2 M \tag{4.26}
\end{equation*}
$$

where the last equality was first proved by Euler, and it is known as the degree sum formula or the handshaking lemma [129, 9]. In this formula we have denoted the degree of the $k$ th vertex as $d_{k}$, while $M$ is the total number of edges. Next, we consider the sum of the squared energy eigenvalues

$$
\begin{equation*}
\sum_{k=0}^{N-1} E_{k}^{2}=\operatorname{Tr}\left\{L^{2}\right\}=\operatorname{Tr}\left\{D^{2}\right\}+\operatorname{Tr}\left\{A^{2}\right\}-\operatorname{Tr}\{D A\}-\operatorname{Tr}\{A D\} \tag{4.27}
\end{equation*}
$$

Using the definition of degree and adjacency matrix in Eq. (3.1), we see that

$$
\begin{align*}
& (D A)_{k j}= \begin{cases}0 & \text { if } k=j \\
d_{k} A_{k j} & \text { otherwise }\end{cases}  \tag{4.28}\\
& (A D)_{k j}= \begin{cases}0 & \text { if } k=j \\
A_{k j} d_{j} & \text { otherwise }\end{cases} \tag{4.29}
\end{align*}
$$

Clearly we have that $\operatorname{Tr}\{D A\}=\operatorname{Tr}\{A D\}=0$, whereas

$$
\begin{equation*}
\operatorname{Tr}\left\{A^{2}\right\}=\sum_{k=0}^{N-1}\left(A^{2}\right)_{k k}=\sum_{k=0}^{N-1} \sum_{m=0}^{N-1} A_{k m} A_{m k}=\sum_{k=0}^{N-1} \sum_{m=0}^{N-1} A_{k m}=\sum_{k=0}^{N-1} d_{k}=2 M \tag{4.30}
\end{equation*}
$$

where we have used the symmetry of the adjacency matrix, and the fact that for simple graphs $A_{k m} \in\{0,1\}$, hence $A_{k m}^{2}=A_{k m}$. This is connected with the well-known fact that $\left(A^{2}\right)_{k j}$ represents the number of walks of length 2 connecting the vertexes $k$ and $j$. Eventually, we obtain

$$
\begin{equation*}
\sum_{k=0}^{N-1} E_{k}^{2}=\sum_{k=0}^{N-1} d_{k}^{2}+2 M \tag{4.31}
\end{equation*}
$$

In this way, the QFI at high temperatures can be written in terms of $d_{k}$ and $M$, that is quantities that describes the topology of the graph, as

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{HIG}}(T) \simeq \frac{1}{N T^{4}}\left(\sum_{k=0}^{N-1} d_{k}^{2}+2 M\left(1-\frac{2 M}{N}\right)\right) \tag{4.32}
\end{equation*}
$$

Actually, the sum of the squared degree can be bounded from above and below as

$$
\begin{equation*}
\frac{4 M^{2}}{N} \leq \sum_{k=0}^{N-1} d_{k}^{2} \leq M\left(\frac{2 M}{N-1}+N-2\right) \tag{4.33}
\end{equation*}
$$

The upper bound is proved in [109] and is saturated by the complete graph. Instead, the lower bound follows from the Cauchy-Schwartz inequality for the inner product of two $N$-dimensional vectors $(1, \ldots, 1)$ and $\left(d_{0}, \ldots, d_{N-1}\right)$ and using Eq. (4.26). In this case, two possible graphs saturating the lower bound are the cycle graph and the complete bipartite graph whose partite sets have both cardinality $N / 2$.

Using these two inequality we can also bound the QFI as

$$
\begin{equation*}
\frac{2 M}{N T^{4}} \leq \mathcal{Q}_{\mathrm{HIG}}(T) \leq \frac{M}{T^{4}}\left(1-\frac{2 M(N-2)}{N^{2}(N-1)}\right) \tag{4.34}
\end{equation*}
$$

The two bounds are saturated for the same graphs mentioned above. For a more detailed discussion of this quantity, we refer the reader to the next section, where a series of examples will be studied in detail. However, some general considerations can be drawn from these formulae. For instance, that for high temperatures the optimal thermometer is the complete graph, which, among the simple graphs, has the maximum number of edges $M$. Notice also that the complete graph has the maximum energy gap, since $E_{1}-$ $E_{0}=N$. Thus, unlike the low-temperature regime, the graphs which perform better are those with high connectivity, quantified by the number of edges $M$.

Recalling that in the high-temperature regime $\varrho_{\mathcal{P}} \simeq \mathbb{I}_{N} / N$, we can also derive an approximate formula for the FI for the position measurement as

$$
\begin{equation*}
\mathcal{F}_{\mathrm{HIG}}^{\mathrm{POS}}(T) \simeq \frac{1}{N^{2} T^{4}}\left(N \sum_{j=0}^{N-1}\left(E_{k}\left|\left\langle j \mid e_{k}\right\rangle\right|^{2}\right)^{2}-4 M^{2}\right) \tag{4.35}
\end{equation*}
$$

Using the fact that

$$
\begin{equation*}
\sum_{k=0}^{N-1} E_{k}\left|\left\langle j \mid e_{k}\right\rangle\right|^{2}=\sum_{k=0}^{N-1}\langle j| L\left|e_{k}\right\rangle\left\langle e_{k} \mid j\right\rangle=\langle j| L|j\rangle=d_{j} \tag{4.36}
\end{equation*}
$$

we eventually obtain

$$
\begin{equation*}
\mathcal{F}_{\mathrm{HIG}}^{\mathrm{POS}}(T) \simeq \frac{1}{N^{2} T^{4}}\left(N \sum_{j=0}^{N-1} d_{j}^{2}-4 M^{2}\right) \tag{4.37}
\end{equation*}
$$

To understand the discrepancy between the optimal measurement and the position measurement in the high temperature regime, we evaluate the ratio

$$
\begin{equation*}
\frac{\mathcal{F}_{\mathrm{HIG}}^{\mathrm{POS}}(T)}{\mathcal{Q}_{\mathrm{HIG}}(T)}=\frac{N \sum_{j=0}^{N-1} d_{k}^{2}-4 M^{2}}{N\left(\sum_{k=0}^{N-1} d_{k}^{2}+2 M\left(1-\frac{2 M}{N}\right)\right)}=\frac{1}{1+\lambda_{N, M}} \tag{4.38}
\end{equation*}
$$

which is temperature independent, and where we have introduced

$$
\begin{equation*}
\lambda_{N, M}=\frac{2 M}{\sum_{k=0}^{N-1} d_{k}^{2}-4 M^{2} N^{-1}}, \tag{4.39}
\end{equation*}
$$

a quantity that depends only on topological quantities and that fully capture the different scaling of FI and QFI: small values of $\lambda_{N, M}$ means a ratio close to 1 , i.e. $\mathcal{F}_{\mathrm{HIG}}^{\text {POS }}(T) \simeq$ $\mathcal{Q}_{\text {HIG }}(T)$, whereas large values of $\lambda_{N, M}$ means a ratio close to 0 , and a position measurement is not optimal.

### 4.5 Results on network thermometry

This section is fully devoted to the study of the metrological performances of some remarkable connected simple graphs and some lattice graphs, using the previously found general results.

To avoid repetitions, we recall that the ground state energy in every graph we will consider is $E_{0}$ and is not degenerate, i.e. $g_{0}=1$. The corresponding eigenstate is

$$
\begin{equation*}
\left|e_{0}\right\rangle=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1}|j\rangle \tag{4.40}
\end{equation*}
$$

Results of QFI and FI for position measurement for graphs (see Fig. 4.2) are shown in Fig. 4.3 and 4.4, for lattices (see Fig. 4.5) in Fig. 4.6, and results of the ratio of FI and QFI for both graphs and lattices are summarized in Fig. 4.7. The analytical results suitable for a comparison are reported in Table 4.1.


Figure 4.2: Graphs considered in the present chapter (example for $N=5$ vertices): (a) Complete graph $K_{5}$, (b) cycle graph $C_{5}$, (c) complete bipartite graph $K_{2,3}$, and (d) path graph $P_{5}$.

### 4.5.1 Position measurement for circulant graph

In this section we prove that, for the special case of circulant graph, the FI for a position measurement is always zero, i.e. we do not gain any information on the temperature. Circulant graphs are defined as the regular graph whose adjacency matrix is circulant [ 126,157 ]. The latter is a special Toeplitz matrix where every row of the matrix is a rich cyclic shift of the row above it, and remarkably, for this class of matrices the eigenproblem is analytically solved [160]. Indeed, the Laplacian eigenstates of circulant graphs are

$$
\begin{equation*}
\left|e_{k}\right\rangle=\frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} \omega^{k j}|j\rangle \tag{4.41}
\end{equation*}
$$

where $\omega=\exp (2 \pi i / N)$. This means that $\left|\left\langle j \mid e_{k}\right\rangle\right|^{2}=1 / N$ for all $k$ and the probability distribution becomes

$$
\begin{equation*}
p(j \mid T)=\frac{1}{N} \tag{4.42}
\end{equation*}
$$

which is temperature independent, and hence the corresponding FI is null. We conclude that for circulant graphs, the position measurement does not carry any information on the temperature $T$. This result can be generalized to an arbitrary parameter encoded in the eigenvalues of a diagonal state in the energy eigenbasis of a circulant graph.

### 4.5.2 Complete graph

A complete graph is a simple graph whose vertices are pairwise adjacent, i.e. each pair of distinct vertices is connected by a unique edge (see Fig. 4.2 (a)). The complete graph with $N$ vertices is denoted $K_{N}$, is $(N-1)$-regular, and has $M=N(N-1) / 2$ edges. Its energy spectrum consists of two energy levels: the ground state and the second level $E_{1}=N$ with degeneracy $g_{1}=N-1$. The graph is circulant, thus the eigenvectors are given by (4.41) and the FI for a position measurement is identically null.

In this case, the approximation for the low-temperature regime is actually exact and holds at all the temperatures, because the system has precisely two distinct energy levels. Hence, the QFI reads as

$$
\begin{equation*}
\mathcal{Q}(T)=\frac{N^{2}(N-1) e^{-N / T}}{T^{4}\left[1+(N-1) e^{-N / T}\right]^{2}} . \tag{4.43}
\end{equation*}
$$



Figure 4.3: QFI and FI for position measurement for different graphs of order $N$ : (a) complete graph, (b) cycle graph, (c) star graph, and (d) path graph. Solid colored line: QFI $Q(T)$. Dotted black line: QFI at low temperature $Q_{\text {Low }}$ (4.16) (not reported for the complete graph since it coincides with Eq. (4.43)). Dashed colored line: FI for position measurement $F^{\text {Pos }}(T)$. The FI for complete graph and cycle graph (circulant graphs) is null, and therefore is not shown. Because of the different ranges, values of QFI are referred to the left $y$-axis, and values of FI are referred to the right $y$-axis.

The algebraic connectivity $E_{1}=N$ and the degeneracy $g_{1}=N-1$ grow with the order $N$ of the graph. In Fig. 4.3 (a) we observe that maxima of QFI occur at higher temperatures as $N$ increases. According to Eq. (4.21) and Fig. 4.1, we expect the maximum of QFI to occur at increasing values of $x_{\mathrm{MAX}}=E_{1} / T_{\mathrm{MAX}}$ as $g_{1}(N)$ increases. Hence, this means that $T_{\mathrm{MAX}}$ increases less than linearly with $N$. For this reason the complete graph is not a good thermometer for low $T$. On the other hand, the complete graph saturates the upper bound in (4.34), since $M=N(N-1) / 2$. It follows that in the high-temperature regime the complete graph is the optimal thermometer and, accordingly, the QFI is

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{HIGH}}(T)=(N-1) / T^{4} . \tag{4.44}
\end{equation*}
$$

### 4.5.3 Cycle graph

A cycle graph with $N \geq 3$ vertices (or $N$-cycle) is a simple graph whose vertices $\left\{v_{j}\right\}_{j=1, \ldots, N}$ can be (re)labeled such that its edges are $v_{1} v_{2}, v_{2} v_{3}, \ldots, v_{N-1} v_{N}$, and $v_{N} v_{1}$ (see Fig. 4.2 (b)). In other words, we may think of it as a one-dimensional lattice with $N$ sites and periodic boundary conditions. The cycle graph with $N$ vertices is denoted $C_{N}$, is 2-regular, and has $M=N$ edges. Its energy spectrum is

$$
\begin{equation*}
E_{k}=2[1-\cos (2 \pi k / N)] \tag{4.45}
\end{equation*}
$$

with $k=0, \ldots, N-1$. The lowest energy level is not degenerate, while the degeneracy of the highest energy level depends on the parity of $N$ : no degeneracy for even $N, g_{N / 2}=1$, but double degeneracy for odd $N, g_{(N+1) / 2}=2$. The remaining energy levels have degeneracy 2. The cycle graph is circulant, thus the eigenvectors are (4.41), the same of those of the complete graph, and the FI for a position measurement is identically null.

The algebraic connectivity $E_{1}=2[1-\cos (2 \pi / N)]$ decreases as $N$ increases, while $g_{1}=2$ is constant. According to Eq. (4.21) and Fig. 4.1, we expect the maximum of

QFI to occur at the constant value of $x_{\mathrm{MAX}}=E_{1} / T_{\mathrm{MAX}}$ independently of $N$, because $g_{1}$ is constant. Since $E_{1}$ decreases as $N$ increases, then $T_{\mathrm{MAX}}$ must also decrease to ensure $x_{\text {max }}$ constant. Indeed, the maxima of QFI occur at lower temperatures as $N$ increases, as shown in Fig. 4.3 (b). It follows that the larger $N$ the better the cycle graph behaves as a low-temperature probe. Instead, the cycle graph saturates the lower bound in (4.34), since $M=N$, and so the QFI at high temperatures is the smallest possible

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{HIG}}(T)=2 / T^{4} . \tag{4.46}
\end{equation*}
$$

### 4.5.4 Complete bipartite graph

A graph $G$ is bipartite if the set of vertices $V(G)$ is the union of two disjoint independent sets $V_{1}$ and $V_{2}$, called partite sets of $G$, such that every edge of $G$ joins a vertex of $V_{1}$ and a vertex of $V_{2}$. A complete bipartite graph is a simple bipartite graph such that two vertices are adjacent if and only if they are in different partite sets, i.e. if every vertex of $V_{1}$ is adjacent to every vertex of $V_{2}$ (see Fig. 4.2 (c)). The complete bipartite graph having partite sets with $\left|V_{1}\right|=N_{1}$ and $\left|V_{2}\right|=N_{2}$ vertices is denoted $K_{N_{1}, N_{2}}$, has $M=N_{1} N_{2}$ edges, and the total number of vertices is $N=N_{1}+N_{2}$.


Figure 4.4: Results of the estimation problem of the temperature for the complete bipartite graph $K_{N_{1}, N_{2}}$ of order $N=N_{1}+N_{2}$. Left-column plots: results for different $N$ at fixed $N_{1}=5$. Rightcolumn plots: results for different $N_{1}$ at fixed $N=10$. Values of $N_{1}>N / 2$ are not considered because of the symmetry of the graph when exchanging the two partite sets and so $N_{1}$ and $N_{2}$. For $N_{1}=N_{2}=N / 2$ the FI is identically null because the corresponding complete bipartite graph is circulant. Top-row plots: QFI $Q(T)$ (solid colored line), QFI at low temperature $Q_{\text {Low }}(T)$ (4.16) (dotted black line), and FI for position measurement $F^{\text {pos }}(T)$ (dashed colored line). Because of the different ranges, values of QFI are referred to the left $y$-axis, and values of FI are referred to the right $y$-axis. Bottom-row plots: ratio $F^{\mathrm{POS}}(T) / Q(T)$.

Without loss of generality we assume $N_{1} \leq N_{2}$. The energy spectrum is given by $E_{1}=N_{1}, E_{2}=N_{2}$, and $E_{3}=N_{1}+N_{2}$, with degeneracy $g_{0}=1, g_{1}=N_{2}-1, g_{2}=N_{1}-1$,
and $g_{3}=1$, respectively. The corresponding eigenvectors are

$$
\begin{align*}
& \left|e_{1}^{n}\right\rangle=\frac{1}{\sqrt{n(n+1)}}\left(\sum_{k=N_{1}}^{N_{1}-1+n}|k\rangle-n\left|N_{1}+n\right\rangle\right)  \tag{4.47}\\
& \left|e_{2}^{m}\right\rangle=\frac{1}{\sqrt{m(m+1)}}\left(\sum_{k=0}^{m-1}|k\rangle-m|m\rangle\right)  \tag{4.48}\\
& \left|e_{3}\right\rangle=\frac{1}{\sqrt{N}}\left(\sqrt{\frac{N_{2}}{N_{1}}} \sum_{k=0}^{N_{1}-1}|k\rangle-\sqrt{\frac{N_{1}}{N_{2}}} \sum_{k=N_{1}}^{N-1}|k\rangle\right) \tag{4.49}
\end{align*}
$$

where $n=1, \ldots, N_{2}-1$ and $m=1, \ldots, N_{1}-1$.
Note that for $N_{1}=N_{2}=N / 2$ the complete bipartite graph is circulant and the spectrum reduces to $E_{0}, E_{1}=N / 2$, and $E_{2}=N$, with degeneracy, respectively, $g_{0}=1$, $g_{1}=N-2$, and $g_{2}=1$. Instead, for $N_{1}=1$ and $N_{2}=N-1$ we obtain the star graph $S_{N}$, whose spectrum reduces to $E_{0}, E_{1}=1$, and $E_{2}=N$, with degeneracy, respectively, $g_{0}=1, g_{1}=N-2$, and $g_{2}=1$.

Regarding the low-temperature regime, the algebraic connectivity is $E_{1}=N_{1}$ while $g_{1}=N_{2}-1$. The complete bipartite graph is completely defined only by the total number of vertices $N$, so we discuss where the maximum of the QFI occur according to Eq. (4.21) and Fig. 4.1 first for a given value $N_{1}$, and then for a given value of $N=N_{1}+N_{2}$.

For $N_{1}$ fixed, we expect the maximum of QFI to occur at increasing values of $x_{\mathrm{MAX}}=$ $E_{1} / T_{\mathrm{MAX}}$ as $N$ increases, because $N_{2}$ and thus $g_{1}$ increase. Since $E_{1}$ is constant, then $T_{\mathrm{MAX}}$ must decrease to ensure that $x_{\mathrm{MAX}}$ increases. Indeed, for a given $N_{1}$, the maxima of QFI occur at lower temperatures as $N$ increases, as shown in Fig. 4.4 (a). In particular, this is also the case of the star graph $S_{N}$, because it coincides with $K_{1, N-1}$, even if such behavior is less evident in Fig. 4.3 (c).

For $N$ fixed, we expect the maximum of QFI to occur at decreasing values of $x_{\text {MAX }}=$ $E_{1} / T_{\mathrm{MAX}}$ as $N_{1}$ increases, because $N_{2}$ and thus $g_{1}$ decrease. Since $E_{1}$ increases as $N_{1}$ increases, then $T_{\mathrm{MAX}}$ must increase more than $N_{1}$ to ensure that $x_{\mathrm{MAX}}$ decreases. Indeed, for a given $N$, the maxima of QFI occur at higher temperatures as $N_{1}$ increases, as shown in Fig. 4.4 (b). This means that, at fixed $N$, we can tune the temperature at which the QFI is maximum just by varying the number of of vertices in the two partite sets. From Fig. 4.4 (b) we observe that the highest maximum of QFI is provided by the star graph $S_{N}$, whose algebraic connectivity $E_{1}=1$ is constant and minimum, while the lowest maximum of QFI is provided by $K_{N / 2, N / 2}$, i.e. for $N_{1}=N_{2}$, whose algebraic connectivity $E_{1}=N / 2$ is the largest among all the complete bipartite graphs.

In the high-temperature regime, since

$$
\begin{equation*}
\sum_{k=0}^{N-1} d_{k}^{2}=N_{1} N_{2}\left(N_{1}+N_{2}\right) \tag{4.50}
\end{equation*}
$$

and $M=N_{1} N_{2}$, the QFI is

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{HIG}}(T)=\frac{N_{1} N_{2}\left[\left(N_{1}-N_{2}\right)^{2}+2\left(N_{1}+N_{2}\right)\right]}{T^{4}\left(N_{1}+N_{2}\right)^{2}} \tag{4.51}
\end{equation*}
$$

Notice that for $N_{1}=N_{2}=N / 2$, the complete bipartite graph is $N / 2$-regular, and saturates the lower bound in (4.34), since $M=N^{2} / 4$, and so the QFI at high temperatures simplifies to $\mathcal{Q}_{\mathrm{HIG}}(T)=N /\left(2 T^{4}\right)$.

The asymptotic behavior of the ratio $F_{\mathrm{HIG}}^{\mathrm{POS}}(T) / Q_{\mathrm{HIG}}(T)$ at high temperature (4.38) is characterized by $\lambda_{N_{1}+N_{2}, N_{1} N_{2}}=2\left(N_{1}+N_{2}\right) /\left(N_{2}-N_{1}\right)^{2}$. Depending on the number of vertices in the two subsets, results differ. When $N_{1}=N_{2}$, the difference $N_{2}-N_{1}$ is null, the complete bipartite graph is circulant and so the FI is identically null, for any $T$. Instead, the difference $N_{2}-N_{1}$ is maximum for the star graph $S_{N}$. This results in $\lambda_{N, N}=$ $2 N /(N-2)^{2}$ : hence, $\lambda_{N, N} \rightarrow 0$ for large $N$ and, accordingly, the FI approaches the QFI in the limit of high temperatures. Actually, since for the star graph $\sum_{k} d_{k}^{2}=N(N-1)$, the QFI in the high-temperature regime has the same asymptotic behavior of the complete graph, i.e. $\mathcal{Q}_{\mathrm{HIG}}(T)=(N-1) / T^{4}+O\left(1 /\left(N T^{4}\right)\right)$.

In this section we have approximated the QFI for the complete bipartite graph under the assumptions of low or high temperature. For completeness, we also report the exact analytical expression of the QFI

$$
\begin{align*}
\mathcal{Q}(T)= & \frac{e^{-2\left(N_{1}+N_{2}\right) / T}}{Z^{2} T^{4}}\left\{N_{1}^{2} e^{N_{1} / T}\left[\left(N_{1}-1\right)+e^{2 N_{2} / T}\left(N_{2}-1\right)\right]\right. \\
& +N_{2}^{2} e^{N_{2} / T}\left[e^{2 N_{1} / T}\left(N_{1}-1\right)+\left(N_{2}-1\right)\right] \\
& +e^{\left(N_{1}+N_{2}\right) / T}\left[N_{1}^{3}\left(N_{2}-1\right)-N_{2}^{2}\left(N_{2}-2\right)\right. \\
& \left.\left.+N_{1} N_{2}^{2}\left(N_{2}+1\right)-N_{1}^{2}\left(2 N_{2}^{2}-N_{2}-2\right)\right]\right\}, \tag{4.52}
\end{align*}
$$

### 4.5.5 Path graph

A path graph with $N$ vertices is a simple graph whose vertices $\left\{v_{j}\right\}_{j=1, \ldots, N}$ can be (re)labeled such that its edges are $v_{1} v_{2}, v_{2} v_{3}, \ldots, v_{N-1} v_{N}$ (see Fig. 4.2 (d)). In other words, we may think of it as a one-dimensional lattice with $N$ sites and open boundary conditions. The path graph with $N$ vertices is denoted $P_{N}$, and has $M=N-1$ edges. Its nondegenerate energy spectrum is

$$
\begin{equation*}
E_{k}=2[1-\cos (\pi k / N)], \tag{4.53}
\end{equation*}
$$

with $k=0, \ldots, N-1$, and the corresponding eigenvectors are

$$
\begin{equation*}
\left|e_{k}\right\rangle=\sum_{j=0}^{N-1} \cos \left(\frac{\pi k}{2 N}(2 j-1)\right)|j\rangle \tag{4.54}
\end{equation*}
$$

The energy spectrum is similar to that of the cycle, and this is reflected in its thermometric behavior. Indeed, the algebraic connectivity $E_{1}=2[1-\cos (\pi / N)]$ decreases as $N$ increases, while $g_{1}=1$ is constant. Hence, as for the cycle graph, the maximum of the QFI occurs at lower temperature as $N$ increases, as shown in Fig. 4.3 (d). Further, the similarity extends also in the high-temperature regime, where, we have that

$$
\begin{equation*}
\sum_{k} d_{k}^{2}=2(2 N-3) \tag{4.55}
\end{equation*}
$$

Since $M=N-1$, the QFI in this limit is

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{HIG}}(T)=2 / T^{4}+O\left(1 /\left(N^{2} T^{4}\right)\right), \tag{4.56}
\end{equation*}
$$

which is asymptotically equivalent to that of the cycle.
Nevertheless, there is a difference between the cycle and the path, and this is due to the different boundary conditions of the two graphs. In the first, the periodic boundary
conditions ensure that the cycle graph is a circulant graph, and consequently the FI for the position measurement is null. Instead, in the second, the open boundary conditions lead to a non-null FI for the position measurement. The asymptotic behavior of the ratio $\mathcal{F}_{\mathrm{HIG}}^{\mathrm{POS}}(T) / \mathcal{Q}_{\mathrm{HIG}}(T)$ at high temperature (4.38) is characterized by $\lambda_{N, N-1}=N(N-$ 1)/ $(N-2)$, which is monotonically increasing with the order of the graph. Thus, in the limit of high temperature the FI is very small compared to QFI, but still can provide some information on the temperature $T$, differently from the cycle graph.

### 4.5.6 Lattices

We now consider a different class of graphs, two dimensional lattices, and study their thermometric properties. In particular, we choose three regular tessellations composed of regular polygons symmetrically tiling the Euclidean plane: equilateral triangles, squares, and regular hexagons [Figs. 4.5(a)-(c)]. In addition to these we also consider the truncated square lattice in Fig. 4.5(d). Triangular and square lattices are Bravais lattices, while honeycomb and truncated square lattice are not. This difference is reflected in the spreading of CTQWs, which is ballistic on Bravais lattices and subballistic on nonBravais lattices [290]. A generic vertex in the triangular lattice has degree 6, in the square lattice has degree 4, and both in the honeycomb and in the truncated square lattice has degree 3 . We consider the lattices either with open boundary conditions (OBC) or with periodic boundary conditions (PBC). Notice that the lattices with PBC are regular, while the lattices with OBC are not, because the vertices at the boundaries have a lower degree than the vertices within the lattice.

Numerical results of QFI and FI for the lattices with OBC are shown in Fig. 4.6. We observe that the maximum of the QFI gets sharper and higher, and shifts to lower temperatures as the size of the lattice, i.e., the number of vertices, increases. A similar behavior occurs as the degree of the vertex of the lattice decreases: the maximum of the QFI for honeycomb and truncated square lattices is sharper and higher, and at lower temperature than the peak of the QFI for the triangular lattice. The predicted behavior of the QFI at low temperature (4.16) is a good approximation for honeycomb and truncated square lattices, because it fits the maximum of the QFI, its height and position. For the square it is fairly good approximation, but for the triangular lattices it fits only the QFI at the temperatures closer to zero. The FI of position measurement is a couple of orders of magnitude lower than the QFI [see the ratio $\mathcal{F}^{\text {Pos }}(T) / \mathcal{Q}(T)$ in Fig. 4.7], and its maximum is at higher temperature than the maximum of the QFI.

For lattices with PBCs the behavior of the QFI is qualitatively the same as regards the goodness of the lower-temperature approximation (4.16) and the dependence of the QFI on the size of the lattice and the degree of the vertices. However, the maxima of QFI for lattices with PBCs are lower and occur at higher temperature than the maxima of QFI for lattices with OBCs. Remarkably, the FI for these lattices with PBCs is identically null.

Some analytical results can be obtained for the square lattice, both with OBCs and with PBCs. Indeed, the $m \times n$ square lattice with OBCs is actually a grid graph and is the Cartesian product of two path graphs, $G_{m, n}=P_{m} \square P_{n}$. Instead, the $m \times n$ square lattice with PBCs is actually the torus grid graph and is the Cartesian product of two cycle graphs, $T_{m, n}=C_{m} \square C_{n}$. For the Cartesian product $G_{1} \square G_{2}$ of two graphs $G_{1}$ and $G_{2}$ we can analitically obtain the QFI and FI. To do so, we study the general properties of the cartesian product $G_{1} \boxtimes G_{2}$ of two graphs. If $G_{1}$ and $G_{2}$ are graphs on $N_{1}$ and $N_{2}$ vertices, respectively, then the Laplacian matrix of $G_{1} \square G_{2}$ is

$$
\begin{equation*}
L\left(G_{1} \boxminus G_{2}\right)=L\left(G_{1}\right) \otimes \mathbb{I}_{N_{2}}+\mathbb{I}_{N_{1}} \otimes L\left(G_{2}\right) \tag{4.57}
\end{equation*}
$$


(a)

(c)

(b)

(d)

Figure 4.5: Two-dimensional lattices considered in the present work: (a) triangular, (b) square, (c) honeycomb, and (d) truncated square lattice. Equivalent vertices are equally represented.
where $\mathbb{I}_{N}$ denotes the $N \times N$ identity matrix. If $\left(E_{1}^{(1)}, \ldots, E_{N_{1}}^{(1)}\right)$ and $\left(E_{1}^{(2)}, \ldots, E_{N_{2}}^{(2)}\right)$ are the Laplacian spectra of $G_{1}$ and $G_{2}$, respectively, then the eigenvalues of $L\left(G_{1} \square G_{2}\right)$ are

$$
\begin{equation*}
E_{m}^{(1)}+E_{n}^{(2)} \tag{4.58}
\end{equation*}
$$

with $1 \leq m \leq N_{1}$ and $1 \leq n \leq N_{2}$. Moreover, if $\left|e_{m}^{(1)}\right\rangle$ is the eigenstate of $L\left(G_{1}\right)$ corresponding to $E_{m}^{(1)}$, and $\left|e_{n}^{(2)}\right\rangle$ the eigenstate of $L\left(G_{2}\right)$ corresponding to $E_{n}^{(2)}$, then

$$
\begin{equation*}
\left|e_{m}^{(1)}\right\rangle \otimes\left|e_{n}^{(2)}\right\rangle \tag{4.59}
\end{equation*}
$$

is the eigenstate of $L\left(G_{1} \square G_{2}\right)$ corresponding to $E_{m}^{(1)}+E_{n}^{(2)}$ [24].
Since the Laplacian matrix $L(G)$ is the Hamiltonian of a CTQW on the graph $G_{1} \square G_{2}$, and according to the energy eigenvalues (4.58), the partition function is

$$
\begin{equation*}
Z\left(G_{1} \sqsubset G_{2}\right)=Z\left(G_{1}\right) Z\left(G_{2}\right) \tag{4.60}
\end{equation*}
$$

where $Z\left(G_{1}\right)$ is the partition function for a CTQW on the graph $G_{1}$, and $Z\left(G_{2}\right)$ is the partition function for a CTQW on the graph $G_{2}$. It follows that the expectation value of the energy is

$$
\begin{equation*}
\left\langle\widehat{H}\left(G_{1} \boxtimes G_{2}\right)\right\rangle=\left\langle\widehat{H}\left(G_{1}\right)\right\rangle+\left\langle\widehat{H}\left(G_{2}\right)\right\rangle \tag{4.61}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\left\langle\widehat{H}^{2}\left(G_{1} \boxtimes G_{2}\right)\right\rangle=\left\langle\widehat{H}^{2}\left(G_{1}\right)\right\rangle\left\langle\widehat{H}^{2}\left(G_{2}\right)\right\rangle+2\left\langle\widehat{H}\left(G_{1}\right)\right\rangle\left\langle\widehat{H}\left(G_{2}\right)\right\rangle \tag{4.62}
\end{equation*}
$$

and the QFI follows directly from Eq. (4.4) as

$$
\begin{equation*}
Q\left(G_{1} \boxminus G_{2} \mid T\right)=Q\left(G_{1} \mid T\right)+Q\left(G_{2} \mid T\right) \tag{4.63}
\end{equation*}
$$

is the sum of the two QFI evaluated on $G_{1}$ and $G_{2}$.
Regarding the FI for a position measurement, we have to consider that a position eigenstate in $G_{1} \square G_{2}$ is $|j\rangle \otimes|k\rangle$. According to Eqs. (4.58)-(4.60), the Gibbs state is

$$
\begin{equation*}
\varrho_{\mathcal{P}}(T)\left(G_{1} \boxtimes G_{2}\right)=\varrho_{\mathcal{P}}\left(G_{1}\right) \otimes \varrho_{\mathcal{P}}(T)\left(G_{2}\right) \tag{4.64}
\end{equation*}
$$

Then, the probability of finding the walker in $(j, k)$ at a given temperature $T$ is


Figure 4.6: QFI and FI for position measurement for different $\sqrt{N} \times \sqrt{N}$ lattices with open boundary conditions (OBC): (a) Triangular lattice, (b) square lattice, (c) honeycomb lattice, and (d) truncated square lattice. Solid colored line: QFI $\mathcal{F}_{q}$. Dotted black line: QFI at low temperature $Q_{\text {Low }}$ (4.16). Dashed colored line: FI for position measurement $F^{\text {Pos }}$. Because of the different ranges, values of QFI are referred to the left $y$-axis, and values of FI are referred to the right $y$-axis.

$$
\begin{align*}
p(j, k \mid T) & =\operatorname{Tr}\left\{\varrho_{\mathcal{P}}(T)\left(G_{1} \boxtimes G_{2}\right)|j\rangle\langle j| \otimes|k\rangle\langle k|\right\}=  \tag{4.65}\\
& =\sum_{m=0}^{N_{1}-1} \frac{e^{-E_{m}^{(1)} / T}}{Z\left(G_{1}\right)}\left|\left\langle j \mid e_{m}^{(1)}\right\rangle\right|^{2} \sum_{n=0}^{N_{2}-1} \frac{e^{-E_{n}^{(2)} / T}}{Z\left(G_{2}\right)}\left|\left\langle k \mid e_{n}^{(2)}\right\rangle\right|^{2}=  \tag{4.66}\\
& =p_{1}(j \mid T) p_{2}(k \mid T) \tag{4.67}
\end{align*}
$$

where $p_{1}(j \mid T)$ is the probability of finding the walker in the vertex $j$ of $G_{1}$, and, analogously, $p_{2}(k \mid T)$ is the probability of finding the walker in the vertex $k$ of $G_{2}$. Notice that $\sum_{j} p_{1}(j \mid T)=\sum_{k} p_{2}(k \mid T)=1$. Since

$$
\begin{equation*}
\partial_{T} p(j, k \mid T)=\partial_{T} p_{1}(j \mid T) p_{2}(k \mid T)+p_{1}(j \mid T) \partial_{T} p_{2}(k \mid T) \tag{4.68}
\end{equation*}
$$

we find that the $\mathrm{FI}(4.14)$ is

$$
\begin{align*}
\mathcal{F}^{\mathrm{POS}}\left(G_{1} \boxtimes G_{2} \mid T\right)= & \sum_{j=0}^{N_{1}-1} \frac{\left(\partial_{T} p_{1}(j \mid T)\right)^{2}}{p_{1}(j \mid T)} \sum_{k=0}^{N_{2}-1} p_{2}(k \mid T)+  \tag{4.69}\\
& +\sum_{k=0}^{N_{2}-1} \frac{\left(\partial_{T} p_{2}(k \mid T)\right)^{2}}{p_{2}(k \mid T)} \sum_{j=0}^{N_{1}-1} p_{1}(j \mid T)+  \tag{4.70}\\
& +2 \sum_{j=0}^{N_{1}-1} \partial_{T} p_{1}(j \mid T) \sum_{k=0}^{N_{2}-1} \partial_{T} p_{2}(k \mid T) \tag{4.71}
\end{align*}
$$



Figure 4.7: Ratio $\mathcal{F}_{c} / \mathcal{F}_{q}$ of FI and QFI for the graphs of order $N$ and the $\sqrt{N} \times \sqrt{N}$ lattices providing non-null FI. (a) Star graph, (b) path graph, (c) triangular lattice (OBCs), (d) square lattice (OBCs), (e) honeycomb lattice (OBCs), and (f) truncated square (OBCs). Note the logarithmic scale of the temperature axis.

Given that $\sum_{j} \partial_{T} p_{1}(j \mid T)=\partial_{T} \sum_{j} p_{1}(j, T)=0$ and analogously $\sum_{k} \partial_{T} p_{2}(k \mid T)=0$, we obtain that

$$
\begin{equation*}
\mathcal{F}^{\mathrm{POS}}\left(G_{1} \backsim G_{2} \mid T\right)=\mathcal{F}^{\mathrm{POS}}\left(G_{1} \mid T\right)+\mathcal{F}^{\mathrm{POS}}\left(G_{2} \mid T\right) \tag{4.72}
\end{equation*}
$$

We conclude that also the FI of a position measurement is additive with respect to the cartesian product of graphs.

### 4.5.6.1 Grid graph and torus grid graph

In this section we offer some details to assess the QFI and the FI for the grid graph and torus grid graph in Table 4.1. In particular, we report the number of edges $M$ and the sum of the degrees squared $\sum_{k} d_{k}^{2}$ required to compute the QFI (4.34) and the FI (4.37) in the high-temperature regime, as well as the energy level $E_{1}$ and its degeneracy $g_{1}$ required to compute the QFI (4.16) in the low-temperature regime.

The grid graph $G_{N, N}=P_{N} \square P_{N}$ is the Cartesian product of two path graphs $P_{N}$, and represents a $N \times N$ square lattice with OBCs. The total number of vertices is $N^{2}$, while the number of edges is $M=2 N(N-1)$. There are four vertices with degree 2 (the corners), ( $N-2$ ) vertices with degree 3 on each side of square lattice, and the remaining $N^{2}-4-4(N-2)=(N-2)^{2}$ vertices have degree 4 . Hence $\sum_{k} d_{k}^{2}=4\left(4 N^{2}-7 N+2\right)$. The path graph $P_{N}$ has nondegenerate energies $E_{0}=0$ and $E_{1}=2[1-\cos (\pi / N)]$. The
grid graph has exactly the same $E_{1}$ but with degeneracy $g_{1}=2$, since, according to Eq. (4.58), it results from the two possible combinations of $E_{0}$ and $E_{1}$ of the two $P_{N}$.

The torus grid graph $T_{N, N}=C_{N} \square C_{N}$ is the Cartesian product of two cycle graphs $C_{N}$, and represents a $N \times N$ square lattice with PBC. The total number of vertices is $N^{2}$, while the number of edges is $M=2 N^{2}$. It is 4-regular, hence $\sum_{k} d_{k}^{2}=16 N^{2}$. The cycle graph $C_{N}$ has nondegenerate energy $E_{0}=0$ and 2-degenerate energy $E_{1}=$ $2[1-\cos (2 \pi / N)]$. The torus grid graph has exactly the same $E_{1}$ but with degeneracy $g_{1}=4$, since, according to Eq. (4.58), it results from the four possible combinations of $E_{0}$ and $E_{1}$ of the two $C_{N}$.

### 4.6 The role of coherences

Temperature is a classical parameter, i.e. any change in the temperature modifies the eigenvalues of the Gibbs state but not the eigenvectors, which coincide with the eigenvectors of the Hamiltonian at any temperature. As a consequence, one may wonder whether quantumness is playing any role in our analysis, which also does not rely upon quantum effects as entanglement. Despite the above arguments, the quantum nature of the systems under investigation indeed plays a role in determining topological effects in thermometry. In fact, thermal states (4.2) are diagonal in the Hamiltonian basis, but show quantum coherence in the position basis, which itself is the reference classical basis when looking at topological effects in graphs. In turn, as we will see in the following, the peak of the QFI occurs in the interval of temperatures over which the coherence starts to decrease.

In order to quantitatively assess the role of coherence, let us consider the $l_{1}$ norm of coherence [329]

$$
\begin{equation*}
\mathcal{C}[\varrho]=\sum_{j \neq k}^{N-1}\left|\rho_{j k}\right| \tag{4.73}
\end{equation*}
$$

as a measure of quantum coherence of a state $\rho$. For convenience, we normalize this measure to its maximum value $\mathcal{C}\left(\rho_{N}\right)=N-1$, thus defining $C(\rho):=\mathcal{C}(\rho) /(N-1)$. At $T=0$, the system is at thermal equilibrium in its ground state and since the Hamiltonian of the system is the Laplacian of a simple graph, the ground state is the maximally coherent state $\left|\psi_{N}\right\rangle=\sum_{j=1}^{N}|j\rangle / \sqrt{N}$. The normalized coherence is thus equal to one.

As far as the temperature is very low, the ground state is robust, the coherence remains close to one, and the QFI is small, i.e. the robustness of the ground state prevents the system to effectively monitor any change in temperature. On the other hand, when temperature increases, thermal effects becomes more relevant, coherence decreases, and the QFI increases. In other words, it is the fragility of quantum coherence which makes the system a good sensor for temperature (a common feature in the field of quantum probing). For higher temperatures, the Gibbs state approaches a flat mixture, almost independent of temperature, and both the coherence and the QFI vanish. In order to illustrate the argument, let us consider the case of complete graphs, for which we have analytic expressions for the QFI, see Eq. (4.43), and for the normalized coherence

$$
\begin{equation*}
\mathcal{C}\left[\varrho_{\mathcal{P}}(T)\right]=\frac{\left|1-e^{-N / T}\right|}{1+(N-1) e^{-N / T}} \tag{4.74}
\end{equation*}
$$

As it is clear from Fig. 4.8, where we show the two quantities, the peak of QFI indeed occurs in the interval of temperatures over which the coherence is reduced by a factor

| Graph | Low-temperature | High-temperature |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $T^{4} Q_{\text {Low }}(T)$ | $T^{4} Q_{\text {HIG }}(T)$ | $T^{4} F_{\text {Hic }}^{\text {pos }}(T)$ | $F_{\text {Hic }}^{\text {pos }}(T) / Q_{\text {HIC }}(T)$ |
| $K_{N}$ | $\frac{N^{2}(N-1) \exp (-N / T)}{[1+(N-1) \exp (-N / T)]^{2}}$ | $N-1$ | 0 | 0 |
| $C_{N}$ | $\frac{32 \exp \left[-4 \sin ^{2}(\pi / N) / T\right] \sin ^{4}(\pi / N)}{\left(1+2 \exp \left[-4 \sin ^{2}(\pi / N) / T\right]\right)^{2}}$ | 2 | 0 | 0 |
| $K_{N_{1}, N_{2}}$ | $\frac{\exp \left(-N_{1} / T\right) N_{1}^{2}\left(N_{2}-1\right)}{\left[1+\left(N_{2}-1\right) \exp \left(-N_{1} / T\right)\right]^{2}}$ | $\frac{\left(N^{2}-\Delta^{2}\right)\left(\Delta^{2}+2 N\right)}{4 N^{2}}$ | $\frac{\left(N^{2}-\Delta^{2}\right) \Delta^{2}}{4 N^{2}}$ | $\frac{1}{1+2 N / \Delta^{2}}$ |
| $S_{N}$ | $\frac{(N-2) \exp (-1 / T)}{[1+(N-2) \exp (-1 / T)]^{2}}$ | $\frac{(N-1)[N(N-2)+4]}{N^{2}}$ | $\frac{(N-1)(N-2)^{2}}{N^{2}}$ | $\frac{(N-2)^{2}}{N(N-2)+4}$ |
| $P_{N}$ | $\frac{16 \exp \left[-4 \sin ^{2}(\pi / 2 N) / T\right] \sin ^{4}(\pi / 2 N)}{\left(1+\exp \left[-4 \sin ^{2}(\pi / 2 N) / T\right]\right)^{2}}$ | $\frac{2\left(N^{2}-2\right)}{N^{2}}$ | $\frac{2(N-2)}{N^{2}}$ | $\frac{N-2}{N^{2}-2}$ |
| $G_{\sqrt{N}, \sqrt{N}}$ | $\frac{32 \exp \left[-4 \sin ^{2}(\pi / 2 \sqrt{N}) / T\right] \sin ^{4}(\pi / 2 \sqrt{N})}{\left(1+2 \exp \left[-4 \sin ^{2}(\pi / 2 \sqrt{N}) / T\right]\right)^{2}}$ | $\frac{4(N-2)}{N}$ | $\frac{4(\sqrt{N}-2)}{N}$ | $\frac{\sqrt{N}-2}{N-2}$ |
| $T_{\sqrt{N}, \sqrt{N}}$ | $\frac{64 \exp \left[-4 \sin ^{2}(\pi / \sqrt{N}) / T\right] \sin ^{4}(\pi / \sqrt{N})}{\left(1+4 \exp \left[-4 \sin ^{2}(\pi / \sqrt{N}) / T\right]\right)^{2}}$ | 4 | 0 | 0 |

Table 4.1: $\mathrm{QFI} Q_{\mathrm{Low}}(T)$ (4.16) in the low-temperature regime and QFI $Q_{\mathrm{HIG}}(T)$ (4.34), FI $F_{\mathrm{HIG}}^{\mathrm{POS}}(T)$ (4.37), and their ratio in the high-temperature regime for the graphs considered in the present work: complete graph $K_{N}$, cycle graph $C_{N}$, complete bipartite $K_{N_{1}, N_{2}}$, star graph $S_{N}$, and path graph $P_{N}$. Analytical results are also available for the $\sqrt{N} \times \sqrt{N}$ square lattice with OBC (grid graph $G_{\sqrt{N}, \sqrt{N}}$ ) and with PBC (torus grid graph $T_{\sqrt{N}, \sqrt{N}}$ ), since grid graph and torus grid graph are the Cartesian product of two path graphs and two cycle graphs respectively. To have a fair comparison in terms of the total number of vertices $N$, in the table we report the result for $\sqrt{N} \times$ $\sqrt{N}$ square lattices, and for the complete bipartite graph $K_{N_{1}, N_{2}}$ we write results as a function of $N=N_{1}+N_{2}$ and $\Delta=N_{2}-N_{1}\left(N_{2} \geq N_{1}\right.$ as already assumed in the main text), except for the QFI in the low-temperature regime. The FI $F_{\text {Low }}^{\text {pos }}(T)$ in the low-temperature regime is not reported, because an expression suitable for a comparison is not available, see Eq. (4.24). Both QFI and FI in the high-temperature regime depend on the temperature as $T^{-4}$, thus we report their values multiplied by $T^{4}$ to focus on the factor which depends on the topology of the graph. The same criterion is adopted for the QFI in the low-temperature regime for consistency. Numerical results show that graphs with low degree, e.g. $C_{N}$ and $P_{N}$, exhibit the highest maxima of the QFI at low temperatures. Conversely, at high temperatures and at fixed $N$, the maximum QFI is obtained with the complete and the star graph, whose QFI scales linearly with the order $N$. Indeed, in the limit of $N \rightarrow \infty$, the QFI of $P_{N}$ approaches that of $C_{N}$, as well as the QFI of $G_{\sqrt{N}, \sqrt{N}}$ approaches that of $T_{\sqrt{N}, \sqrt{N}}$.
$1 / e$ (we have numerically observed analogous behavior also for the other graphs). Upon comparison of Eq. (4.43) with Eq. (4.74) we may also write

$$
\begin{equation*}
\frac{T^{4} \mathcal{Q}(T)}{N-1}=\left(1-\mathcal{C}\left[\varrho_{\mathcal{P}}(T)\right]\right)\left(1+(N-1) \mathcal{C}\left[\varrho_{\mathcal{P}}(T)\right]\right) \tag{4.75}
\end{equation*}
$$



Figure 4.8: QFI $\mathcal{F}_{q}$ (solid line) and normalized coherence $C$ (dashed line) of a Gibbs state $\rho_{T}$ as a function of $T$ for a complete graph of order $N$. The black horizontal dotted line represents the constant value $1 / e$.

### 4.7 Conclusions

In this chapter we have studied the role of topology in determining the precision of thermometers. The key idea is to use a finite system as a probe for estimating the temperature $T$ of an external environment. The probe is regarded as a connected set of subunits
and may be ultimately modeled as a quantum walker moving continuously in time on a graph.

In particular, we have considered equilibrium thermometry, and evaluated the quantum Fisher information for temperature parameter for a Gibbs state of the walker. Since the Hamiltonian of a quantum walker corresponds to the Laplacian matrix of the graph, the topology is inherently taken into account. We have considered some paradigmatic graphs and two-dimensional lattices, evaluated the Fisher information (FI) for a position measurement and compared it with the quantum Fisher information (QFI, energy measurement), providing analytical and numerical results on the performances in the different cases. In particular, we have focused on the low- and high-temperature regimes, which we have investigated by means of analytic approximations.

We have drawn several conclusions from the analytical and numerical results on the role of topology in the estimation of $T$. First, We have proved that the maximum of the QFI and the corresponding optimal temperature depend on three topological parameters of the graph: the algebraic connectivity $E_{1}$, and the degeneracy of the first energy level $g_{1}$, and the number of edges $M$. In our system, the algebraic connectivity also represents the energy gap between the first excited energy level and the ground state. In particular, we found that the smaller is the algebraic connectivity, the higher is the maximum of the QFI. These results are supported by a number of examples. In particular, graphs and lattices whose vertices have low degree, e.g. path and cycle graphs, as well as honeycomb and truncated square lattices, show the highest maxima of QFI. We also notice that the maximum of the QFI and the corresponding optimal $T$ decrease as $N$ increase in the complete graph, while in all the other cases we observe the opposite behavior.

At intermediate temperatures, the analytical approximation we have at low temperatures is no longer valid, as shown by the discrepancy between the dotted lines (analytical approximation) and the solid lines (exact results) in Figs. 4.3-4.4, and 4.6). However, the low-temperature approximation captures quite well the maximum of the QFI, after which the QFI decreases, tending to zero, as the temperature increases. This behavior is confirmed by the exact analytical expressions of the QFI we have for the complete graph, Eq. (4.43), the complete bipartite graph. We also have numerical evidence of it for the other graphs and lattices. Hence, no relevant structures of the QFI are expected at intermediate temperatures.

At high temperatures the QFI is of order $O\left(T^{-4}\right)$, with a proportionality constant which depends on the topology of the graph. In this regime, the maximum QFI is attained by the complete graph, which is the simple graph that, at given number of vertices $N$, has the highest number of edges $M$. A remarkable thermometer is also obtained considering the complete bipartite graph. Despite its low QFI (if compared with the cycle and path graphs) it is possible to tune the position of the maximum of QFI just by varying the number of vertices in the two partite sets of the graph while keeping fixed their sum.

Finally, we have discussed the role of coherences in the position basis in determining the precision. Our results provides some general indications on the role of topology in using quantum probes for thermometry, and provide new insights in the thermometry of finite-size quantum systems at equilibrium, at least for the class of systems where the Hamiltonian is in the form of a Laplacian matrix. In particular, our results suggest that quantum probes are particularly efficient in the low-temperatures regime, where the QFI reaches its maximum. They also pave the way to investigate the role of topology in out-of-equilibrium thermometry.

# Discrimination of Ohmic thermal baths by quantum dephasing probes 

Direct measure of the temperature is not possible, as already observed in the introduction of this part of the thesis. For this very reason, direct measurement of temperature is not available, and one should resort to indirect measurement procedures. During the last decade, quantum thermometric strategies have emerged, which are mostly based on using external quantum probes interacting with the system under investigation, with the assumption that the interaction between the probe and the system does not change the temperature of the latter. Those strategies are usually termed quantum probing schemes and are not based on the zeroth principle, but rather on the engineering of the interaction Hamiltonian, which is exploited to imprint the temperature of the system on the quantum state of the probe. As a matter of fact, quantum probing exploits the inherent fragility of quantum systems against decoherence, turning it into a resource to realize highly sensitive metrological schemes.

In this chapter of the thesis, we address the discrimination of structured baths at different temperatures by dephasing quantum probes. We derive the exact reduced dynamics and evaluate the minimum error probability achievable by three different kinds of quantum probes, namely, a qubit, a qutrit, and a quantum register made of two qubits. Our results indicate that dephasing quantum probes are useful in discriminating low values of temperature and that lower probabilities of error are achieved for intermediate values of the interaction time, where the minimum probability of error scales as $1 /(2 N)$, with $N$ the number of energy levels of the probe.

The chapter is organized as follows. In Sec. 5.1, we first review temperature discrimination at equilibrium with a finite-dimensional probe, establishing our benchmark for the out-of-equilibrium scenario. In Sec. 5.2 we study in general the discrimination performances of out-of-equilibrium probes, whereas in Sec. 5.3 we introduce the main model of pure dephasing, and we provide the derivation of the exact dynamical solution in Appendix 10. In Sec. 5.4 we finally apply the tools of discrimination theory introduced in Chapter 2.1 to study the performances of our dephasing probe and compare it with the equilibrium one. We do this for different finite dimensional systems and using different resources: coherence and entanglement. The chapter concludes with Sec. 5.5, where we summarize the results and provide future perspectives.

### 5.1 Thermometry discrimination at thermal equilibrium

As a first step, we address the distinguishability problem of two finite dimensional probe of dimension $N$ that have thermalized at the two possible temperature $\beta_{1}$ or $\beta_{2}$ [153]. Throughout the chapter, we consider an unbiased case where the two hypothesis are
equiprobable ( $p_{1}=p_{2}=1 / 2$ according to the notation in Chapter 2.1). The probe system $\mathcal{P}$ is governed by a certain hamiltonian $\widehat{H}=\sum_{n=0}^{N-1} E_{n}\left|e_{n}\right\rangle\left\langle e_{n}\right|$, and the equilibrium state of the probe is given by the Gibbs state

$$
\begin{equation*}
\varrho_{e q}(\beta)=\frac{1}{Z(\beta)} \sum_{n=0}^{N-1} e^{-\beta E_{n}}\left|e_{n}\right\rangle\left\langle e_{n}\right|, \tag{5.1}
\end{equation*}
$$

where $Z(\beta)=\sum_{n=0}^{N-1} e^{-\beta E_{n}}$ is the partition function.
The Gibbs states we want to discriminate $\varrho_{e q}\left(\beta_{1}\right)$ and $\varrho_{e q}\left(\beta_{2}\right)$ are a full-rank density operators, and we know that they cannot be unambiguously discriminated. Hence, the minimum error probability is given by Eq. (2.18) and in our case is equal to

$$
\begin{equation*}
p_{e q ; N}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2}\right)=\frac{1}{2}\left(1-\frac{1}{2} \sum_{n=0}^{N-1}\left|\frac{e^{-\beta_{1} E_{n}}}{Z\left(\beta_{1}\right)}-\frac{e^{-\beta_{2} E_{n}}}{Z\left(\beta_{2}\right)}\right|\right) \tag{5.2}
\end{equation*}
$$

In the binary discrimination problem, the optimal measurement that attain the minimum-error in Eq. (5.2) is well known and it is obtained from the operator $\Lambda$ in Eq. (2.8), that in our case becomes

$$
\begin{equation*}
\Lambda=\sum_{n=0}^{N-1} \lambda_{n}\left|e_{n}\right\rangle\left\langle e_{n}\right|=\frac{1}{2} \sum_{n=0}^{N-1}\left(\frac{e^{-\beta_{2} E_{n}}}{Z\left(\beta_{2}\right)}-\frac{e^{-\beta_{1} E_{n}}}{Z\left(\beta_{1}\right)}\right)\left|e_{n}\right\rangle\left\langle e_{n}\right| \tag{5.3}
\end{equation*}
$$

The optimal discrimination strategy depends on the sign of the eigenvalues of $\Lambda$. Without loss of generality we can assume $\beta_{1}>\beta_{2}$. In this case, $Z\left(\beta_{2}\right)>Z\left(\beta_{1}\right)$, which means that there exist a number $d \geq 2$ (that depends on $\beta_{1}, \beta_{2}$ and on the full shape of the energy spectrum $\left\{E_{n}\right\}_{n=0}^{N-1}$ ) such that $\lambda_{n} \leq 0$ for $n<d$. This means that the two detection operators are given by

$$
\begin{align*}
& \Pi_{1}=\sum_{\lambda_{n} \leq 0}\left|e_{n}\right\rangle\left\langle e_{n}\right|=\sum_{n=0}^{d-1}\left|e_{n}\right\rangle\left\langle e_{n}\right|  \tag{5.4}\\
& \Pi_{2}=\sum_{\lambda_{n}>0}\left|e_{n}\right\rangle\left\langle e_{n}\right|=\sum_{n=d}^{N-1}\left|e_{n}\right\rangle\left\langle e_{n}\right| \tag{5.5}
\end{align*}
$$

From these operators, we see that the optimal discrimination is to accept the first hypothesis $\beta_{1}$ if we detect one of the first $d$ energy level $E_{n}$, whereas we accept the second hypothesis $\beta_{2}$ if we detect one of the last $N-d$ energy level $E_{n}$.

## Result 6: Optimal strategy for equilibrium discrimination

The optimal strategy in an equilibrium discrimination problem consists of an energy measurement of the probe $\mathcal{P}$ : if the outcomes belongs to $\left\{E_{n}\right\}_{n=0}^{d-1}$ we accept the first hypothesis, otherwise the second.

The expressions simplifies for a bunch of special cases. For instance, if the probe $\mathcal{P}$ is a qubit with spacing $\omega_{0}$, i.e. $E_{0}=-\omega_{0} / 2$ and $E_{1}=\omega_{0} / 2$, we have that

$$
\begin{equation*}
p_{e q ; 2}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2}\right)=\frac{1}{2}\left(1-\frac{1}{2}\left|\tanh \left(\frac{\omega_{0} \beta_{2}}{2}\right)-\tanh \left(\frac{\omega_{0} \beta_{1}}{2}\right)\right|\right) \tag{5.6}
\end{equation*}
$$

Moreover, some limiting case are also interesting. If the smaller temperature vanishes $T_{1}=0\left(\beta_{1} \rightarrow+\infty\right)$, then the first hypothesis corresponds to the ground state $\left|e_{0}\right\rangle\left\langle e_{0}\right|$, and the probability of error (5.2) becomes

$$
\begin{align*}
p_{e q ; N}^{\mathrm{ERR}}\left(+\infty, \beta_{2}\right) & =\frac{1}{2}\left(1-\frac{1}{2}\left(1-\frac{e^{-\beta_{2} E_{0}}}{Z\left(\beta_{2}\right)}+\sum_{n=1}^{N-1} \frac{e^{-\beta_{2} E_{n}}}{Z\left(\beta_{2}\right)}\right)\right)  \tag{5.7}\\
& =\frac{1}{2}\left(1-\left(1-\frac{e^{-\beta_{2} E_{0}}}{Z\left(\beta_{2}\right)}\right)\right)=  \tag{5.8}\\
& =\frac{1}{2} \frac{e^{-\beta_{2} E_{0}}}{Z\left(\beta_{2}\right)} \tag{5.9}
\end{align*}
$$

In this case the corresponding strategy is quite natural: the first detection operator $\Pi_{1}$ is just the ground state, since the only negative eigenvalue is the first.

In the rest of the chapter and all the subsequent plots, we have set the value of $\omega_{0}$ to 3.5 kHz , which corresponds to a realistic experimental situation of a quantum probe [51].

### 5.2 Out-of-equilibrium thermometry discrimination

So far we have reviewed the limits of equilibrium discrimination. As we have seen in the introduction, this is not the only available choice: out-of-equilibrium probes encodes some information on the temperature that can be suitable extracted. In this paradigm, the probe $\mathcal{P}$ is an open quantum system that interacts with the bath at equilibrium at one of the two temperatures $T_{1}$ or $T_{2}$. The whole dynamics is described by the total Hamiltonian $\widehat{H}_{T}=\widehat{H}_{\mathcal{P}}+\widehat{H}_{\mathcal{B}}+\widehat{H}_{I}$, where $\widehat{H}_{\mathcal{P}}$ is the Hamiltonian of the probe, $\widehat{H}_{\mathcal{B}}$ is the Hamiltonian of the thermal bath and $\widehat{H}_{I}$ describes how the two systems interact.

Before discussing the results for the specific model of the pure dephasing, we explore some general results regarding an out-of-equilibrium discrimination problem. The general setting is that we prepare the probe in some initial state $\varrho_{\mathcal{P}}(0)=\varrho_{\mathcal{P}}$, while the thermal bath is at equilibrium with respect to a certain temperature $\beta_{k}, k=1,2$. The evolution of the probe is determined by a completely positive and trace-preserving map (CPTP) $\Phi_{t}^{k}$, also known as quantum channel in Chapter 1.1, that depends on the temperature $\beta_{k}$ and can be written as

$$
\begin{equation*}
\varrho_{\mathcal{P}}^{k}(t)=\Phi_{t}^{k}\left[\varrho_{\mathcal{P}}\right]=\operatorname{Tr}_{\mathcal{B}}\left\{\widehat{U}(t)\left(\varrho_{\mathcal{P}} \otimes \varrho_{e q}\left(\beta_{k}\right)\right) \widehat{U}(t)^{\dagger}\right\} \tag{5.10}
\end{equation*}
$$

where $\widehat{U}(t)$ is the unitary evolution generated by the full Hamiltonian $H_{T}$. In other words, the two hypothesis define two distinct CPTP maps and the discrimination problems turns out to be a discrimination of CPTP maps. We know that the probability of error depends on the trace distance

$$
\begin{equation*}
D\left(\varrho_{1}, \varrho_{2}\right)=\frac{1}{2}\left\|\varrho_{2}-\varrho_{1}\right\|, \tag{5.11}
\end{equation*}
$$

and the trace distance is contractive under the action of trace preserving operation [257]. Since the partial trace is a trace preserving operation, we can write

$$
\begin{equation*}
D\left(\varrho_{\mathcal{P}}^{1}(t), \varrho_{\mathcal{P}}^{2}(t)\right) \leq D\left(\widehat{U}(t)\left(\varrho_{\mathcal{P}} \otimes \varrho_{e q}\left(\beta_{1}\right)\right) \widehat{U}(t)^{\dagger}, \widehat{U}(t)\left(\varrho_{\mathcal{P}} \otimes \varrho_{e q}\left(\beta_{2}\right)\right) \widehat{U}(t)^{\dagger}\right) \tag{5.12}
\end{equation*}
$$

Now we can exploit another property of the trace distance, i.e. the invariance under unitary operation, that yields us to

$$
\begin{equation*}
D\left(\varrho_{\mathcal{P}}^{1}(t), \varrho_{\mathcal{P}}^{2}(t)\right) \leq D\left(\varrho_{\mathcal{P}} \otimes \varrho_{e q}\left(\beta_{1}\right), \varrho_{\mathcal{P}} \otimes \varrho_{e q}\left(\beta_{2}\right)\right) \tag{5.13}
\end{equation*}
$$

Using the additivity with respect to the tensor product, we obtain that

$$
\begin{equation*}
D\left(\varrho_{\mathcal{P}}^{1}(t), \varrho_{\mathcal{P}}^{2}(t)\right) \leq D\left(\varrho_{e q}\left(\beta_{1}\right), \varrho_{e q}\left(\beta_{2}\right)\right) \tag{5.14}
\end{equation*}
$$

Finally, we obtain a lower bound for the probability of error for an out-of-equilibrium probe, i.e.

$$
\begin{equation*}
p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2}\right) \geq \frac{1}{2}\left(1-D\left(\varrho_{e q}\left(\beta_{1}\right), \varrho_{e q}\left(\beta_{2}\right)\right)\right) \tag{5.15}
\end{equation*}
$$

We stress that this result is true for every discrimination problem where the quantum channel is determined by the initial state of the ancillary system that is traced out.

This bound depends only on the Hamiltonian of the bath $\mathcal{B}$ and on the two temperatures to be discriminated. This bound may be useful in dealing with a finite-size environment, whereas in the thermodynamical limit the $D\left(\varrho_{e q}\left(\beta_{1}\right), \varrho_{e q}\left(\beta_{2}\right)\right)$ is likely to vanish.

Although it may seem that probing the full system is the optimal way, since the probability out of equilibrium is lower bounded by the probability of discriminating directly the two equilibrium states, this might not be the most feasible approach. For instance, when the temperatures are low, probing directly the temperature could be extremely invasive. At the same time, this lower bound is achieved with an energy measurement. However, for large or infinite dimensional systems, such a projective measurement is not easily implementable. For these reasons, the use of out-of-equilibrium probes can be helpful, providing an alternative way to indirectly discriminate the two temperatures.

### 5.3 An exactly solvable pure dephasing model

The probe-bath interaction we are going to study is the pure dephasing model, first introduced to account decoherence in a quantum computer [59, 261]. This model is quite relevant since the closed unitary dynamics is exactly solvable and allows a clear analysis of the mechanism of entanglement between qubit and environment. All the mathematical details regarding the derivation of the unitary evolution are provided in Appendix 10. Here, we briefly discuss the physical model and go directly to the final expression for the unitary $\widehat{U}(t)$.

We consider a general $N$ dimensional quantum probes whose Hamiltonian is

$$
\begin{equation*}
\widehat{H}_{\mathcal{P}}=\sum_{n=0}^{N-1} E_{n}\left|e_{n}\right\rangle\left\langle e_{n}\right| \tag{5.16}
\end{equation*}
$$

We can also isolate the energy scale with respect to the scaling defining $\delta_{n}=2 E_{n} / \omega_{0}$ and introducing an adimensional diagonal matrix $\widehat{H}_{\mathcal{P}}^{(\eta)}=\sum_{n=0}^{N-1} \delta_{n}\left|e_{n}\right\rangle\left\langle e_{n}\right|$, such that

$$
\begin{equation*}
\widehat{H}_{\mathcal{P}}=\frac{\omega_{0}}{2} \widehat{H}_{\mathcal{P}}^{(\eta)} \tag{5.17}
\end{equation*}
$$

With this diagonal matrix $\widehat{H}_{\mathcal{P}}^{(\eta)}$ we can describe both single partite system with $N$ energy levels, such as a qubit $\widehat{H}^{(2)}=\widehat{\sigma}_{z}$, as well as a quantum register of two qubits $\widehat{H}^{(2,2)}=$
$\left(\widehat{\sigma}_{z} \otimes \widehat{\mathbb{I}}_{2}+\widehat{\mathbb{I}}_{2} \otimes \widehat{\sigma}_{z}\right)$. For this reason, we understand the index $\eta$, where appropriate, as a multi-index $\eta=\left(N_{1}, N_{2}\right)$ with each index $N_{1}$ and $N_{2}$ associated respectively with dimension of the first and the second qubit, for instance.

The thermal reservoir is described by a continuous set of Bosonic modes $\widehat{H}_{\mathcal{B}}=$ $\sum_{\boldsymbol{k}} \omega_{\boldsymbol{k}} \widehat{a}_{\boldsymbol{k}}^{\dagger} \widehat{a}_{\boldsymbol{k}}$, where $\omega_{\boldsymbol{k}}, \widehat{a}_{\boldsymbol{k}}$, and $\widehat{a}_{\boldsymbol{k}}^{\dagger}$ are respectively the frequency, the annihilation, and the creation operator of the of the $\boldsymbol{k}$ th bosonic mode. The pure dephasing interaction is given by

$$
\begin{equation*}
\widehat{H}_{I}=\widehat{H}_{\mathcal{P}}^{(\eta)} \otimes \sum_{\boldsymbol{k}}\left(g_{\boldsymbol{k}} \widehat{a}_{\boldsymbol{k}}^{\dagger}+g_{\boldsymbol{k}}^{*} \widehat{a}_{\boldsymbol{k}}\right) \tag{5.18}
\end{equation*}
$$

where $g_{k}$ are the coupling constants. We see that each energy level interacts with the same coupling constant $g_{k}$, namely they all feel the same local environment. This is justified by the assumption that the system is small compared to the size of the reservoir and a collective interaction is a good approximation. This also means that, in the case of a multipartite system, this Hamiltonian $\widehat{H}_{I}$ models an evolution in which each partition interacts locally with the same Bosonic modes.

This $\widehat{H}_{I}$ is an example of a spin-boson model, where we have used the adimensional matrix $\widehat{H}_{\mathcal{P}}^{(\eta)}$ in such a way that $\left[\widehat{H}_{\mathcal{P}}, \widehat{H}_{I}\right]=0$. The latter condition exactly characterizes a model of pure dephasing. In fact, during the evolution the population of the $\mathcal{P}$ are constant, i.e. the probe does not change energy during the dynamics. Conversely, the interaction just affect the off-diagonal elements of $\varrho_{\mathcal{P}}(t)$, i.e. coherences in the energy basis are suppressed. As we already mentioned, this model is exactly solvable for the full closed system $\mathcal{P}+\mathcal{B}$, and the exact derivation is given in Appendix 10. The CPTP that describe the evolution of the probe only is given by

$$
\begin{equation*}
\Phi_{t}^{\beta}[\bullet]=\mathcal{V}^{\beta}(t) \circ \mathcal{R}(t) \circ \bullet \tag{5.19}
\end{equation*}
$$

where the $\circ$ is the Hadamard product (entrywise product), while $\mathcal{V}^{\beta}(t)$ and $\mathcal{R}(t)$ are $N \times N$ matrices. We stress that this evolution is given in the interaction picture. The first depends on the temperature

$$
\begin{equation*}
\mathcal{V}^{\beta}(t)=\sum_{j, l=0}^{N-1} e^{\frac{\left(\delta_{j}-\delta_{l}\right)^{2}}{4}} \Gamma(t \mid \beta)\left|e_{j}\right\rangle\left\langle e_{l}\right|, \tag{5.20}
\end{equation*}
$$

and depends on the function $\Gamma(t \mid \beta)$, also known as the decoherence function, defined as

$$
\begin{equation*}
\Gamma(t \mid \beta)=-4 \sum_{k} \frac{\left|g_{\boldsymbol{k}}\right|^{2}}{\omega_{\boldsymbol{k}}^{2}}\left(1-\cos \left(\omega_{\boldsymbol{k}}\right)\right) \operatorname{coth}\left(\frac{\omega_{\boldsymbol{k}} \beta}{2}\right) \tag{5.21}
\end{equation*}
$$

This encodes the rate of the damping due to the interaction and it is the one that depends on the temperature. Different temperatures yields different damping, and this is exactly the mechanism that allow us to distinguish between the two hypothesis.

The second contribution to the dynamics affects only the coherences between the energy levels and is a temperature independent contribution to the dynamics

$$
\begin{equation*}
\mathcal{R}(t)=\sum_{j, l=0}^{N-1} e^{i \xi(t) \frac{\delta_{j}^{2}-\delta_{l}^{2}}{4}}\left|e_{j}\right\rangle\left\langle e_{l}\right| ., \tag{5.22}
\end{equation*}
$$

where the function $\xi(t)$ is given by

$$
\begin{equation*}
\xi(t)=-4 \sum_{\boldsymbol{k}} \frac{\left|g_{\boldsymbol{k}}\right|^{2}}{\omega_{\boldsymbol{k}}^{2}}\left(\omega_{\boldsymbol{k}} t-\sin \left(\omega_{\boldsymbol{k}} t\right)\right) \tag{5.23}
\end{equation*}
$$

Being a temperature-independent phase function, it is the same for the two hypothesis and does not contribute to the probability of error. We notice also that for a qubit, this is the identity matrix $\mathbb{I}_{2}$.

In the continuous limit of the Bosonic modes, we replace $\sum_{k}$ with $\int d \omega f(\omega)$, where $f(\omega)$ is the density of the modes at frequency $\omega$ (henceforth we neglect the index $\boldsymbol{k}$ ), while the absolute value of the coupling constants $\left|g_{\boldsymbol{k}}\right|^{2}$ is replaced with a function of the frequencies $|g(\omega)|^{2}$. In this limit, we also define the spectral density as $J(\omega)=4 f(\omega)|g(\omega)|^{2}$. In this way the decoherence and the phase function reads as

$$
\begin{align*}
\Gamma(t \mid \beta) & =-\int_{0}^{+\infty} d \omega J(\omega) \operatorname{coth}\left(\frac{\omega \beta}{2}\right) \frac{1-\cos (\omega t)}{\omega^{2}}  \tag{5.24}\\
\xi(t) & =-\int_{0}^{+\infty} d \omega J(\omega) \frac{\omega t-\sin (\omega t)}{\omega^{2}} \tag{5.25}
\end{align*}
$$

Furthermore, we can split the decoherence function in two contribution

$$
\begin{equation*}
\Gamma(t \mid \beta)=-\int_{0}^{+\infty} d \omega J(\omega) 2\langle n(\omega)\rangle_{\beta} \frac{1-\cos (\omega t)}{\omega^{2}}-\int_{0}^{+\infty} d \omega J(\omega) \frac{1-\cos (\omega t)}{\omega^{2}} \tag{5.26}
\end{equation*}
$$

with the average number excitations at frequency $\omega$ and temperature $\beta$ given by

$$
\begin{equation*}
\langle n(\omega)\rangle_{\beta}=\exp \left(-\frac{\omega \beta}{2}\right) \operatorname{cosech}\left(\frac{\omega \beta}{2}\right) \tag{5.27}
\end{equation*}
$$

The first addendum in (5.26) is the contribution from the thermal noise and is temperature dependent, whereas the second is a vacuum quantum contribution to the dephasing, since it is present even in the case of a 0 temperature reservoir. The contribution due to this term is relevant only for $t<T^{-1}$, where the coherence loss are caused by quantum vacuum fluctuations. Instead for $t>T^{-1}$, the thermal contributions are larger.

In general, the spectral density $J(\omega)$ is characterized by a cut-off frequency which depends on the physical structure of the interaction between the probe and the thermal reservoir, and on the number of dimensions of the field. This can be modeled by an Ohmic-like spectral density

$$
\begin{equation*}
J_{s}\left(\omega \mid \omega_{c}\right)=\omega_{c}\left(\frac{\omega}{\omega_{c}}\right)^{s} e^{-\frac{\omega}{\omega_{c}}} \tag{5.28}
\end{equation*}
$$

where $s$ is the Ohmicity and $\omega_{c}$ is the cut-off frequency. The first in general depends on the dimensions of the field, i.e. on the density of state $f(\omega)$, while $\omega_{c}$ is related to the environmental correlation time. In general in the case of quantum-optical systems, $g(\omega) \propto \sqrt{\omega}$, while $G(\omega)$ can be constant for one-dimensional field or $G(\omega) \propto \omega^{2}$ for threedimensional field [261]. In the first case $s=1$ (Ohmic environment), while in the second $s=3$ (superohmic environment). In the following analysis, we will consider generic values of $\omega_{c}$ and $s$, keeping in mind that these two particular values of $s$ have a special physical relevance.

To conclude this section, we explicitly write the density matrix of the probe at time $t$ in the interaction picture, highlighting its dependence on the hypothesis $\beta_{k}$

$$
\begin{equation*}
\varrho_{\mathcal{P}}^{k}(t)=\sum_{j, l=0}^{N-1}\left\langle e_{j}\right| \varrho_{\mathcal{P}}\left|e_{l}\right\rangle e^{i \xi(t) \frac{\delta_{j}^{2}-\delta_{l}^{2}}{4}} e^{\frac{\left(\delta_{j}-\delta_{l}\right)^{2}}{4}} \Gamma\left(t \mid \beta_{k}\right)\left|e_{j}\right\rangle\left\langle e_{l}\right|, \tag{5.29}
\end{equation*}
$$

which will be the starting point of the following sections, where we present numerical results regarding our discrimination task.

### 5.4 Thermometry discrimination with pure dephasing probes

In this section, we study different systems with different dimensions that can be used as quantum probes for our task. We start with a qubit, then we consider a qutrit and a qudit. Eventually, we also consider a multipartite systems, also referred to as a quantum register.

### 5.4.1 Qubit probe

The qubit probe is given by $\widehat{H}_{\mathcal{P}}^{(2)}=\widehat{\sigma}_{z}$, or equivalently by $\delta_{0}=-1$ and $\delta_{1}=+1$ in our notation, with $\left|e_{0}\right\rangle \rightarrow|0\rangle$ and $\left|e_{1}\right\rangle \rightarrow|1\rangle$. As we have already noticed, for the special cose of the qubit $\mathcal{R}(t)$ is equal to $I$, and we eventually obtain that

$$
\varrho_{\mathcal{P}}^{k}(t)=\left(\begin{array}{cc}
1 & e^{\Gamma\left(t \mid \beta^{k}\right)}  \tag{5.30}\\
e^{\Gamma\left(t \mid \beta_{k}\right)} & 1
\end{array}\right) \circ \varrho_{\mathcal{P}}
$$

We can easily evaluate the $\Lambda$ operator in Eq. (2.8) as

$$
\Lambda=\left(\begin{array}{cc}
0 & \langle 1| \varrho_{\mathcal{P}}|0\rangle  \tag{5.31}\\
\langle 0| \varrho_{\mathcal{P}}|1\rangle & 0
\end{array}\right) \frac{e^{\Gamma\left(t \mid \beta_{2}\right)}-e^{\Gamma\left(t \mid \beta_{1}\right)}}{2}
$$

The eigenvalues of $\Lambda$ determines the probability of error, which is given by

$$
\begin{equation*}
\left.\left.p_{\text {oeq }}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2}\right)=\frac{1}{2}\left(1-\left|\langle 1| \varrho_{\mathcal{P}}\right| 0\right\rangle\left(e^{\Gamma\left(t \mid \beta_{2}\right)}-e^{\Gamma\left(t \mid \beta_{1}\right)}\right) \right\rvert\,\right) \tag{5.32}
\end{equation*}
$$

This does not depend on the initial population of the energy levels and on the frequency $\omega_{0}$ of the qubit, while just on the absolute value of the coherences $\left.\left|\langle 1| \varrho_{\mathcal{P}}\right| 0\right\rangle \mid$ between the two. This means that the optimal probe is the maximal coherent state $\varrho_{\mathcal{P}}=\left| \pm_{2}\right\rangle\left\langle \pm_{2}\right|$, where $\left| \pm_{2}\right\rangle=1 / \sqrt{2}(|0\rangle \pm|1\rangle)$.

We can also interpret this result in terms of the $l_{1}$ norm of coherence [329]

$$
\begin{equation*}
\left.\mathcal{C}[\varrho]=\sum_{i \neq j}|\langle i| \varrho| j\right\rangle \mid \tag{5.33}
\end{equation*}
$$

which in this case reads as

$$
\begin{equation*}
\left.\mathcal{C}\left[\varrho_{\mathcal{P}}^{k}(t)\right]=2\left|\langle 1| \varrho_{\mathcal{P}}\right| 0\right\rangle \mid e^{\Gamma\left(t \mid \beta_{k}\right)} \tag{5.34}
\end{equation*}
$$

In this way we can write the probability of error in Eq. (5.32) as

$$
\begin{equation*}
p_{\text {oeq }}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2}\right)=\frac{1}{2}\left(1-\left|\mathcal{C}\left[\varrho_{\mathcal{P}}^{2}(t)\right]-\mathcal{C}\left[\varrho_{\mathcal{P}}^{1}(t)\right]\right|\right) \tag{5.35}
\end{equation*}
$$



Figure 5.1: Probability of error $p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2}\right)$ as a function of time and $T_{2}$ for a qubit (5.32) initially prepared in a maximally coherent state. Left panel: $T_{1}=1 \mathrm{mK}$; right panel: $T_{1}=0$. We fixed $\omega_{c}=7 \mathrm{kHz}$ and $s=1$.

Better discrimination is obtained in the time-regime in which the difference between the coherences is larger. This is the main reason why maximally coherent states are optimal states, since they are more sensible to decoherence, which is the sole effect of the pure dephasing model.

Instead, the eigenvector of $\Lambda$ determines the optimal measurement. Choosing the optimal initial state as $|+\rangle$ (the case with $|-\rangle$ is analogous but with a reversed role of the two detectors), we see that the optimal POVM saturating the Helstrom bound is given by

$$
\begin{align*}
\Pi_{1} & =\frac{1}{2}\left(\mathbb{I}_{2}+\sigma_{x}\right)  \tag{5.36}\\
\Pi_{2} & =\frac{1}{2}\left(\mathbb{I}_{2}-\sigma_{x}\right) \tag{5.37}
\end{align*}
$$

This is a measurement of the spin along the $x$ axis, and remarkably does not depend niether on the two temperatures $\beta_{1}$ and $\beta_{2}$ nor in general on the structure of the thermal bath, i.e. the Ohmicity paramter $s$ or the cut-off frequency $\omega_{c}$. Not surprisingly, this is also the optimal measurement for the estimating temperature again in a pure dephasing probe [287].

## Result 7: Optimal strategy for out-of-equilibrium qubit discrimination

The optimal qubit preparation is the maximally coherent state, to which correspond the optimal strategy of measuring the qubit observable $\sigma_{x}$. The key quantum resource is the coherence of the energy levels, quantified by the $l_{1}$ norm of coherence.

In order to understand the role of time, we numerically evaluate the probability of error in Eq. (5.32) for an Ohmic environment $s=1$ with cut-off frequency $\omega_{c}=7 \mathrm{kHz}$ and we report the results in Fig. 5.1. In the left panel of Fig. 5.1, we fix one of the two temperature to a finite value $T_{1}=1 \mathrm{mK}$, and we plot $p_{o e q}^{\mathrm{ERR}}$ as a function of $t$ and $T_{2}$. We see that there is an optimal time $t_{\text {opt }}\left(T_{1}, T_{2}\right)$, that depends on both temperatures, which minimize the overall value of $p_{o e q}^{\mathrm{ERR}}$. Furthermore, the minimum values of $p_{o e q}^{\mathrm{ERR}}$ are obtained when $T_{2}$ is smaller than the fixed value of $T_{1}$, as one would expect.


Figure 5.2: Gain factor $\eta$ for the equilibrium vs out-of-equilibrium qubit prepared in a maximally coherent state given in Eq. (5.38). We report the result as a function of time $t$ and the second temperature $T_{2}$, while we fix $T_{1}=1 \mathrm{mK}$ (left panel), and $T_{1}=0 \mathrm{~K}$ (right panel). We set $\omega_{c}=7 \mathrm{kHz}$ and $s=1$.

Instead, in the right panel of Fig. 5.1, we consider the case in which $T_{1}=0 \mathrm{~K}$. Here, for times of order $10^{-5} \mathrm{~s}$, we see that there is a large optimal time interval, i.e. the darker red area where the $p_{\text {oeq }}^{\mathrm{ERR}}$ reaches the minimum. The main reason is that the decoherence function of the probe undergoing dephasing with the reservoir at zero-temperature does not feel the temperature-dependent term in Eq. (5.26), but only the loss due to the quantum vacuum fluctuations. As already discussed, quantum vacuum fluctuations are dominant in the early stage of the dephasing, but are temperature independent. Hence, the probe feel the same dephasing independently of the reservoir at temperature $T_{1}$ or $T_{2}$ for earlier times and the two hypothesis are indistinguishable. On the other side, when thermal fluctuations becomes dominant, the loss of coherences when the probe interacts with $T_{2} \neq 0$ significantly deviate from the loss only due to quantum vacuum fluctuations, i.e. when $T_{1}=0$. As a result, the probe undergoes a significantly different dynamics during the thermal regime and hence the probability of error achieve its minimum. ${ }^{1}$

The results discussed above are qualitatively similar to the cases with $s \neq 1$, in which numerical results show just that the optimal time decreases. The same effect occurs for smaller cut-off frequency $\omega_{c}$.

After having studied the performances of the out-of-equilibrium probe, it is particularly relevant to compare them with the discrimination performance of the equilibrium one. To have a faithful comparison, we define the gain factor

$$
\begin{equation*}
\eta\left(T_{1}, T_{2}\right)=1-\frac{p_{e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2}\right)}{p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2}\right)} \tag{5.38}
\end{equation*}
$$

Positive values of $\eta\left(T_{1}, T_{2}\right)$ indicate regions of parameters where the the out-ofequilibrium probe is better in the discrimination task and hence is preferable, whereas negative values indicate when the equilibrium outperforms the out-of-equilibrium. Usually, in the early time of the pure dephasing evolution the information about the temperature has not be transferred yet to the probe and hence its discrimination performances are poor. For this reasons we are more interested in the gain factor at the transient. This is reported in Fig. 5.2 for the same values of $s, \omega_{c}, T_{1}$ and $T_{2}$ used before. In the left

[^3]panel with $T_{1}=1 \mathrm{mK}$, we notice that there is a threshold time: before this time, out-of-equilibrium probe outperform equilibrium one. After this time, equilibrium probe is better in discriminating. Again, this can be understood with the fact that, at larger times the pure dephasing probe looses information about the temperature. In the right panel, with $T_{1}=0 \mathrm{~K}$, we observe a completely different behavior. Here the reason lies in the fact that in the limit of $T_{1} \rightarrow 0$, and for $T_{2}$ of the order of $10^{-3} \mathrm{~K}$, the probability of error for the discrimination of equilibrium probes $p_{e q}^{\mathrm{ERR}}$ is approximately $1 / 4$, i.e. we are in the region where equilibrium probes are optimal. Hence, in principle, equilibrium are better if one is able to perform the corresponding POVM, i.e. the detection of the ground state $\Pi_{1}=\left|e_{0}\right\rangle\left\langle e_{0}\right|$, as explained in Result 6.

### 5.4.2 Qutrit probe

Before moving to the general case of $N$ dimensional systems, it may be interesting to explore the case of a three level probe to already grasp the peculiarities with respect to the paradigmatic and quite simple example of the qubit. To have a faithful comparison, we consider the same spacing of the energy levels as we have used for the qubit, which means that $\delta_{0}=-2, \delta_{1}=0$ and $\delta_{2}=+2$. We also identify $\left|e_{0}\right\rangle \rightarrow|0\rangle,\left|e_{1}\right\rangle \rightarrow|1\rangle$ and $\left|e_{2}\right\rangle \rightarrow|2\rangle$. The reduced dynamics is given by (5.19), with

$$
\mathcal{V}^{\beta}(t)=\left(\begin{array}{ccc}
1 & e^{\Gamma(t \mid \beta)} & e^{4 \Gamma(t \mid \beta)}  \tag{5.39}\\
e^{\Gamma(t \mid \beta)} & 1 & e^{\Gamma(t \mid \beta)} \\
e^{4 \Gamma(t \mid \beta)} & e^{\Gamma(t \mid \beta)} & 1
\end{array}\right)
$$

The other matrix now $\mathcal{R}(t)$ is not the identity. Despite being irrelevant for the evaluation of the probability of error, it is important to find the optimal POVM.

The formula of $p_{o e q}^{\mathrm{ERR}}$ for a general superposition of the energy levels is quite cumbersome and it does not yield to any physical insights. However, since in the qubit we have realized that coherences are the key resource, and to have a fai comparison, we consider two initial preparations: the maximally coherent state $\left|+{ }_{3}\right\rangle=(|0\rangle+|1\rangle+|2\rangle) / \sqrt{3}$, and a qubit-like coherent state $\left|\varphi_{q}\right\rangle=(|0\rangle+|2\rangle) / \sqrt{2}$. To have compact formulas, we define the following function

$$
\begin{equation*}
\mathcal{D}_{N}\left(t ; \beta_{1}, \beta_{2}\right)=e^{(N-1)^{2} \Gamma\left(t \mid \beta_{2}\right)}-e^{(N-1)^{2} \Gamma\left(t \mid \beta_{1}\right)} \tag{5.40}
\end{equation*}
$$

which will be used extensively in the following and sometimes it will be shortened just to $\mathcal{D}_{N}$.

For the maximally coherent state we have that the probability of error is

$$
\begin{equation*}
p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2} ;\left|+{ }_{3}\right\rangle\right)=\frac{1}{2}\left(1-\frac{1}{6}\left|\mathcal{D}_{3}\left(t ; \beta_{1}, \beta_{2}\right)\right|\left(1+\sqrt{1+8\left(\frac{\mathcal{D}_{2}\left(t ; \beta_{1}, \beta_{2}\right)}{\mathcal{D}_{3}\left(t ; \beta_{1}, \beta_{2}\right)}\right)^{2}}\right)\right) \tag{5.41}
\end{equation*}
$$

Here the optimal POVM is obtained as $\Pi_{1}=\mathbb{I}_{3}-\Pi_{2}$ and $\Pi_{2}=\left|\lambda_{0}\right\rangle\left\langle\lambda_{0}\right|$, where

$$
\begin{equation*}
\left|\lambda_{0}\right\rangle=\frac{1}{\sqrt{2+\left|c_{+}^{(3)}\right|^{2}}}\left(\left|\tilde{e}_{0}\right\rangle+c_{+}^{(3)}\left|\tilde{e}_{1}\right\rangle+\left|\tilde{e}_{2}\right\rangle\right) \tag{5.42}
\end{equation*}
$$

where the coefficient $c_{+}^{(3)}$ is

$$
\begin{equation*}
c_{+}^{(3)}=-\frac{4 \mathcal{D}_{2}^{2}-\mathcal{D}_{3}^{2}+\mathcal{D}_{3} \sqrt{8 \mathcal{D}_{2}^{2}+\mathcal{D}_{3}^{2}}}{\mathcal{D}_{2}\left(3 \mathcal{D}_{3}+\sqrt{8 \mathcal{D}_{2}^{2}+\mathcal{D}_{3}^{2}}\right)} \tag{5.43}
\end{equation*}
$$

and with the modified energy eigenbasis that now depends explicitly on time from $\xi(t)$, and is given by

$$
\begin{equation*}
\left|\tilde{e}_{j}\right\rangle=\exp \left(i \xi(t) \delta_{j}^{2} / 4\right)\left|e_{j}\right\rangle \tag{5.44}
\end{equation*}
$$

We conclude that in this case the optimal POVM depends on the structure of the thermal bath, i.e. Ohmicity $s$ and cut-off frequency omega $a_{c}$, as well as on the temperatures.

For the second state under studying $\left|\varphi_{q}\right\rangle$, the probability is much similar to that obtained for a qubit and reads as

$$
\begin{equation*}
p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2} ;\left|\varphi_{q}\right\rangle\right)=\frac{1}{2}-\frac{1}{4}\left|e^{4 \Gamma\left(t \mid \beta_{1}\right)}-e^{4 \Gamma\left(t \mid \beta_{2}\right)}\right| \tag{5.45}
\end{equation*}
$$

The only difference the qubit's one is that the exponential have a more rapid decrease. As a result, the qualitative behavior is the same, but the minimum is achieved at smaller times.

We now want to compare the out-of-equilibrium qutrit with an equilibrium qutrit to study again under which conditions an enhancement is possible. Again, we define a gain function

$$
\begin{equation*}
\eta\left(\beta_{1}, \beta_{2}\right)=1-\frac{p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2} ;|+3\rangle\right)}{p_{e q ; 3}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2}\right)} \tag{5.46}
\end{equation*}
$$

For positive values of the gain factor, the probability of error for the out-of-equilibrium probe has lower probability of error, i.e. the discrimination is better. We report the numerical results in Fig. 5.3, left panel, for the usual values of the parameters and with $T_{1}=1 \mathrm{mK}$. We see that the gain factor is always positive for times smaller than a certain threshold, as already observed for the qubit.

To better understand the the enhancement coming from the dimension of the probe, we compare the performances for qubit and qutrit prepared in a maximally coherent state, i.e.

$$
\begin{equation*}
\eta_{+}\left(\beta_{1}, \beta_{2}\right)=1-\frac{p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2} ;\left|++_{3}\right\rangle\right)}{p_{o \mathrm{oq}}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2} ;\left|+{ }_{2}\right\rangle\right)} \tag{5.47}
\end{equation*}
$$

where the subscript + denotes that we are comparing the maximally coherent states and $p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2} ;\left|+{ }_{2}\right\rangle\right)$ is Eq. (5.32) evaluated for $\left|+_{2}\right\rangle$. The numerical results are showed in Fig. 5.3, right panel, for $T_{1}=1 \mathrm{mK}$. Positive values indicates a an improvement in the discrimination task when we use a qutrit instead of a qubit. As we may expect, the improvement occurs only for times smaller than a certain threshold and especially for a very small temperature $T_{2}$. The physical intuition behind this is that quantum coherence becomes more fragile for increasing dimension, and thus a qutrit probe is more sensitive than a qubit one, and this sensitivity is obtained at earlier times. In the next section we try to quantify the gain for a general $N$ dimensional probe.

### 5.4.3 Qudit probe

We now address the question of whether and how much an $N$ dimensional probe can improve the probability of error in the discrimination of the two temperatures. We focus again on the maximally coherent state, whose representation with a density matrix is given as $\varrho_{\mathcal{P}}=1 / N \mathbb{J}_{N}$, where $\mathbb{J}_{N}$ is the $N \times N$ matrix with all the entries equal to 1 . In


Figure 5.3: Left panel: gain factor $\eta$ for the equilibrium vs out-of-equilibrium qutrit prepared in a maximally coherent state given in Eq. (5.46). Right panel: gain factor $\eta_{+}$for the out-of-equilibrium qubit vs out-of-equilibrium qutriti given in Eq. (5.47). We report the result as a function of time $t$ and the second temperature $T_{2}$, while we fix $T_{1}=1 \mathrm{mK}$. We set $\omega_{c}=7 \mathrm{kHz}$, and $s=1$.
this case the $\Lambda$ operator reads as

$$
\left.\begin{array}{rl}
\Lambda & =\frac{1}{2 N}\left(\mathcal{V}^{\beta_{2}}(t)-\mathcal{V}^{\beta_{1}}(t)\right) \circ \mathcal{R}(t)= \\
& =\frac{1}{2 N} \sum_{j l}\left(e^{\frac{\left(\delta_{j}-\delta_{l}\right)^{2}}{4}} \Gamma\left(t \mid \beta_{2}\right)\right.  \tag{5.49}\\
& e^{\frac{\left(\delta_{j}-\delta_{l}\right)^{2}}{4}} \Gamma\left(t \mid \beta_{1}\right)
\end{array}\right)\left|\tilde{e}_{j}\right\rangle\left\langle\tilde{e}_{l}\right|, ~ l
$$

where the modified energy eigenbasis is defined in Eq. (5.44). To study how much we can gain with an $N$ dimensional probe, we study the regime in which we already know there is an advantage, as we have concluded studying the qutrit probe. This is when $\Gamma\left(t \mid \beta_{1}\right) \lll 0$ and $\Gamma\left(t \mid \beta_{2}\right)$, i.e. when under the first temperature the probe has already decohered, while under the second temperature has not yet decohered. In this case, the operator $\Lambda$ takes a much simpler expression, i.e.

$$
\Lambda \simeq \frac{1}{2 N}\left(\begin{array}{cccc}
0 & 1 & \ldots & 1  \tag{5.50}\\
1 & 0 & \ldots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \ldots & 0
\end{array}\right)
$$

Under these conditions, the trace of $|\Lambda|$ is equal to $1-1 / N$ and as a result

$$
\begin{equation*}
p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2} ;\left|+{ }_{n}\right\rangle\right) \geq \frac{1}{2 N} \tag{5.51}
\end{equation*}
$$

In this regime, the optimal POVM can be approximated by $\left\{\Pi_{1}=\mathbb{I}_{N}-\Pi_{2}, \Pi_{2}\left|\lambda_{0}\right\rangle\left\langle\lambda_{0}\right|\right\}$, where

$$
\begin{equation*}
\left|\lambda_{0}\right\rangle=\frac{1}{\sqrt{N}} \sum_{i=0}^{N}\left|\tilde{e}_{i}\right\rangle \tag{5.52}
\end{equation*}
$$

We see that in general the POVM depends non trivially on time $t$, on the temperatures and on the structure of the bath, apart from the case $N=2$, in which the optimal measurement is universal, i.e. is the same whatever the values of parameters and time.

Finally, comparing two out-of-equilibrium probes of dimension $N_{1}$ and $N_{2}$ in the regime just discussed, we obtain that

$$
\begin{equation*}
\eta_{+}\left(\beta_{1}, \beta_{2} ; N_{1}, N_{2}\right)=1-\frac{p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2} ;\left|+N_{1}\right\rangle\right)}{p_{o e q}^{\mathrm{RRR}}\left(\beta_{1}, \beta_{2} ;\left|+N_{2}\right\rangle\right)} \simeq 1-\frac{N_{2}}{N_{1}} \tag{5.53}
\end{equation*}
$$

In the case of qubit vs qutrit, $\eta_{+}\left(\beta_{1}, \beta_{2} ; 2,3\right) \simeq 1 / 3$, matching the maximum $\eta_{+}$we see in the right panel of Fig. 5.3.

### 5.4.4 Out-of-equilibrium quantum register made of two qubits

Now, we investigate the performance of a quantum register interacting locally with the thermal bath [147, 292]. The idea is study the role of entanglement in the discrimination of pure dephasing probes.

In this case the matrix of the levels spacing is given by

$$
\begin{equation*}
\widehat{H}_{\mathcal{P}}^{(2,2)}=\left(\widehat{\sigma}_{z} \otimes \widehat{\mathbb{I}}_{2}+\widehat{\mathbb{I}}_{2} \otimes \widehat{\sigma}_{z}\right) \tag{5.54}
\end{equation*}
$$

We thus obtain that $\delta_{00}=-2, \delta_{01}=0=\delta_{10}$ and $\delta_{11}=+2$ and make the identifications $\left|e_{0}\right\rangle \rightarrow|00\rangle,\left|e_{1}\right\rangle \rightarrow|01\rangle,\left|e_{2}\right\rangle \rightarrow|10\rangle$ and $\left|e_{3}\right\rangle \rightarrow|11\rangle$. The reduced dynamics is given by Eq. (5.19), with the matrix $\mathcal{V}^{\beta}(t)$ now given by

$$
\mathcal{V}^{\beta}(t)=\left(\begin{array}{cccc}
1 & e^{\Gamma(t \mid \beta)} & e^{\Gamma(t \mid \beta)} & e^{4 \Gamma(t \mid \beta)}  \tag{5.55}\\
e^{\Gamma(t \mid \beta)} & 1 & 1 & e^{\Gamma(t \mid \beta)} \\
e^{\Gamma(t \mid \beta)} & 1 & 1 & e^{\Gamma(t \mid \beta)} \\
e^{4 \Gamma(t \mid \beta)} & e^{\Gamma(t \mid \beta)} & e^{\Gamma(t \mid \beta)} & 1
\end{array}\right)
$$

For the register initially prepared in a maximally coherent state $\left|\varphi_{4}\right\rangle=\frac{1}{4} \sum_{k}\left|e_{k}\right\rangle$ we have

$$
\begin{equation*}
\operatorname{Tr}\{|\Lambda|\}=\frac{1}{8}\left|\mathcal{D}_{3}\left(t ; \beta_{1}, \beta_{2}\right)\right|\left[1+\sqrt{1+16\left(\frac{\mathcal{D}_{2}\left(t ; \beta_{1}, \beta_{2}\right)}{\mathcal{D}_{3}\left(t ; \beta_{1}, \beta_{2}\right)}\right)^{2}}\right] \tag{5.56}
\end{equation*}
$$

The corresponding probability of error is denoted as $p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2} ;\left|\varphi_{4}\right\rangle\right)$, and the POVM is given by $\left\{\Pi_{1}=\mathbb{I}_{4}-\Pi_{2}, \Pi_{2}=\left|\lambda_{0}\right\rangle\left\langle\lambda_{0}\right|\right\}$ where

$$
\begin{equation*}
\left|\lambda_{0}\right\rangle=\frac{1}{\sqrt{2+2\left|c_{+}^{(2,2)}\right|^{2}}}\left(\left|\tilde{e}_{0}\right\rangle+c_{+}^{(2,2)}\left|\tilde{e}_{1}\right\rangle+c_{+}^{(2,2)}\left|\tilde{e}_{2}\right\rangle+\left|\tilde{e}_{3}\right\rangle\right) \tag{5.57}
\end{equation*}
$$

with

$$
\begin{equation*}
c_{+}^{(2,2)}=\frac{\mathcal{D}_{2}\left(3 \mathcal{D}_{3}+\sqrt{16 \mathcal{D}_{2}^{2}+\mathcal{D}_{3}^{2}}\right)}{4 \mathcal{D}_{2}^{2}+\mathcal{D}_{3}^{2}+B \sqrt{16 \mathcal{D}_{2}^{2}+\mathcal{D}_{3}^{2}}} \tag{5.58}
\end{equation*}
$$

Again, the optimal POVM depends both on time $t$ and temperatures $\beta_{1}, \beta_{2}$.
Moreover, having at disposal two qubits, one may wonder whether entanglement may play a role in the discrimination task. We thus consider the four Bell states as possibile initial preparation of the probe register. As it may be easily seen, the states $\left|\Psi^{ \pm}\right\rangle=1 / \sqrt{2}(|01\rangle \pm|10\rangle)$ are useless since they are invariant under dynamics (5.55). Concerning the states $\left|\Phi^{ \pm}\right\rangle=1 / \sqrt{2}(|00\rangle \pm|11\rangle)$ the probability of error $p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2} ;\left|\Phi^{+}\right\rangle\right)$ is equal to that of the qutrit prepared in the state $\left|\varphi_{q}\right\rangle$.


Figure 5.4: Gain factor $\eta_{e}$ (max-coherent vs entangled probes) given in (5.59) as a function of time $t$ and $T_{2}$. We fixed $\omega_{c}=7 \mathrm{kHz}$ and $s=1$ and $T_{1}=1 \mathrm{mK}$

In order to evaluate whether entanglement is a resource or not in the discrimination task, we compare the error probability obtained wit a maximally coherent probe with that obtained with the Bell state $\left|\Phi^{+}\right\rangle$by the factor

$$
\begin{equation*}
\eta_{e}\left(\beta_{1}, \beta_{2} ;\left|\Phi^{+}\right\rangle,\left|\varphi_{4}\right\rangle\right)=1-\frac{p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2} ;\left|\Phi^{+}\right\rangle\right)}{p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2} ;\left|\varphi_{4}\right\rangle\right)} . \tag{5.59}
\end{equation*}
$$

In Fig. 5.4, we clearly see a threshold time that splits the plot into two parts: the first, at smaller times, where entangled probes lead to a lower probability of error. In the second region, i.e. for larger times, maximally coherent probes outperform entangled ones.

### 5.4.5 Out-of-equilibrium entangled states in a quantum register of $N$ qubits

In this section we explore more in detail the performance of multipartite entangled probes, providing an explanation of why entangled states are better probes at smaller times, and discussing also the optimal POVM. Our system of interest is a $N$-dimensional quantum register.

Firstly, let's consider $N$ dimensional $G H Z$ states

$$
\begin{equation*}
\left|G H Z_{N}\right\rangle=\frac{1}{\sqrt{2}}(|0 \cdots 0\rangle+|1 \cdots 1\rangle \tag{5.60}
\end{equation*}
$$

In the basis $\left|\tilde{e}_{j}\right\rangle$ we have that

$$
\Lambda=\frac{1}{4}\left(\begin{array}{ccc}
0 & \cdots & \mathcal{D}_{N}\left(t ; \beta_{1}, \beta_{2}\right)  \tag{5.61}\\
\vdots & \ddots & \vdots \\
\mathcal{D}_{N}\left(t ; \beta_{1}, \beta_{2}\right) & \cdots & 0
\end{array}\right)
$$

It is straightforward to see that

$$
\begin{equation*}
p_{o e q}^{\mathrm{ERR}}\left(\beta_{1}, \beta_{2} ; N\right)=\frac{1}{2}\left(1-\frac{\left|\mathcal{D}_{N}\left(t ; \beta_{1}, \beta_{2}\right)\right|}{2}\right) \tag{5.62}
\end{equation*}
$$

The probability of error has the same form of that of the qubit, with the only difference in the pre-factor of $\Gamma(t \mid \beta)$, which results only in a rescaling of the optimal time, as it has
been discussed for the quantum register of two qubits. The optimal POVM is given by $\left\{\Pi_{1}=\left|G H Z_{N}\right\rangle\left\langle G H Z_{N}\right|, \Pi_{2}=\mathbb{I}_{2^{N}}-\Pi_{1}\right\}$ and it is time and temperature independent. We notice also that this is a collective measure. In addition, we notice that in the optimal region $\Gamma\left(t \mid \beta_{1}\right) \ll 0$ and $\Gamma\left(t \mid \beta_{2}\right) \simeq 0$ we have that $p_{o e q}^{\mathrm{ERR}} \geq 1 / 4$, so there is no scaling advantage in term of dimension $N$.

Secondly, we consider $W$ states,

$$
\begin{equation*}
\left|W_{N}\right\rangle=\frac{1}{\sqrt{N}}(|10 \cdots 0\rangle+|01 \cdots 0\rangle+\ldots|0 \cdots 01\rangle) \tag{5.63}
\end{equation*}
$$

All the elements in the superposition have the same energy, so the state is stationary. Thus, there is no dephasing in the state and consequently the probability of error is maximum $p_{o e q}^{\mathrm{ERR}}=1 / 2$.

We conclude that entanglement is not always necessary in temperature discrimination. Indeed, entangled state might not be sensitive at all.

### 5.5 Conclusion

In this chapter, we have analyzed in detail the use of quantum probes to discriminate two structured baths at different temperatures. In particular, we have addressed quantum probes interacting with their environment by a dephasing Hamiltonian and compared the discrimination performance with those at equilibrium.

At first, we have addressed the discrimination problem for an equilibrium probe and evaluated the probability of error, showing that energy measurement is optimal in this regime. We have then moved to out-of-equilibrium dephasing probes, and derived the exact reduced dynamics for a finite quantum system locally interacting with an Ohmiclike thermal bath. Upon exploiting this result, we have studied the behavior of the probability of error as a function of the interaction time and found that in the low-temperature regime out-of-equilibrium probes outperform equilibrium ones at finite times. We also found that there is a finite value of the interaction time minimizing the probability of error. In turn, it results that for qubit systems, maximally coherent states generally represent the best preparation of the probe for the discrimination task. On the other hand, when one of the two temperatures is zero, equilibrium probes may represent the optimal choice. For maximally coherent qubit probes, we have obtained the optimal POVM, which is a spin measurement along the $x$-axis. Remarkably, this POVM is independent of time and temperatures (except for the free evolution phase factor). Instead, for maximally coherent qudits of dimension $N$, we found that under some conditions, there is an optimal region where the minimum probability of error scales as $1 / 2 N$. In general, for qudits, the optimal POVM is time and temperatures dependent, but the temperature dependency disappears in the optimal region.

We have compared qubit probes with qutrit ones, and have shown numerically that qutrits allow one to achieve lower error probability. Finally, we have also investigated the role of entanglement, showing that at variance with maximally coherent probes, there is no scaling in the minimum of the probability of error, but only a decrease in the optimal time scale. Moreover, the optimal POVM for GHZ states does not depend on the temperatures. Overall, we conclude that the optimal POVM may be easily implemented for qubit and GHZ probes, whereas it may be more challenging to realize in practice optimal discrimination with higher dimensional probes.

Our results indicate that dephasing quantum probes are useful for the task of discriminating temperatures at intermediate interaction times, and that out-of-equilibrium
coherent quantum probes represent a resource not only for quantum estimation but also for quantum discrimination.

## Part III

## Characterization of quantum systems

# Quantum probes for the characterization of nonlinear media 

Squeezed states and entangled pairs of photons are crucial resources in current implementations of quantum technologies [62], including quantum-enhanced sensing, quantum repeaters and the realization of quantum gates in several platforms. The experimental generation of these states exploits the nonlinear response of active materials. In turn, the precise characterization of the nonlinear behaviour of active optical media represents a crucial tool for the development of novel and reliable sensors, aimed at improving protocols for non-invasive diagnosis and secure communication, among others.

The quantitative characterization of the nonlinear coupling may be in principle achieved using semiclassical probes, e.g. laser beams in optical systems [18], or thermal perturbations in optomechanical ones [58,65]. On the other hand, quantum probes, i.e. probes with nonclassical properties, are naturally very sensitive to the environment, and can be therefore used to improve precision and make very accurate sensors. As a result of steady progress in material quality and control, cost reduction and the miniaturisation of components, these devices are now ready to be carried over into numerous applications.

From a metrological point of view, the problem of designing a characterization scheme for the nonlinearities is twofold. On the one hand, one should find the optimal measurement and evaluate the corresponding ultimate bounds to precision: this will serve as a benchmark in the design of any device using nonlinear media. On the other hand, it is necessary to determine the optimal probe signals among those achievable with current technology.

The aim of this chapter is to address the above problems for nonlinear interactions corresponding to Hamiltonians of the form $\widehat{H}=\tilde{\lambda}\left(\widehat{a}+\widehat{a}^{\dagger}\right)^{\zeta}$, where $\widehat{a}$ is the annihilation bosonic field operator satisfying $\left[\widehat{a}, \widehat{a}^{\dagger}\right]=\mathbb{I}$. In particular, we consider situations where both the coupling parameter $\tilde{\lambda}$ and the order of nonlinearity $\zeta$ are to be estimated by probing the medium with suitable optical signals. These Hamiltonians are encountered rather commonly in quantum optics, and provide an effective description of the interaction between radiation and matter. In fact, they follow from the quantum interaction between a quantized single-mode field and an active medium treated parametrically [228].

As a matter of fact, the larger is the nonlinear order, the less effective is the nonlinearity. For instance, the non-linear processes naturally occurring in the optical fibers are tiny. On the other hand, they can grow and become relevant as the length of the fiber and, thus, the interaction time, increases. Effects are particularly important in singlemode fibres, in which the small field-mode dimension results in substantially high light intensities despite relatively modest input powers [321]. In turn, a long-standing goal in optical science has been the implementation of non-linear effects at progressively lower light powers or pulse energies [16].

Here, we investigate the scaling of the precision as a function of the average number of photons of the probe, and we assess the performance of different probing signals, with the goal of quantifying the improvement achievable by using nonclassical resources as squeezing. Indeed, there have been several indications in the recent years [46, 35, 60, 147, 299] that quantum probes offer advantages in terms of precision and stability compared to their classical counterparts. In particular, upon using tools from quantum estimation theory $[266,5]$, we are going to determine the optimal measurement to be performed at the output, and to evaluate the corresponding ultimate quantum limit to precision. Additionally, we will investigate the performance of different probe preparations in order to assess whether a nonclassical preparation of the probe may improve precision in some realistic scenarios.

Our results may find applications in different fields ranging from quantum optics to optomechanics and to more general systems involving phonons [253]. Nonetheless, in order to make the presentation more concrete, we will mostly refer to a light beam interacting with optical media. In particular, to illustrate the basic features of our proposal, we consider two kinds of probes: customary coherent signals and squeezed ones. We let the probe interact with the nonlinear medium, and then we perform a measurement in order to extract information about the parameters we want to estimate. Finally, we evaluate the corresponding quantum Fisher information (QFI) and we determine the optimal probe preparation. We will show that squeezing is indeed a resource to enhance characterization at the quantum level, especially for fragile samples where a strong constraint on the probe energy is present.

The chapter is structured as follows. In Section 6.1, we briefly review the tools of quantum estimation theory applied to unitary-encoded statistical models. We obtain the ultimate bounds to precision in Section 6.2, and illustrate our results in Sections 6.3 and 6.4, where we discuss optimal estimation for separate and joint estimation, respectively. Finally, Section 6.5 closes the chapter with some concluding remarks.

### 6.1 Multi-parameter metrology with unitary-encoded parameters

In this first section, we review the basic tools of local multi-parameter quantum estimation theory with unitary-encoded parameters, following the introduction given in Sec. 2.2.4. Our case of study consists of a family of pure states

$$
\begin{equation*}
\varrho_{\boldsymbol{\lambda}}=\left|\psi_{\boldsymbol{\lambda}}\right\rangle\left\langle\psi_{\boldsymbol{\lambda}}\right|=\widehat{U}_{\boldsymbol{\lambda}}\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right| \widehat{U}_{\boldsymbol{\lambda}}^{\dagger} \tag{6.1}
\end{equation*}
$$

for whom the SLD can be simply evaluated. Since for pure states

$$
\begin{equation*}
\varrho_{\boldsymbol{\lambda}}^{2}=\varrho_{\boldsymbol{\lambda}} \tag{6.2}
\end{equation*}
$$

it follows from a direct calculation that

$$
\begin{equation*}
\partial_{\lambda_{n}} \varrho_{\boldsymbol{\lambda}}=\left(\partial_{\lambda_{n}} \varrho_{\boldsymbol{\lambda}}\right) \varrho_{\boldsymbol{\lambda}}+\varrho_{\boldsymbol{\lambda}}\left(\partial_{\lambda_{n}} \varrho_{\boldsymbol{\lambda}}\right) \tag{6.3}
\end{equation*}
$$

Hence, we recognize the Lyapunov Equation that defines the SLD operators in Eq. (2.41), whose solution in this case is simply

$$
\begin{equation*}
\widehat{L}_{\lambda_{n}}=2 \partial_{\lambda_{n}} \varrho_{\lambda} \tag{6.4}
\end{equation*}
$$

Since every unitary operator can be written as $\widehat{U}_{\boldsymbol{\lambda}}=\exp \left\{-i t \widehat{H}_{\boldsymbol{\lambda}}\right\}$ and assuming that $\left[\partial_{\lambda_{n}} \widehat{H}_{\boldsymbol{\lambda}}, \widehat{H}_{\boldsymbol{\lambda}}\right]=0^{1}$, we obtain that

$$
\begin{equation*}
\widehat{L}_{\lambda_{n}}=-2 i t \widehat{U}_{\boldsymbol{\lambda}}\left[\partial_{\lambda_{n}} \widehat{H}_{\boldsymbol{\lambda}}, \varrho_{0}\right] \widehat{U}_{\boldsymbol{\lambda}}^{\dagger} \tag{6.6}
\end{equation*}
$$

from which we can obtain the optimal POVM for the individual estimations of the parameters. Furthermore, it is easy to extended the QFI for pure states in Eq. (2.59) to the QFIM matrix and the Uhlmann matrix, as

$$
\begin{align*}
& {[\mathcal{Q}(\boldsymbol{\lambda})]_{n m}=4 \Re \mathrm{e}\left[\left\langle\partial_{\lambda_{n}} \psi_{\boldsymbol{\lambda}} \mid \partial_{\lambda_{m}} \psi_{\boldsymbol{\lambda}}\right\rangle+\left\langle\partial_{\lambda_{n}} \psi_{\boldsymbol{\lambda}} \mid \psi_{\boldsymbol{\lambda}}\right\rangle\left\langle\partial_{\lambda_{m}} \psi_{\boldsymbol{\lambda}} \mid \psi_{\boldsymbol{\lambda}}\right\rangle\right]}  \tag{6.7a}\\
& {[\mathcal{U}(\boldsymbol{\lambda})]_{n m}=4 \Im \mathrm{~m}\left[\left\langle\partial_{\lambda_{n}} \psi_{\boldsymbol{\lambda}} \mid \partial_{\lambda_{m}} \psi_{\boldsymbol{\lambda}}\right\rangle\right]} \tag{6.7b}
\end{align*}
$$

The inverse of the QFIM is a lower bound for the covariance matrix of any estimator, see Theorem 5. In general this bound is not tight. This is due to the lack of commutativity of the SLDs $\left\{\widehat{L}_{\lambda_{n}}\right\}_{n=1}^{d}$. Nonetheless, the achievability of the bound given by the QFIM is subject to a weaker condition given by Eq. (2.29), which involves the Uhlmann matrix, see Result 2 for details. In our case of unitary-encode parameters, this condition reads as

$$
\begin{equation*}
[\mathcal{U}(\boldsymbol{\lambda})]_{n m}=4 t^{2}\left\langle\psi_{0}\right|\left[\partial_{\lambda_{n}} \widehat{H}_{\boldsymbol{\lambda}}, \partial_{\lambda_{m}} \widehat{H}_{\boldsymbol{\lambda}}\right]\left|\psi_{0}\right\rangle=0 \tag{6.8}
\end{equation*}
$$

We notice that this condition is equivalent to the one used to derive Eq. (6.6) and which is satisfied in our estimation problem. Hence, we conclude that a sufficient condition for the attainability of the matrix and scalar SLD-CRb in Eq. (2.72) is that $\left[\partial_{\lambda_{n}} \widehat{H}_{\boldsymbol{\lambda}}, \widehat{H}_{\boldsymbol{\lambda}}\right]=0$. Moreover, since the SLDs do not commute only on average, but also as operator, the optimal POVM is projective and given by their common eigen-projectors. Hence, the statistical model is quasi classical, according to [5], and the bound is attainable with single-copy measurements.

### 6.2 QFI matrix for optical non-linearities

Let us now go into more detail and analyze multi-parameter estimation by specifying our physical system. The hamiltonian that generates the unitary depends on two parameters: the coupling parameter $\tilde{\lambda}$ and the order $\zeta$ of a non-linear interaction

$$
\begin{equation*}
\widehat{H}=\tilde{\lambda} \widehat{G}_{\zeta} \tag{6.9}
\end{equation*}
$$

where the generator $\widehat{G}_{\zeta}$ is given by

$$
\begin{equation*}
\widehat{G}_{\zeta}=\left(\widehat{a}+\widehat{a}^{\dagger}\right)^{\zeta} \tag{6.10}
\end{equation*}
$$

Accordingly, the time evolution of a pure probe state $\left|\psi_{0}\right\rangle$ under the Hamiltonian (6.9) reads:

$$
\begin{equation*}
\left|\psi_{\boldsymbol{\lambda}}\right\rangle \equiv\left|\psi_{\boldsymbol{\lambda}}(t)\right\rangle=e^{-i \widehat{H} t}\left|\psi_{0}\right\rangle=e^{-i \lambda \widehat{G}_{\zeta}}\left|\psi_{0}\right\rangle \tag{6.11}
\end{equation*}
$$

[^4]where $\lambda=\tilde{\lambda} t$. For the sake of brevity, we can consider a reparametrization, and by using Eq. (2.70), we can write
\[

$$
\begin{equation*}
\mathcal{Q}(\tilde{\lambda}, \zeta)=\boldsymbol{B} \mathcal{Q}(\lambda, \zeta) \boldsymbol{B}^{T} \tag{6.12}
\end{equation*}
$$

\]

where the matrix elements of $\boldsymbol{B}$ are all null but $[\boldsymbol{B}]_{11}=t$. In this way, we can focus only on the joint estimation of $\lambda$ and $\zeta$, being this totally equivalent to the joint estimation of $\tilde{\lambda}$ and $\zeta$.

We notice that for the individual estimation of $\lambda$, the element of the QFI matrix is given by Eq. (2.59), and, from the Hamiltonian (6.9), the QFI can be written as

$$
\begin{equation*}
\mathcal{Q}_{\lambda \lambda}=4\left[\left\langle\psi_{0}\right| \widehat{G}_{2 \zeta}\left|\psi_{0}\right\rangle-\left\langle\psi_{0}\right| \widehat{G}_{\zeta}\left|\psi_{0}\right\rangle^{2}\right] .{ }^{2} \tag{6.13}
\end{equation*}
$$

Analogously, for the estimation of the order of nonlinearity $\zeta$ only, we have:

$$
\begin{equation*}
\left|\partial_{\zeta} \psi_{\boldsymbol{\lambda}}\right\rangle=-i \lambda \zeta \widehat{G}_{\zeta-1}\left|\psi_{\boldsymbol{\lambda}}\right\rangle \tag{6.14}
\end{equation*}
$$

and the corresponding QFI matrix element reads

$$
\begin{equation*}
\mathcal{Q}_{\zeta \zeta}=4(\lambda \zeta)^{2}\left[\left\langle\psi_{0}\right| \widehat{G}_{2(\zeta-1)}\left|\psi_{0}\right\rangle-\left\langle\psi_{0}\right| \widehat{G}_{\zeta-1}\left|\psi_{0}\right\rangle^{2}\right] . \tag{6.15}
\end{equation*}
$$

By using the expression for $\left|\partial_{\zeta} \psi_{\boldsymbol{\lambda}}\right\rangle$, it is straightforward to evaluate also the off-diagonal elements, obtaining

$$
\begin{equation*}
\mathcal{Q}_{\zeta \lambda}=4 \lambda \zeta\left[\left\langle\psi_{0}\right| \widehat{G}_{2 \zeta-1}\left|\psi_{0}\right\rangle-\left\langle\psi_{0}\right| \widehat{G}_{\zeta}\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right| \widehat{G}_{\zeta-1}\left|\psi_{0}\right\rangle\right] . \tag{6.16}
\end{equation*}
$$

According to the above expressions, the bound to precision for the individual estimation of $\zeta$ may be derived from that for the estimation of $\lambda$, apart from a rescaling. Together with Eq. (6.16) this confirms that all the QFI matrix elements depend on combinations of the expectation value $\left\langle\psi_{0}\right| \widehat{G}_{k}\left|\psi_{0}\right\rangle$ for different values of $k$, therefore this quantity will be studied in great detail in the following sections.

### 6.3 Optimal probes for individual estimation

After having studied the estimation problem from the point of view of the measurement process, i.e. the QFI matrix corresponding to the optimal measurement, we address now the problem of finding the optimal probe, i.e. the optimal input state to achieve the ultimate bound in the precision of the estimation [6]. In this section, we separately optimize the probe for the individual estimation of $\lambda$ and $\zeta$, i.e. we find the initial states that maximize respectively $\mathcal{Q}_{\lambda \lambda}$ and $\mathcal{Q}_{\zeta \zeta}$. These optimal probes may not be the same, meaning that different preparations are necessary in order to optimally estimate $\lambda$ or $\zeta$. The joint estimation of both parameters will be discussed in the next Section.

In our analysis, we focus on the relevant class of Gaussian probes, namely, states that exhibit a Gaussian Wigner function [259, 314]. In particular, we consider the performance of the so-called displaced coherent states, that can be easily generated and manipulated by current quantum optics technology [97]. Coherent states are usually considered to be

[^5]the closest quantum states to classical ones. They are eigenstates of the annihilation operator, $\widehat{a}|\alpha\rangle=\alpha|\alpha\rangle$, where $\alpha \in \mathbb{C}$, and can be written as
\[

$$
\begin{equation*}
|\alpha\rangle=\widehat{D}(\alpha)|0\rangle=e^{-|\alpha|^{2} / 2} \sum_{n} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle, \tag{6.17}
\end{equation*}
$$

\]

where $\widehat{D}(\alpha)=e^{\alpha a^{\dagger}-\alpha^{*} a}$ is the displacement operator, $|0\rangle$ the vacuum state and $\{|n\rangle\}_{n \in \mathbb{N}}$ is the Fock basis. A displaced squeezed state is defined as follows [259]

$$
\begin{equation*}
|\alpha, \xi\rangle=\widehat{D}(\alpha) \widehat{S}(\xi)|0\rangle \tag{6.18}
\end{equation*}
$$

where $\widehat{S}(\xi)=\exp \left\{\frac{1}{2}\left[\xi\left(\widehat{a}^{\dagger}\right)^{2}-\xi^{*} \widehat{a}^{2}\right]\right\}$ is the single-mode squeezing operator and $\xi \in \mathbb{C}$ is the complex squeezing parameter. If $\alpha=0$, we obtain the so-called squeezed vacuum state, whereas for $\xi=0$ we have a coherent state. Given the state $|\alpha, \xi\rangle$, it is convenient to introduce the total number of photons $N$ and the squeezing fraction $\gamma$, namely:

$$
\begin{equation*}
N=\langle\alpha, \xi| \widehat{N}|\alpha, \xi\rangle=N_{\mathrm{ch}}+N_{\mathrm{sq}} \quad \text { and } \quad \gamma=\frac{N_{\mathrm{sq}}}{N_{\mathrm{ch}}+N_{\mathrm{sq}}} \tag{6.19}
\end{equation*}
$$

where we set $\xi=r e^{i \theta}, \widehat{N}=\widehat{a}^{\dagger} \widehat{a}$ is the number operator and we defined the number of squeezing photons $N_{\mathrm{sq}}=\sinh ^{2} r=\gamma N$, whereas the number of coherent photons is $N_{\mathrm{ch}}=|\alpha|^{2}=(1-\gamma) N$. If $\gamma=0$, we have a coherent state $|\alpha\rangle$, whereas for $\gamma=1$ we obtain the squeezed vacuum $|0, \xi\rangle$. Our ultimate goal is thus determining the optimal parameters $\alpha$ and $\xi$, which realize the maximum of the QFI at fixed $N$ and, eventually, to determine the optimal state to probe the non-linear medium in order to estimate the two non-linearity parameters.

Following the previous section, given the probe state $\left|\psi_{0}\right\rangle=|\alpha, \xi\rangle$, we have to evaluate the expectation value of $\widehat{G}_{\zeta}$. To this aim, we start writing the following identity

$$
\begin{equation*}
\widehat{G}_{\zeta}=\left(\widehat{a}+\widehat{a}^{\dagger}\right)^{\zeta}=\zeta!\sum_{\kappa=0}^{\infty} \delta_{\zeta \kappa} \frac{1}{\kappa!}\left(\widehat{a}+\widehat{a}^{\dagger}\right)^{\kappa} \tag{6.20}
\end{equation*}
$$

Moreover, we use the following expression for the Kronecker delta

$$
\begin{equation*}
\delta_{\kappa \zeta}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} d x e^{i(\kappa-\zeta) x} \tag{6.21}
\end{equation*}
$$

which lead us to

$$
\begin{align*}
\widehat{G}_{\zeta} & =\zeta!\int_{-\pi}^{\pi} \frac{d x}{2 \pi} e^{-i \zeta x} \sum_{\kappa=0}^{+\infty} \frac{e^{i \kappa x}}{\kappa!}\left(\widehat{a}+\widehat{a}^{\dagger}\right)^{\kappa}  \tag{6.22}\\
& =\zeta!\int_{-\pi}^{\pi} \frac{d x}{2 \pi} e^{-i \zeta x} e^{i x\left(\widehat{a}+\widehat{a}^{\dagger}\right)} \tag{6.23}
\end{align*}
$$

Now, considering that the creation and annihilation operator satisfy $\left[\hat{a}, \widehat{a}^{\dagger}\right]=\mathbb{I}$, we can


Figure 6.1: First line: The QFI $\mathcal{Q}_{\lambda \lambda}$ of Eq. (6.13) as a function of the squeezing phase $\theta$ and coherent amplitude phase $\phi$ for $N=3$ and for different values of the order of nonlinearity $\zeta$ : from bottom to top $\zeta=2,3$ and 4 . Second line: The QFI $\mathcal{Q}_{\zeta \zeta}$ of Eq. (6.15) rescaled by $\lambda^{2}$ as a function of the squeezing parameter phase $\theta$ and coherent amplitude phase $\phi$ for $N=3$ and for different values of the order of nonlinearity $\zeta$ : from bottom to top $\zeta=2,3$ and 4 . On both lines, the plots refer to different values of the squeezing ratio: (left panels) $\gamma=0.01$, (middle panels) $\gamma=0.5$ and (right panels) panel: $\gamma=0.99$. Notice that the quantity $\mathcal{Q}_{\zeta \zeta} / \lambda^{2}$ is independent of $\lambda$.
write $e^{i x\left(\widehat{a}+\widehat{a}^{\dagger}\right)}=\exp \left\{e^{i x} \widehat{a}^{\dagger}\right\} \exp \left\{e^{i x} \widehat{a}\right\} \exp \left\{e^{2 i x} / 2\right\}$, and consequently we obtain

$$
\begin{align*}
\widehat{G}_{\zeta} & =\zeta!\int_{-\pi}^{\pi} \frac{d x}{2 \pi} e^{-i \zeta x} \sum_{s=0}^{+\infty} \frac{\left(e^{i x} \widehat{a}^{\dagger}\right)^{s}}{s!} \sum_{t=0}^{+\infty} \frac{\left(e^{i x} \widehat{a}\right)^{t}}{t!} \sum_{m=0}^{+\infty} \frac{\left(e^{2 i x}\right)^{m}}{2^{m} m!}=  \tag{6.24}\\
& =\zeta!\sum_{s, t, m=0}^{+\infty} \frac{\left(\widehat{a}^{\dagger}\right)^{s}(\widehat{a})^{t}}{s!t!m!2^{m}} \int_{-\pi}^{\pi} \frac{d x}{2 \pi} e^{i x(s+t+2 m-\zeta)}=  \tag{6.25}\\
& =\sum_{s, t, m=0}^{+\infty} \frac{\zeta!}{s!t!m!2^{m}}\left(\widehat{a}^{\dagger}\right)^{s}(\widehat{a})^{t} \delta_{\zeta, s+t+2 m} . \tag{6.26}
\end{align*}
$$

In the last expression, we may perform the sum over $t$ and, noticing that $s$ can be at most $\zeta-2 m$, while $m$ can be at most $\lfloor\zeta / 2\rfloor$, we finally obtain $[346,220]$

$$
\begin{equation*}
\widehat{G}_{\zeta}=\sum_{m=0}^{\lfloor\zeta / 2\rfloor} \sum_{s=0}^{\zeta-2 m} C(\zeta, m, s)\left(\widehat{a}^{\dagger}\right)^{s}(\widehat{a})^{\zeta-2 m-s} \tag{6.27}
\end{equation*}
$$

where

$$
\begin{equation*}
C(\zeta, m, s)=\frac{\zeta!}{2^{m} m!s!(\zeta-2 m-s)!} \tag{6.28}
\end{equation*}
$$

More generally, the normal order of $\left(e^{i \psi} \widehat{a}+e^{-i \psi} \widehat{a}^{\dagger}\right)^{\zeta}$ may be obtained. In this case, we redefine the ladder operators as $\widehat{b}=e^{i \psi} \widehat{a}, \widehat{b}^{\dagger}=e^{-i \psi} \widehat{a}^{\dagger}$, which satisfy the canonical
commutation relations $\left[\widehat{b}, \widehat{b}^{\dagger}\right]=\mathbb{I}$. Then, it results that

$$
\begin{align*}
\left(e^{i \psi} \widehat{a}+e^{-i \psi}\right)^{\zeta} & =\left(\widehat{b}+\widehat{b}^{\dagger}\right)^{\zeta}=  \tag{6.29}\\
& =\sum_{m=0}^{\lfloor\zeta / 2\rfloor} \sum_{s=0}^{\zeta-2 m} \frac{\zeta!}{2^{m} s!m!(\zeta-s-2 m)!}\left(\widehat{b}^{\dagger}\right)^{s}(\widehat{b})^{\zeta-s-2 m}=  \tag{6.30}\\
& =\sum_{m=0}^{\lfloor\zeta / 2\rfloor} \sum_{s=0}^{\zeta-2 m} \frac{\zeta!e^{i \psi(\zeta-2 l-2 m)}}{2^{m} s!m!(\zeta-s-2 m)!}\left(\widehat{a}^{\dagger}\right)^{s}(\widehat{a})^{\zeta-s-2 m} . \tag{6.31}
\end{align*}
$$

In turn, we have that

$$
\begin{align*}
\langle\alpha, \xi| \widehat{G}_{\zeta}|\alpha, \xi\rangle & =\langle 0| \widehat{S}^{\dagger}(\xi) \widehat{D}^{\dagger}(\alpha)\left(\widehat{a}+\widehat{a}^{\dagger}\right)^{\zeta} \widehat{D}(\alpha) \widehat{S}(\xi)|0\rangle \\
& =\langle\beta|\left[\left(\mu+\nu^{*}\right) \widehat{a}+(\mu+\nu) \widehat{a}^{\dagger}\right]^{\zeta}|\beta\rangle=\eta^{\zeta}\langle\beta|\left(\widehat{a} e^{i \psi}+\widehat{a}^{\dagger} e^{-i \psi}\right)^{\zeta}|\beta\rangle= \\
& =\eta^{\zeta} \sum_{k=0}^{\lfloor\zeta / 2\rfloor} \sum_{s=0}^{\zeta-2 k} C(\zeta, k, s) e^{i \psi(\zeta-2 k-2 s)}\left(\beta^{*}\right)^{s} \beta^{\zeta-2 k-s} \tag{6.32}
\end{align*}
$$

where we have introduced $\beta=\mu \alpha+\nu \alpha^{*}, \eta=|\mu+\nu|$ and $\psi=\operatorname{Arg}\left(\mu+\nu^{*}\right)$, with $\mu=\cosh r$ and $\nu=e^{i \theta} \sinh r$. Starting from Eq. (6.32) we can evaluate the QFI of Eqs. (6.13) and (6.15), which are shown in Figure 6.1. As one may expect, the behaviour is qualitatively similar, except for the case $\zeta=2$ and for $\gamma \rightarrow 0$, i.e. for a coherent probe: in this case the QFI associated with the estimation of the order of nonlinearity $\zeta$ does not depend on the parameters of the probe state and reads $\mathcal{Q}_{\zeta \zeta}=16 \lambda^{2}$.

In Figure 6.2 we show the QFIs for the two extreme cases, i.e a coherent probe and a squeezed vacuum one, respectively, as a function of the relevant phases. From the Figures above, it is clear that both $\mathcal{Q}_{\lambda \lambda}$ and $\mathcal{Q}_{\zeta \zeta}$ are periodic functions of the phases $\phi$ and $\theta$ of the probe state. Since we are interested in finding the optimal probes, i.e. states maximizing the QFIs, we set $\theta=\phi=0$. Thereafter, we have $\alpha \in \mathbb{R}, \beta=\alpha e^{r}$ and $\eta=e^{r}$ and Eq. (6.32) can be rewritten as

$$
\begin{equation*}
\langle\alpha, r| \widehat{G}_{\zeta}|\alpha, r\rangle=\left(\alpha e^{2 r}\right)^{\zeta} \sum_{k=0}^{\lfloor\zeta / 2\rfloor}\left(\alpha e^{r}\right)^{-2 k} \sum_{s=0}^{\zeta-2 k} C(\zeta, k, s), \tag{6.33}
\end{equation*}
$$

and, being [2]

$$
\begin{equation*}
\sum_{s=0}^{\zeta-2 k} C(\zeta, k, s)=\frac{2^{\zeta-3 k} \zeta!}{k!(\zeta-2 k)!}, \tag{6.34}
\end{equation*}
$$

we eventually obtain:

$$
\begin{equation*}
\langle\alpha, r| \widehat{G}_{\zeta}|\alpha, r\rangle=\left(2 \alpha e^{2 r}\right)^{\zeta} \zeta!\sum_{k=0}^{\lfloor\zeta / 2\rfloor} \frac{\left(2 \sqrt{2} \alpha e^{r}\right)^{-2 k}}{k!(\zeta-2 k)!} \tag{6.35}
\end{equation*}
$$

We can now use this last result to evaluate the corresponding QFIs and look for the optimal squeezing fraction $\gamma$ maximizing them.

At first, we study the low energy regime $N \ll 1$, where we may write

$$
\begin{equation*}
\mathcal{Q}_{\lambda \lambda} \simeq 4 \frac{A(\zeta)}{2^{\zeta}}(1+2 \zeta \sqrt{\gamma N}) \quad(N \ll 1) \tag{6.36}
\end{equation*}
$$



Figure 6.2: Upper plots: $\mathcal{Q}_{\lambda \lambda}$ and $\mathcal{Q}_{\zeta \zeta} / \lambda^{2}$ for a coherent probe, i.e. $\gamma=0$, as a function of the coherent state phase $\phi$ for $N=|\alpha|^{2}=2$ (dashed lines) and $N=|\alpha|^{2}=3$ (solid lines) and different values of the order of nonlinearity: form bottom to top $\zeta=2,3$ and 4 . Note that for $\zeta=2$ we have $\mathcal{Q}_{\zeta \zeta} / \lambda^{2}=16$ (lower line the right panel). Lower plots: $\mathcal{Q}_{\lambda \lambda}$ and $\mathcal{Q}_{\zeta \zeta} / \lambda^{2}$ for a squeezed vacuum probe, i.e. $\gamma=1$, as functions of the squeezing phase $\theta$ for $N=\sinh ^{2} r=2$ (dashed lines) and $N=\sinh ^{2} r=3$ (solid lines) and different values of the order of nonlinearity: from bottom to top $\zeta=2,3$ and 4 .
and

$$
\begin{equation*}
\mathcal{Q}_{\zeta \zeta} \simeq 4 \lambda^{2} \zeta^{2} \frac{A(\zeta-1)}{2^{\zeta-1}}[1+2(\zeta-1) \sqrt{\gamma N}] \quad(N \ll 1) \tag{6.37}
\end{equation*}
$$

where

$$
A(\zeta)= \begin{cases}\frac{(2 \zeta)!}{\zeta!} & \text { if } \zeta \text { odd }  \tag{6.38}\\ \frac{(2 \zeta)!}{\zeta!}-\left[\frac{\zeta!}{(\zeta / 2)!}\right]^{2} & \text { if } \zeta \text { even }\end{cases}
$$

These expansions suggest the existence of a threshold value of $N$, which depends on $\zeta$, below which the QFI reaches the maximum for $\gamma=1$ (i.e. for a squeezed vacuum probe). Indeed, the maximization at fixed $N$ confirms this intuition. In Figure 6.3 we show the optimal value of $\gamma$, maximizing the QFIs, as a function of $N$ for two values of $\zeta$.

As we can see from Figure 6.3, due to the particular mathematical relations between $\mathcal{Q}_{\lambda \lambda}$ and $\mathcal{Q}_{\zeta \zeta}$, the same optimal squeezing fraction $\gamma_{\text {opt }}$ maximizing $\mathcal{Q}_{\zeta \zeta}$ for a given $\zeta$ maximizes also $\mathcal{Q}_{\lambda \lambda}$ for the order of nonlinearity $\zeta-1$. We have an exception for $\zeta=2$ : in this peculiar case, to reach the maximum value of $\mathcal{Q}_{\zeta \zeta}$, one should always choose $\gamma=1$ (squeezed vacuum probe), as we can see by its rather simple analytic expression:

$$
\begin{equation*}
\mathcal{Q}_{\zeta \zeta}=16 \lambda^{2}[1+2 \gamma N+2 \sqrt{\gamma N(1+\gamma N)}] \quad(\zeta=2) \tag{6.39}
\end{equation*}
$$



Figure 6.3: The optimal squeezing fraction $\gamma_{\mathrm{opt}}$ maximizing $\mathcal{Q}_{\lambda \lambda}$ and $\mathcal{Q}_{\zeta \zeta}$ for different values of the nonlinearity order $\zeta$. The horizontal lines corresponds to the asymptotic value given in Eq. (6.43). See the text for details.

Apart from this case, we observe a threshold value $N_{\text {th }}$ for $\gamma_{\text {opt }}<1$, i.e the squeezed vacuum is no longer the optimal probes. The values of $N_{\mathrm{th}}$ depends on the order of the non-linearity: for the estimation of $\lambda$ and for even values $\zeta$ or for the estimation of $\zeta$ and for odd values of $\zeta$ (left panel of Figure 6.3) it is equal to $N_{\text {th }}=(3 \sqrt{2}-4) / 8 \simeq 0.03$, while for the other cases (right panel of Figure 6.3) the $N_{\text {th }}$ approaches $(3 \sqrt{2}-4) / 8$ for $\zeta \geq 5$.


Figure 6.4: Plot of $\mathcal{Q}_{\lambda \lambda}$ as a function of $\gamma$ and $N$ for $\zeta=3$. The right panel is a magnification of the left one to highlight the behaviour of the QFI in the regime $N \ll 1$. The blue line refers to the maximum of the QFI (see also the right panel of Figure 6.3). Analogous results can be obtained for $\mathcal{Q}_{\zeta \zeta}$ and other values of $\zeta$. See the text for details.

In the large energy regime, the QFIs are found to grow as

$$
\begin{equation*}
\mathcal{Q}_{\lambda \lambda} \simeq B_{\gamma}(\zeta) N^{3 \zeta-2} \quad(N \gg 1) \tag{6.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{Q}_{\zeta \zeta} \simeq \lambda^{2} \zeta^{2} B_{\gamma}(\zeta-1) N^{3(\zeta-1)-2} \quad(N \gg 1) \tag{6.41}
\end{equation*}
$$

respectively, with

$$
\begin{equation*}
B_{\gamma}(\zeta)=4^{3 \zeta-1} \zeta^{2}(1-\gamma)^{\zeta-1} \gamma^{2 \zeta-1} \tag{6.42}
\end{equation*}
$$

Using the results in the large energy regime $N \gg 1$ it is easy to find that the optimal squeezing fraction maximizing $\mathcal{Q}_{\lambda \lambda}$ is given by (the optimal squeezing fraction maximizing $\mathcal{Q}_{\zeta \zeta}$ can be obtained replacing $\zeta$ with $\zeta-1$, as it is clear from the previous equations):

$$
\begin{equation*}
\gamma_{\mathrm{opt}}(N \gg 1)=\frac{2 \zeta-1}{3 \zeta-1} \tag{6.43}
\end{equation*}
$$

and, therefore, $\gamma_{\mathrm{opt}} \rightarrow 2 / 3$ as $\zeta$ increases, as one can also see from Figure 6.3.

## Result 8: Optimal probes for individual estimation

Considering the class of pure Gaussian states $|\alpha, \xi\rangle$, we want to find the optimal preparation for the estimation of $\lambda$ and $\zeta$, i.e. the fraction of squeezing $\gamma_{\mathrm{opt}}^{(\lambda)}$ and $\gamma_{\mathrm{opt}}^{(\zeta)}$, given a fixed total energy $N$. We find that:

1. In the low energy regime $N \ll 1$, there are $N_{\text {th }}^{(\lambda)}$ and $N_{\text {th }}^{(\zeta)}$ respectively for the optimal estimation of $\lambda$ and $\zeta$ such that

$$
\left\{\begin{array}{ll}
\gamma_{\mathrm{opt}}^{(j)}=1 & N<N_{\mathrm{th}}^{(j)}  \tag{6.44}\\
\gamma_{\mathrm{opt}}^{(j)}<1 & N>N_{\mathrm{th}}^{(j)}
\end{array} \quad j=\lambda, \zeta .\right.
$$

The threshold values depend in general from $\zeta$, and the two optimal probes at fixed values of $\lambda$ and $\zeta$ are not the same.
2. In the high energy regime $N \gg 1$ the fraction of squeezing maximizing $\mathcal{Q}_{\lambda \lambda}$ and $\mathcal{Q}_{\zeta \zeta}$ is given respectively by

$$
\begin{equation*}
\gamma_{\mathrm{opt}}^{(\lambda)}=\frac{2 \zeta-1}{3 \zeta-1}, \quad \gamma_{\mathrm{opt}}^{(\zeta)}=\frac{2 \zeta-3}{3 \zeta-4} \tag{6.45}
\end{equation*}
$$

We notice that, for order $\zeta>2$, the fraction of squeezing belongs to $\gamma_{\mathrm{opt}}^{(\lambda)} \in$ $[3 / 5,2 / 3]$, while $\gamma_{\text {opt }}^{(\zeta)} \in[1 / 2,2 / 3]$. The two optimal squeezing coincide only in the limit of $\zeta \rightarrow \infty$.

We summarize results in Figure 6.4, where we show the QFI as a function of $\gamma$ and $N$ for a given value of the order of nonlinearity $\zeta$. The blue lines denote the maxima of the QFI, which are of course obtained for the value of hte optimal squeezing ratio $\gamma_{\mathrm{opt}}$ displayed in the right plot of Figure 6.3.

### 6.4 Optimal probes for joint estimation

In the previous Section we evaluated the optimal probes for the individual estimation of $\lambda$ and $\zeta$, and we have seen that they do not match, i.e. given a nonlinear media, the optimal probe for the estimation of $\lambda$ may not be optimal for $\zeta$.

In this Section we address the joint, or simultaneous, estimation of both $\lambda$ and $\zeta$ and we find the optimal probe for the multiparameter scenario. In this case, the figure of merit to be maximised is neither the $\mathcal{F}_{\lambda \lambda}$ or the $\mathcal{F}_{\zeta \zeta}$, but the inverse of the scalar bound given in Eq. (2.72). For the estimation of two parameters, this can be explicitly evaluated.

If we consider the weight matrix to be $\boldsymbol{W}=\mathbb{I}_{2}$, i.e. we equally weight the estimation of $\lambda$ and $\zeta$, we eventually obtain

$$
\begin{equation*}
\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\lambda}}, \mathbb{I}_{2}\right]=\frac{\mathcal{Q}_{\lambda \lambda} \mathcal{Q}_{\zeta \zeta}-\mathcal{Q}_{\lambda \zeta}{ }^{2}}{\mathcal{Q}_{\lambda \lambda}+\mathcal{Q}_{\zeta \zeta}} \tag{6.46}
\end{equation*}
$$

where $\varrho_{\boldsymbol{\lambda}}=\left|\psi_{\boldsymbol{\lambda}}\right\rangle\left\langle\psi_{\boldsymbol{\lambda}}\right|$, with $\left|\psi_{\boldsymbol{\lambda}}\right\rangle$ defined in Eq. (6.11) and with initial state $|\alpha, \xi\rangle$. Due to the periodicity of the matrix elements of the QFI matrix, we still focus on the case $\theta=\phi=0$. In this way, we can optimize the inverse of the scalar bound $\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\lambda}}, \mathbb{I}_{2}\right]$ in a similar way as we did in the previous Section for the individual QFIs. However, here the expression of the scalar bound is more involved, and we have to address the problem numerically. Results are reported in Figure 6.5. From the left panel, we may see that squeezed vacuum is optimal for $N<N_{\mathrm{th}}^{\mathrm{si}}$, while in the limit of large $N$ the optimal fraction of squeezing $\gamma_{\mathrm{opt}}^{\mathrm{si}}$ depends only on the order of non linearity. Looking at the right panel, we see that threshold value $N_{\mathrm{th}}^{\mathrm{si}}$ depends both on $\zeta$ and $\lambda$, even though there are no significant difference for the different values of $\lambda$ we have considered. As for the individual estimation, the $N_{\mathrm{th}}^{\mathrm{si}}$ approaches an asymptotic value as the order of non-linearity increases. The value is slightly larger than the one found in the previous section.


Figure 6.5: Left panel: optimal value of the fraction of squeezing $\gamma$ for the scalar bound $\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\lambda}}, \mathbb{I}_{2}\right]$ as a function of $N$ and for $\lambda=0.01$ (solid lines), $\lambda=1$ (dashed lines) and $\lambda=100$ (dotted lines). Right panel: threshold value $N_{\text {th }}$ we observe in the left panel. If $N<N_{\text {th }}$ the squeezed vacuum is optimal, otherwise the optimal probe has $\gamma_{\mathrm{opt}}<1$.

In Figure 6.6 we plot the quantity $\mathcal{C}^{\text {SLD }}\left[\varrho_{\boldsymbol{\lambda}}, \mathbb{I}_{2}\right]^{-1}$ as a function of $\gamma$ and $N$ and for $\zeta=3$. We have highlighted the optimal value of the scalar bound with a blue line. Comparing this Figure with the corresponding one for individual estimation (see Figure 6.4), we see that the qualitative behaviour is the same, while we notice that the $N_{\mathrm{th}}^{\mathrm{si}}$ is slightly larger, as we already outlined in previous considerations. This behaviour can be understood by the fact that we have to find a trade-off between the optimality for $\lambda$ and $\zeta$.

### 6.5 Conclusions

In this chapter of the thesis, we have addressed the use of squeezed states to improve precision in the characterization of nonlinear media. This is inherently a multiparameter estimation problem since it involves both the nonlinear coupling and the order of nonlinearity. Using tools from quantum estimation theory we have firstly proved that the


Figure 6.6: Plot of $\mathcal{C}^{\text {SLD }}\left[\varrho_{\boldsymbol{\lambda}}, \mathbb{I}_{2}\right]^{-1}$ as a function of $\gamma$ and $N$ for $\zeta=3$. The right panel is a magnification of the left one to highlight the behaviour of the QFI in the regime $N \ll 1$. The blue line refers to the maximum of the QFI at fixed $N$.
two parameters are compatible, i.e. they may be jointly estimated without introducing any noise of quantum origin. In turn, this opens the possibility of exploiting squeezing as a resource to overcome the limitation of coherent probes.

We have found that using squeezed probes improves the estimation precision in any working regime, i.e. either for fragile media where one is led to use low energy probes, or when this constraint is not present, and one is free to choose probes with high energy. In the first case, squeezed vacuum represents a universally optimal probe [262, 145], where, for higher energy, squeezing should be tuned and depends itself on the value of the nonlinearity. This results hold both for the separate estimation of the two parameters, as well as for their joint estimation. In all regimes, using squeezing improves the scaling of the precision with the energy of the probe.

We conclude that quantum probes exploiting squeezing are indeed a resource for the characterization of nonlinear media. In view of the current development in quantum optics, we foresee potential applications with current technology.

# On the properties of the asymptotic incompatibility measure in multiparameter quantum estimation 

The difference between the scalar SLD-CRb (2.72) and the HCRb in Eq. (2.74) bound has attracted much attention in recent times, focusing on measurement incompatibility $[170,101]$ and leading to the definition of measures able to capture this particular aspect $[77,31]$. In particular, as we have seen in the introduction of this thesis, a quantity has been introduced in [77] to quantify the quantumness of a quantum multi-parameter problem. This quantity, denoted by $\mathcal{R}_{\boldsymbol{\lambda}}$, is equal to zero if and only if the Holevo bound coincides with the SLD based bound, and thus if the parameters to be estimated are asymptotically compatible. Similarly, it takes its largest value $\mathcal{R}_{\boldsymbol{\lambda}}=1$ when the difference between the Holevo and the SLD bound is maximum, that is when the parameters are highly incompatible even in the asymptotic regime. Given these properties, in the following we will refer to $\mathcal{R}_{\boldsymbol{\lambda}}$ as asymptotic incompatibility (AI). The properties of AI has been discussed in relationship with the phase diagram of a quantum many-body system in [77], while its main properties and its behaviour for estimation problems encoded in qubit systems have been thoroughly investigated in [288].

In this chapter, we focus on the fundamental properties of the AI measure $\mathcal{R}_{\boldsymbol{\lambda}}$ in local quantum estimation theory. We study its relationship with the purity of the density operators of the quantum statistical model, and prove that for some classes of states, the two quantities are indeed in one-to-one correspondence. More in general, we find evidence that the maximum amount of incompatibility may be achieved only for purity exceeding a threshold depending on the dimension of the Hilbert space. We conjecture that this may be a general property of quantum statistical models. Moreover, we derive some bounds on the AI measure for quantum statistical submodels, and provide a method to directly identify the maximum number of compatible parameters in specific estimation problems.

The chapter is organized as follows: in Sec. 7.1 we review the main aspects of multiparameter quantum estimation and we introduce the AI measure $\mathcal{R}_{\boldsymbol{\lambda}}$. In Sec. 7.2, we show our main results concerning the relationship between the AI measure and the purity of the quantum states, while in Sec. 7.3 we will derive further properties regarding the AI of parameters of specific quantum statistical models. Sec. 7.4 closes the chapter with some concluding remarks.

### 7.1 Local quantum multiparameter estimation

In this section we briefly review the tools of local quantum multi-parameter estimation introduced in Chapter 2 in order to standardize the notation.

In the quantum realm, the parameters are encoded in a family of density operators $\varrho_{\boldsymbol{\lambda}}$ referred to as a quantum statistical model. We remark that in the following we will restrict ourselves to quantum statistical models described by quantum states $\varrho_{\boldsymbol{\lambda}}$ whose rank in the Hilbert space does not change by varying the parameters $\boldsymbol{\lambda}$ in the allowed region of the parameters' space. This will allow us to avoid discontinuities in the behaviour of the figures of merit we will consider [305, 316]. In this scenario, a lower bound to the covariance matrix of any estimator $\tilde{\boldsymbol{\lambda}}$ is given by the QFIM defined in Eq. (2.67), whose definition we report here

$$
\begin{equation*}
\mathcal{Q}(\boldsymbol{\theta})_{i j}=\frac{1}{2} \operatorname{tr}\left\{\varrho_{\boldsymbol{\theta}}\left\{\widehat{L}_{\theta_{i}}, \widehat{L}_{\theta_{j}}\right\}\right\} \tag{7.1}
\end{equation*}
$$

and that satisfy the matrix SLD-CRb (2.71)

$$
\begin{equation*}
\boldsymbol{V}(\tilde{\boldsymbol{\lambda}}) \geq \boldsymbol{\mathcal { Q }}(\boldsymbol{\lambda})^{-1} \tag{7.2}
\end{equation*}
$$

It can be shown that his bound is in fact achievable for single-parameter estimation $[173,56,266]$. This means that for a single-copy of the state $\varrho_{\boldsymbol{\lambda}}$, a POVM whose Fisher Information is equal to the SLD-QFI exists, and remarkably one can prove that this optimal POVM corresponds to the projectors over the eigenstates of the SLD operator. If we now consider the multiparameter case $\mathfrak{p}>1$, the different SLD operators may not commute, and an optimal simultaneous estimation of all the parameters can not be in general obtained. As a consequence, the QCR matrix bound may not always be achievable in the single-copy scenario and more informative bounds than the one provided by the SLD operators may exist.

When dealing with matrix inequalities, an additional problem arises already in classical estimation theory, i.e. the order of the CFIM is partial. This means that, given two experimental strategies specified by two distinct POVM $\Pi^{(1)}$ and $\Pi^{(2)}$ to which corresponds $\mathcal{F}^{(1)}$ and $\mathcal{F}^{(2)}$, it might be that both $\mathcal{F}^{(1)} \nsupseteq \mathcal{F}^{(2)}$ and $\mathcal{F}^{(2)} \nsupseteq \mathcal{F}^{(1)}$. Thus, to understand which strategies is better, scalar bounds have been introduced. Here, we study the one defined in terms of a weight matrix $\boldsymbol{W}$, a real and positive definite matrix of dimension $\mathfrak{p} \times \mathfrak{p}$. The SLD-QCR scalar bound obtainable from (7.2) can be written as follow

$$
\begin{equation*}
\operatorname{tr}\left\{\boldsymbol{W} \operatorname{Cov}_{\boldsymbol{\lambda}}[\widehat{\boldsymbol{\lambda}}]\right\} \geq C(\boldsymbol{\lambda}, \boldsymbol{W})=\operatorname{tr}\left\{\boldsymbol{W} \boldsymbol{\mathcal { Q }}(\boldsymbol{\lambda})^{-1}\right\}=\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right] \tag{7.3}
\end{equation*}
$$

The role of the weight matrix $\boldsymbol{W}$ is to balance the precision of different parameters. In addition, there is a correspondence between $\boldsymbol{W}$ and a change of parametrization. Given a new set of parameter $\gamma=\gamma(\boldsymbol{\lambda})$ defined in terms of the previous one, the changes in the QFI-SLD matrix is determined by the reparametrization matrix $\mathcal{B}_{\alpha \beta}=\partial \lambda_{\beta} / \partial \gamma_{\alpha}$. The SLD-QFI matrix for the new parameter is [149]

$$
\begin{equation*}
\mathcal{Q}(\gamma)=\boldsymbol{B} \mathcal{Q}(\boldsymbol{\lambda}) \boldsymbol{B}^{T} \tag{7.4}
\end{equation*}
$$

Besides, any real symmetric positive definite matrix can be decomposed as $\boldsymbol{W}=\boldsymbol{L} \boldsymbol{L}^{T}$, where $\boldsymbol{L}$ is unique. We see that if $\boldsymbol{L}=\boldsymbol{B}^{-1}$, then a particular choice of $\boldsymbol{W}$ corresponds to a unique change of parametrization induced by $\boldsymbol{B}$. We stress that a weight matrix may not be symmetric. Then the decomposition is not unique and it may correspond to different reparametrization. To summarize: to a given reparametrization, the corresponding weight matrix is unique, while the existence of a unique reperamatrization given $\boldsymbol{W}$ is true if $\boldsymbol{W}$ is symmetric.

As its matrix counterpart, the SLD-QCR scalar bound (7.3) is not in general attainable due to the incompatibility of the optimal measurements corresponding to the different parameters. The problem of finding the most informative scalar bound was addressed by Holevo in [178]. The solution takes the name of Holevo Cramér-Rao bound (HCRb) and it will be denoted by $\mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right]$. It represents the most informative bound for the asymptotic model in which a collective measurement is performed on an asymptotically large number of copies of the state $\varrho_{\lambda}^{\otimes n}=\bigotimes_{j=1}^{n} \varrho_{\lambda}$, with $n \rightarrow \infty[169,163]$. In this limit, the bound is indeed achievable and for this reason it is typically considered as the most fundamental scalar bound for quantum multiparameter estimation. However, the evaluation of the HCRB requires a non-trivial minimization, see Definition in 5. Nonetheless, some results have been obtained both numerically and even analytically under some assumptions on the quantum statistical model [107, 28, 330, 52, 53, 7, 325, 331, 159, 17]

### 7.1.1 Asymptotic incompatibility measure

As observed before, in a multiparameter scenario the optimal strategies for each single parameter estimation may not be compatible and as a result the lower bound (7.3) can not always be attained. A key object in this respect is the commutator $\left[\widehat{L}_{\alpha}, \widehat{L}_{\beta}\right]$ between the different SLD-operators: if this commutator is equal to zero for all the parameters in $\boldsymbol{\lambda}$, all the SLD-bounds for each single parameter are simultaneously achievable in the single-copy scenario by performing the same POVM, and as a result, both the matrix and scalar SLD-QCR bound given in Eq. (7.2) and (7.3). These models are known in the litterature as quasi-classical model $[5,331]$. However, as we will describe in a moment, its average value over the quantum statistical model $\varrho_{\boldsymbol{\lambda}}$ plays an important role too. Typically this quantity is introduced via the so-called Uhlmann (or Berry) curvature [78, 218], defined via its matrix elements

$$
\begin{equation*}
\mathcal{U}_{\alpha \beta}(\boldsymbol{\lambda})=-\frac{i}{2} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\lambda}}\left[\widehat{L}_{\alpha}, \widehat{L}_{\beta}\right]\right\} \tag{7.5}
\end{equation*}
$$

One proves that a necessary and sufficient condition for the attainability of the SLD-QCR scalar bound (7.3) in the asymptotic limit is given by the compatibility condition, or weak commutativity, $\mathcal{U}=\mathbf{0}$ [285]. If this condition is fulfilled, that is if all the SLD operators commute on average, then $\mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right]=\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right]$, i.e. the SLD-QCR scalar bound can be attained in the asymptotic model $\varrho_{\lambda}^{\otimes n}$ with $n \rightarrow \infty$. In the following, we will refer to models that satisfy this condition as asymptotically classical model and parameters belonging to these models as asymptotic compatible parameters [ 5,331$]$.

More recent results have shown how the HCRB can be bounded from above as

$$
\begin{equation*}
\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right] \leq \mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right] \leq\left(1+\mathcal{R}_{\boldsymbol{\lambda}}\right) \mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right] \leq 2 \mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right] \tag{7.6}
\end{equation*}
$$

that is $\mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right]$ cannot be larger than two times the SLD QCR scalar bound. In the chain of inequalities above, we have introduced the following parameter

$$
\begin{equation*}
\mathcal{R}_{\boldsymbol{\lambda}}=\left\|i \boldsymbol{\mathcal { Q }}(\boldsymbol{\lambda})^{-1} \boldsymbol{\mathcal { U }}(\boldsymbol{\lambda})\right\|_{\infty} \tag{7.7}
\end{equation*}
$$

where $\|\mathbf{A}\|_{\infty}$ denotes the largest eigenvalue of the matrix $\mathbf{A}$. In the rest of the chapter we will focus on this quantity, that has been introduced, as a quantumness parameter, in [77] and studied in detail for qubit systems in [288]. As already suggested in Eq. (7.6), one can prove that

$$
0 \leq \Delta C\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right] \leq \mathcal{R}_{\boldsymbol{\lambda}} \leq 1
$$

where we have defined the renormalized difference between the Holevo and SLD-bound

$$
\begin{equation*}
\Delta C\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right]=\frac{\mathcal{C}^{\mathrm{H}}\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right]-\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right]}{\mathcal{C}^{\mathrm{SLD}}\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right]} . \tag{7.8}
\end{equation*}
$$

Moreover one also proves two relevant properties [77, 288]: (i) $\mathcal{R}_{\boldsymbol{\lambda}}=0$ if and only if $\mathcal{U}(\boldsymbol{\lambda})=0$, that is when the model is asymptotically classical; (ii) $\mathcal{R}_{\boldsymbol{\lambda}}$ is a property of the quantum statistical model $\varrho_{\lambda}$ only, being also independent on possible reparametrization and, as a consequence, on the weight matrix $\boldsymbol{W}$. In [288] it was also studied its relationship with the quantity

$$
\begin{equation*}
\Delta C_{\max }=\max _{\mathbf{W}>0} \Delta C\left[\varrho_{\boldsymbol{\lambda}}, \boldsymbol{W}\right], \tag{7.9}
\end{equation*}
$$

for quantum statistical models encoded in qubit systems. The quantity $\Delta C_{\text {max }}$ stands out as a natural measure of asymptotic incompatibility (AI) and it is in general upper bounded by $\mathcal{R}_{\lambda}$. It was shown that, while for several quantum statistical model the bound is indeed tight, that is one finds $\Delta C_{\text {max }}=\mathcal{R}_{\lambda}$, there exist counterexamples where $\Delta C_{\text {max }}$ is strictly smaller than $\mathcal{R}_{\boldsymbol{\lambda}}$. However, also in these examples one observes that the two quantities have the same general behaviour and in general that the order relations induced by them are equivalent.

For all these reasons, and also considering the fact that the evaluation of the quantity $\mathcal{R}_{\lambda}$ is quite straightforward and, at difference with $\Delta C_{\text {max }}$, does not rely on the evaluation of the Holevo bound and on its (non trivial) maximization over the weight matrices $\mathbf{W}$, in the following we will restrict to it and we will in general refer to $\mathcal{R}_{\boldsymbol{\lambda}}$ as a AI measure of the quantum statistical model $\varrho_{\lambda}$.

### 7.2 Asymptotic incompatibility and purity of the quantum statistical model

In this section we discuss the relationship between the AI measure $\mathcal{R}_{\boldsymbol{\lambda}}$ and the purity of the quantum state $\varrho_{\lambda}$ corresponding to the quantum statistical model under exam. We will mainly focus to scenarios where $\varrho_{\boldsymbol{\lambda}}$ describes the most general quantum state of a particular quantum system, starting from the simplest cases of a qubit and of a singlemode Gaussian continuous-variable quantum state, and then moving our attention to qudits, that is to quantum states living in a $d$-dimensional Hilbert space.

### 7.2.1 Asymptotic incompatibility of state parameters in full tomography of qubit systems

A generic mixed qubit state is typically written as

$$
\begin{equation*}
\varrho_{\boldsymbol{\lambda}}=\frac{1}{2}\left(\mathbb{1}+\sum_{j=1}^{3} \gamma_{j} \sigma_{j}\right), \tag{7.10}
\end{equation*}
$$

where the matrices $\sigma_{j}$ denote the Pauli matrices, while $\gamma_{1}=r \sin \theta \cos \phi, \gamma_{2}=r \sin \theta \sin \phi$, $\gamma_{3}=r \cos \theta$. By considering the set of $\mathfrak{p}=3$ parameters $\boldsymbol{\lambda}=(r, \theta, \phi)$ characterizing the vector in the Bloch sphere, one can readily derive the SLD operators by solving the corresponding Lyapunov equations, and obtains the SLD-QFI and the Ulhman curvature
matrices

$$
\begin{align*}
& \mathcal{Q}(\boldsymbol{\lambda})=\left(\begin{array}{ccc}
1 /\left(1-r^{2}\right) & 0 & 0 \\
0 & r^{2} & 0 \\
0 & 0 & r^{2} \sin ^{2} \theta
\end{array}\right)  \tag{7.11}\\
& \boldsymbol{U}(\boldsymbol{\lambda})=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & r^{3} \sin \theta \\
0 & -r^{3} \sin \theta & 0
\end{array}\right) \tag{7.12}
\end{align*}
$$

The corresponding AI measure has been already derived in [288], obtaining $\mathcal{R}_{\text {qubit }}=r$. The purity of the quantum state $\varrho_{\lambda}$ can be easily evaluated, obtaining $\mu=\operatorname{Tr}\left\{\varrho_{\lambda}^{2}\right\}=$ $\left(1+r^{2}\right) / 2$, and thus leading to the result

$$
\begin{equation*}
\mathcal{R}_{\text {qubit }}=\sqrt{2 \mu-1} \tag{7.13}
\end{equation*}
$$

We thus observe that the AI for the full tomography $\mathcal{R}_{\text {qubit }}$ is indeed a monotonous function of the purity of the quantum state, and that in particular it takes its limiting values $\mathcal{R}_{\text {qubit }}=0$ for the maximally mixed state, and $\mathcal{R}_{\text {qubit }}=1$ for pure states only.

### 7.2.2 Asymptotic incompatibility for a single-mode continuous-variable Gaussian system

As a second example we now consider a single-mode continuous-variable quantum system, described by annihilation and creation operators satisfying the canonical commutation relation $\left[\widehat{a}, \widehat{a}^{\dagger}\right]=\mathbb{1}$. Quantum states describing such systems belongs to an infinitedimensional Hilbert space. A well known subclass of such states is given by Gaussian states, typically defined as those states having a Gaussian Wigner function [132, 314]. These states have been indeed studied in great detail, both for the simple mathematical formulation (they can be fully described by first and second moments of the quadrature operators $\widehat{q}=\left(\widehat{a}+\widehat{a}^{\dagger}\right) / \sqrt{2}$ and $\left.\widehat{p}=i\left(\widehat{a}^{\dagger}-\widehat{a}\right) / \sqrt{2}\right)$ and for practical and fundamental reasons (they can be easily generated in the lab, and they can be exploited for implementing quantum technology protocols as quantum teleportation). We leave more details on Gaussian states in Appendix 7.A, along with the formulas needed to evaluate the SLD-QFI and the Uhlmann curvature matrices.

We here address the problem of complete estimating an arbitrary single mode Gaussian state, which can be parametrized by $\mathfrak{p}=5$ parameters, resulting from the application of a complex squeezing operator $S(\xi)=\exp \left(\frac{1}{2} \xi\left(a^{\dagger}\right)^{2}-\frac{1}{2} \xi^{*} a^{2}\right)$ and a complex displacement operator $D(\alpha)=\exp \left(\alpha a^{\dagger}-\alpha^{*} a\right)$ on a thermal state $\nu_{N}=e^{-\beta \widehat{a}^{\dagger} \widehat{a}} / Z$ with average photon number $\operatorname{Tr}\left\{\nu_{N} \widehat{a}^{\dagger} \widehat{a}\right\}=N$. The corresponding quantum statistical model is thus represented by the family of density operators [314]

$$
\begin{equation*}
\varrho_{\boldsymbol{\lambda}}=D(\alpha) S(\xi) \nu_{N} S(\xi)^{\dagger} D(\alpha)^{\dagger}, \tag{7.14}
\end{equation*}
$$

with a parametrization in terms of the set $\boldsymbol{\lambda}=\{\mathfrak{R e} \alpha, \mathfrak{I m} \alpha, r, \varphi, N\}$, and where we have written the two complex parameters as $\xi=r e^{i \varphi}$ and $\alpha=\mathfrak{R e} \alpha+i \mathfrak{I m} \alpha$. The first moments vector $\boldsymbol{d}=\left(\operatorname{Tr}\left\{\varrho_{\boldsymbol{\lambda}} \widehat{q}\right\}, \operatorname{Tr}\left\{\varrho_{\boldsymbol{\lambda}} \widehat{p}\right\}\right)^{T}$ has elements

$$
\begin{align*}
& \operatorname{Tr}\left\{\varrho_{\boldsymbol{\lambda}} \widehat{q}\right\}=\sqrt{2} \mathfrak{R e} \alpha  \tag{7.15}\\
& \operatorname{Tr}\left\{\varrho_{\boldsymbol{\lambda}} \widehat{p}\right\}=\sqrt{2} \mathfrak{I m} \alpha, \tag{7.16}
\end{align*}
$$

while the elements of the covariance matrix (CM) (see 7.A for details) can be expanded in terms of symmetric $2 \times 2$ matrices, i.e. $\boldsymbol{\sigma}=s_{1} \sigma_{x}+s_{2} \boldsymbol{I}_{2}+s_{3} \sigma_{z}$ (with $\sigma_{x}$ and $\sigma_{z}$ denoting the standard Pauli matrices), obtaining

$$
\begin{align*}
& s_{1}=-(2 N+1) \sinh (2 r) \sin (\varphi),  \tag{7.17}\\
& s_{2}=(2 N+1) \cosh (2 r),  \tag{7.18}\\
& s_{3}=(2 N+1) \sinh (2 r) \cos (\varphi) . \tag{7.19}
\end{align*}
$$

The matrix elements for the SLD-QFI matrix and for the Uhlmann curvature matrix can be directly evaluated via the formulas

$$
\begin{align*}
\mathcal{Q}_{\alpha \beta}= & \frac{1}{2} \frac{\operatorname{Tr}\left\{\left(\boldsymbol{\sigma}^{-1} \partial_{\alpha} \boldsymbol{\sigma}\right)\left(\boldsymbol{\sigma}^{-1} \partial_{\beta} \boldsymbol{\sigma}\right)\right\}}{1+\mu^{2}}+\frac{2 \partial_{\alpha} \mu \partial_{\beta} \mu}{1-\mu^{4}} \\
& +2\left(\partial_{\alpha} \boldsymbol{d}\right)^{T} \boldsymbol{\sigma}^{-1}\left(\partial_{\beta} \boldsymbol{d}\right)  \tag{7.20}\\
\mathcal{U}_{\alpha \beta}= & \frac{\mu^{2}}{2\left(\mu^{2}+1\right)^{2}} \operatorname{Tr}\left\{\boldsymbol{\sigma} \Omega\left[\partial_{\alpha} \boldsymbol{\sigma} \boldsymbol{\sigma}^{-1}, \partial_{\beta} \boldsymbol{\sigma} \boldsymbol{\sigma}^{-1}\right]\right\} \\
& +2 \mu^{2}\left(\partial_{\alpha} \boldsymbol{d}\right) \Omega\left(\partial_{\beta} \boldsymbol{d}\right), \tag{7.21}
\end{align*}
$$

where the purity of single-mode Gaussian states is given by $\mu=1 / \sqrt{\operatorname{det} \boldsymbol{\sigma}}=1 /(2 N+$ 1). Notice that our result differ from that in [254] by a factor 2 in the first term of the Uhlmann matrix (for a detailed derivation, see Appendix 7.A).

In particular, for the quantum statistical model defined above, we obtain

$$
\begin{align*}
\mathcal{Q}_{\mathfrak{R} \alpha}, \mathfrak{R e \alpha} \alpha & =4 \mu(\cosh (2 r)-\cos (\varphi) \sinh (2 r)),  \tag{7.22a}\\
\mathcal{Q}_{\mathfrak{I m} \alpha, \mathfrak{I m} \alpha} & =4 \mu(\cosh (2 r)+\cos (\varphi) \sinh (2 r)),  \tag{7.22b}\\
\mathcal{Q}_{\mathfrak{R} \mathfrak{e} \alpha, \mathfrak{I m} \alpha} & =4 \mu \sinh (2 r) \sin (\varphi),  \tag{7.22c}\\
\mathcal{Q}_{r, r} & =\frac{4}{1+\mu^{2}},  \tag{7.22d}\\
\mathcal{Q}_{\varphi, \varphi} & =\frac{\sinh (2 r)^{2}}{1+\mu^{2}},  \tag{7.22e}\\
\mathcal{Q}_{N, N} & =\frac{4 \mu^{2}}{1-\mu^{2}}, \tag{7.22f}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{U}_{\mathfrak{R e} \alpha, \mathfrak{J} \mathfrak{m} \alpha} & =4 \mu^{2}  \tag{7.23a}\\
\mathcal{U}_{\varphi, r} & =\frac{4 \mu \sinh (2 r)}{\left(1+\mu^{2}\right)^{2}} \tag{7.23b}
\end{align*}
$$

while the matrix elements not reported are null. We emphasize that these values do not depend on ( $\Re \alpha, \Im \alpha)$, and we also osberve that the SLD-QFI matrix is block diagonal. In particular, the second block regarding the parameters $(r, \varphi, N)$ is exactly diagonal. Moreover, since most of the entries of the Uhlmann matrix are equal to 0 , we conclude that most of the parameters are orthogonal globally with respect to the SLD-QFI, with the exception of the pairs ( $\Re \alpha, \Im \alpha)$ and $(r, \varphi)$.

The AI measure can be readily evaluated, obtaining

Result 9: AI for single-mode Gaussian states
The AI for a Gaussian state given in Eq. (7.14) is given by

$$
\begin{equation*}
\mathcal{R}_{\mathrm{GS}}=\frac{2 \mu}{1+\mu^{2}} \tag{7.24}
\end{equation*}
$$

This depend only on the purity $\mu$ of the state.

Remarkably, we see that the contribution depending on $(r, \varphi)$ cancel out in the AI $\mathcal{R}_{\mathrm{GS}}$. Also in this case we have thus obtained that AI is a monotonous function of purity $\mu$, and that one obtains that all the parameters become asymptotically compatible only in the limit of a maximally mixed state (that is $\mathcal{R}_{G S}=0$ only for $\mu \rightarrow 0$ ), while the maximum value of incompatibility $\mathcal{R}_{\mathrm{GS}}=1$ is obtained if and only if $\varrho_{\boldsymbol{\lambda}}$ is a pure state.

### 7.2.3 Asymptotic incompatibility for of state parameters in full tomography in qudit systems

Let us now move back to consider finite-dimensional quantum systems described via Hilbert spaces with dimension $d$ larger than two. The most natural way to describe the most general quantum states in this scenario is by the following parametrization

$$
\begin{equation*}
\varrho_{\gamma}=\frac{1}{d}\left(\mathbb{1}+\sum_{j=1}^{d^{2}-1} \gamma_{i} \Sigma_{i}\right) \tag{7.25}
\end{equation*}
$$

where the matrices $\Sigma_{i}$ denotes the generators of the Lie algebra $\mathfrak{s u}(d)$, and thus correspond to Pauli matrices for $d=2$ and to Gell-Mann matrices for $d=3$. The $\mathfrak{p}=d^{2}-1$ coordinates $\gamma$ represent the normalized Cartesian vector in the $d^{2}-1$-dimensional Bloch space and are also known as the components of the $d^{2}-1$-dimensional Bloch vector or as mixture coordinates [37]. In the following we consider the estimation of the parameters $\gamma$, i.e. the full tomography of the state. It is known that this model is a $\mathcal{D}$-invariant model and hence the Holevo bound is equal to the right logarithmic derivative scalar bound [183].

Analytical solutions for the AI measure are very hard to derive with arbitrary dimension $d$. Hence, we address the problem numerically by randomly generating quantum density matrices corresponding to $d=3, d=4$ and $d=5$. The method we used to generate random density matrix follows two steps:

1. First, we generate the eigenvalues of the density matrix $\varrho_{\gamma}$, which belongs to the probability simplex $\boldsymbol{X}_{d}=\left\{\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right) \mid \sum_{i=1}^{d} x_{i}=1\right\}$.
2. Second, we randomly generate unitary matrix $U$. We remind that different $U$ corresponds to different eigenvectors of $\varrho_{\gamma}$ and thus to different quantum states and more importantly to different values of the parameters $\gamma$.

For each random state we evaluate the AI measure from the definition (7.7) by numerically solving the Lyapunov equation for the SLD operators and then by evaluating the SLD-QFI and Uhlmann curvature matrices. The results are reported in Fig. 7.1 as function of the purity of the state. We clearly see that there is no one-to-one correspondence


Figure 7.1: Left panel: scatter plot of the AI measure (y-axis) vs purity ( $x$-axis) for qutrit systems. The black lines are the AI for fixed spectrum of $H$, see main text for details. The most left line refers to a choice of $H$ with 2 degenerate eigenvalues. Right panel: scatter plot of the AI measure ( y -axis) vs purity (x-axis) for 4-dimensional quantum systems. Again, the black lines are the AI for a fixed spectrum of $H$. The red-dashed lines refers to choice of $H$ with at least 2 degenerate eigenvalues.
between the value of $\mu$ and the value of $\mathcal{R}^{(d)}$. However, we see that the AI is strictly less than one whenever the purity of the state is lower than $\mu=1 /(d-1)$. Thus, we can state the following conjecture:

## Conjecture 1: Maximal amount of AI and purity

Given a quantum statistical model described by a family quantum states $\varrho_{\boldsymbol{\lambda}}$ living in a $d$-dimensional Hilbert space, the maximum amount of the AI measure $\mathcal{R}_{\boldsymbol{\lambda}}=1$ may be observed only if the purity of the quantum state is larger than a minimum threshold $\mu_{\text {min }}=1 /(d-1)$.

This conjecture is clearly consistent for the two cases discussed above, i.e. qubit and single-mode Gaussian states, whose AI was exactly derived, and it is surrogated by the numerical evidence in Fig. 7.1.

We now introduce a second way to parametrize a $d$-dimensional quantum system that will be particularly useful fo our purposes, i.e.

$$
\begin{equation*}
\varrho_{\boldsymbol{\lambda}}=\frac{e^{-\beta H}}{\operatorname{Tr}\left\{e^{-\beta H}\right\}}, \quad H=\sum_{j=1}^{d^{2}-1} \lambda_{j} \Sigma_{j} \tag{7.26}
\end{equation*}
$$

The coordinates $\boldsymbol{\lambda}$ are known as exponential coordinates [37] while the parameter $\beta$ play the role of the inverse temperature of the state with respect to the Hamiltonian operator $H$, clearly recalling the Gibbs state form used in statistical mechanics. However, this is not a true coordinate since it can be included in the definition of the $\boldsymbol{\lambda}$, hence must be considered more as a rescaling parameter which allow us to constrain the exponential coordinates to be in a finite interval ( $\left|\lambda_{i}\right| \leq 1$ in our simulations).

In general, a closed formula for the AI is hard to derive also with this parameterization. Hence, we investigate the problem by considering a simplified case, i.e. a diagonal $H=\operatorname{diag}\left\{\Delta_{0}, \Delta_{1}, \ldots, \Delta_{d-1}\right\}$, with the constraint $\left|\Delta_{i}\right| \leq 1$. In other words, we set $\lambda_{j}=0$ for the indexes $j$ corresponding to non-diagonal operators $\Sigma_{j}$, and we address the estimation for all the parameters corresponding to the exponential coordinates $\boldsymbol{\lambda}$. The reason why we study this class of states is twofold: the first is that the calculations are greatly simplified, the second is that the results we find seem to be valid more generally, as we will explain later in more detail.
We have evaluated analytically the AI measure corresponding to the estimation of all the $d^{2}-1$ parameters encoded in this particular quantum statistical model, finding

$$
\begin{equation*}
\mathcal{R}_{\text {qudit }}=\tanh \left(\frac{\beta \Delta_{M}}{2}\right) \tag{7.27}
\end{equation*}
$$

where $\Delta_{M}=\max _{i} \Delta_{i}-\min _{j} \Delta_{j}$, i.e. the maximum difference between the eigenvalues of $H$ (we remark that the calculations are much simpler by evaluating the matrices for the parameters $\gamma$, and exploiting the fact that $\mathcal{R}_{\boldsymbol{\lambda}}$ is invariant under reparametrization). The result in (7.27) is consistent with the AI for a qubit states, as for $d=2$ the purity $\mu$ and the argument of the tanh are in one-to-one correspondence. Indeed, the purity can be written in terms of $\boldsymbol{\lambda}$ as $\mu=\left(1+\tanh (\beta|\boldsymbol{\lambda} \cdot \boldsymbol{\lambda}|)^{2}\right) / 2$. In the case of a diagonal $H$, we have $\lambda_{1}=\lambda_{2}=0$ and $\Delta_{M}=2\left|\lambda_{3}\right|$, and thus

$$
\begin{equation*}
\mu=\frac{1}{2}\left(1+\tanh \left(\beta\left|\lambda_{3}\right|\right)^{2}=\frac{1}{2}\left(1+\tanh \left(\frac{\beta \Delta_{M}}{2}\right)^{2}\right) .\right. \tag{7.28}
\end{equation*}
$$

By simply using (7.27) we indeed obtain the result in Eq. (7.13). Remarkably, also the Gaussian case might be reduced to this expression if we consider that the purity in terms of the average number of excitation $N$ is $\mu=(2 N+1)^{-1}$. By replacing the value of $N$ by the formula for the Bose-Einstein statistics $N=1 /(\exp \beta \omega-1)$, we obtain that the purity can be written as $\mu=\tanh (\beta \omega / 2)$. Then, the $\mathrm{AI}(7.24)$ becomes exactly equal to (7.27) by fixing $\Delta_{M}=2 \omega$.

This line of reasoning of course does not prove that the AI is equal to (7.27) for arbitrary $d$-dimensional density matrix $\varrho_{\lambda}$. To try to answer this question, we addressed the problem by studying these quantities for the numerically generated random quantum states of dimension $d=3,4,5$. In more detaiil

1. We evaluate the quantity $\beta \Delta_{M}$ for each random states $\varrho_{\boldsymbol{\lambda}}$ we generate (see previous paragraph for the details of the random generation of $\varrho_{\boldsymbol{\lambda}}$ ) via the formulas $\beta^{(\text {rand })} \Delta_{i}^{(\text {rand })}=-\log \left(x_{i}\right)$, and $\beta^{(\text {rand })} \Delta_{M}^{(\text {rand })}=\max _{i} \beta^{(\text {rand })} \Delta_{i}^{(\text {rand })}-$ $\min _{j} \beta^{(\text {rand })} \Delta_{j}^{(\text {rand })}$ (we remind that the quantities $\left\{x_{i}\right\}$ correspond to the eigenvalues of $\varrho_{\lambda}$ ).
2. For each random state we evaluate the AI measure corresponding to its full estimation via Eq. (7.7), and we compare it with the formula (7.27) evaluated via the parameter $\beta^{(\text {rand })} \Delta_{M}^{(\text {rand })}$.
3. We find that the two quantities match for all the quantum states that we have numerical generated.

We conclude that for $d=3,4,5$ the AI is fully determined only by $\beta \Delta_{M}$, i.e. it corresponds to a property of the spectrum of $H$ only (to be more precise it depends only on
the maximum and minimum eigenvalues of $H$ ). For these reasons, we state a second conjecture here

## Conjecture 2: AI for qudit full tomography

Given a quantum statistical model described by a family quantum states $\varrho_{\boldsymbol{\lambda}}$ living in a $d$-dimensional Hilbert space, the AI corresponding to the full estimation of the state is given by (7.27), where $\beta$ is the fictious temperature of the state with respect to the Hamiltonian operator $H$ in the exponential coordinates (7.26).

A further element in favour of this conjecture comes from Fig. 7.1, in which we clearly see that the AI for a fixed spectrum (black lines) span the whole area covered by the AI measure values corresponding to the random states generated. In addition, we see that the AI for a 4-dimensional system with $H$ having two eigenvalues with degeneracy 2 reaches the maximum value of $\mathcal{R}=1$ when the purity is $\mu=1 / 2$, since in the case in which $\Delta_{0}=\Delta_{1}$ and $\Delta_{2}=\Delta_{3}$, we have that $\mu \rightarrow 1 / 2$ for $\beta \rightarrow \infty$.

We finally remark again that, as we described above, the formula in Eq. (7.27) can be readily evaluated, after diagonalizing the quantum state describing the quantum statistical model $\varrho_{\boldsymbol{\lambda}}=\sum_{i} x_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$, and by observing that $\beta \Delta_{i}=-\log \left(x_{i}\right)$.

### 7.3 Further properties of asymptotic incompatibility measure

In this section we analyze in more detail some further properties of the AI measure $\mathcal{R}_{\boldsymbol{\lambda}}$, sheding more light on the relationship between a given quantum statistical model $\varrho_{\boldsymbol{\lambda}}$ and possible sub-models that arise when one or more parameters of the set $\boldsymbol{\lambda}$ are considered known and thus not to be estimated.

In the definition of $\mathcal{R}_{\boldsymbol{\lambda}}$ in Eq. (7.7), only the the largest eigenvalue of the matrix $\boldsymbol{\mathcal { I }}=i \boldsymbol{\mathcal { Q }}(\boldsymbol{\lambda})^{-1} \boldsymbol{\mathcal { U }}(\boldsymbol{\lambda})$ is considered. In the following we will study more in detail the role of the spectrum of $\mathcal{I}$ in the characterization of the quantum statistical model. To do so, we first introduce the Cauchy interlace theorem [185]:

## Theorem 6: Cauchy interlace theorem

Consider a $N \times N$ hermitian matrix $\mathcal{A}$ and any $(N-1) \times(N-1)$ principal sub-matrix $\mathcal{B}$ of $\mathcal{A}$. Consider the corresponding eigenvalues in decreasing order $\boldsymbol{a}=\left\{a_{1}, \ldots, a_{N}\right\}$ and $\boldsymbol{b}=\left\{b_{1}, \ldots, b_{N-1}\right\}$. Then, $\boldsymbol{a}$ interlace $\boldsymbol{b}$, that is

$$
\begin{equation*}
a_{N} \leq b_{N-1} \leq a_{N-1} \leq \ldots \leq b_{2} \leq a_{2} \leq b_{1} \leq a_{1} \tag{7.29}
\end{equation*}
$$

This result can now be applied for our purposes to the matrix $\mathcal{I}$, leading to the following theorem:

## Theorem 7: Bound on AI measure for quantum statistical sub-models

Given a quantum statistical model defined by a set of $\mathfrak{p}$-parameters $\boldsymbol{\lambda}$, and any other possible sub-model defined by a set of (possibly reparametrized) $(\mathfrak{p}-1)$ parameters $\tilde{\lambda}$, then the two corresponding AI measures $\mathcal{R}_{\lambda}^{(\mathfrak{p})}$ and $\mathcal{R}_{\tilde{\lambda}}^{(\mathfrak{p}-1)}$ satisfy the inequality

$$
\begin{equation*}
r_{2} \leq \mathcal{R}_{\tilde{\lambda}}^{(\mathfrak{p}-1)} \leq \mathcal{R}_{\lambda}^{(\mathfrak{p})} \tag{7.30}
\end{equation*}
$$

where $r_{2}$ denotes the second largest eigenvalue of the matrix $\mathcal{I}$ corresponding to the quantum statistical model $\varrho_{\boldsymbol{\lambda}}$.

Proof. As observed in [77], the eigenvalues of $\mathcal{I}$ are either 0 or given in pairs $h_{i}= \pm r_{i}$, with $0<r_{i} \leq 1, i=1, \ldots, \delta$ and $\delta \leq\lfloor(\mathfrak{p}+1) / 2\rfloor$. The thesis of the theorem is thus a simple corollary of the Cauchy interlace Theorem 6 stated above.

One can further show that, if we consider smaller sub-matrices of $\mathcal{I}$, we can recursively apply this argument to smaller statistical sub-model $\bar{\lambda}$ with $(\mathfrak{p}-j)$ parameters. Eventually one obtains that the AI measure for the corresponding statistical sub-model is bounded as

$$
\begin{equation*}
r_{j+1} \leq \mathcal{R}_{\bar{\lambda}}^{(\mathfrak{p}-j)} \leq \mathcal{R}_{\lambda}^{(\mathfrak{p})} \tag{7.31}
\end{equation*}
$$

In particular we see that any statistical sub-model with $(\mathfrak{p}-j)$ parameters is incompatible if we restrict ourselves to $j \leq \delta-1$, since for those $j$ we have that $r_{i}>0$. This observation leads to the following corollary:

## Corollary 1: Upper bound on the number of compatible parameters

By denoting with $\delta$ the number of strictly positive eigenvalues of $\boldsymbol{\mathcal { I }}$, then the quantum statistical model $\varrho_{\boldsymbol{\lambda}}$ contains at number of compatible parameters that is upper bounded as

$$
\begin{equation*}
\mathfrak{p}_{\text {comp }} \leq \mathfrak{p}_{\text {comp }}^{(\text {bound })}=\mathfrak{p}-\delta \tag{7.32}
\end{equation*}
$$

This result can be easily applied to the full estimation problem we studied in the previous section. Indeed, we can use the same evidence we have for Conjecture 2 to conjecture that the eigenvalues of the matrix $\mathcal{I}$ are

$$
\begin{equation*}
\operatorname{Eig}(\mathcal{I})=\left\{0, \ldots, 0, \pm r_{(1,0)}, \pm r_{(2,0)}, \pm r_{(2,1)}, \ldots, \pm r_{(d-1, d-3)}, \pm r_{(d-1, d-2)}\right\} \tag{7.33}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{i, j}=\tanh \left(\frac{\beta\left(\Delta_{i}-\Delta_{j}\right)}{2}\right) \tag{7.34}
\end{equation*}
$$

and $\left(\Delta_{0}, \ldots, \Delta_{d-1}\right)$ are the $\beta$-normalized eigenvalues in ascending order of $H$, defined in Eq. (7.26). If the eigenvalues of $H$ are non-degenerate, the number of strictly positive eigenvalues of $\mathcal{I}$ is simply

$$
\begin{equation*}
\delta_{\mathrm{ndg}}=\binom{d}{2}=\frac{d(d-1)}{2} \tag{7.35}
\end{equation*}
$$

Instead, for $H$ with degenerate spectrum, the result slightly change. Indeed, if we denote with $\kappa$ the number of distinct degenerate eigenvalues and with $\eta_{i}$ the corresponding degeneracies (with $i=1, \ldots, \kappa$ ), then the number of strictly positive eigenvalues is

$$
\begin{equation*}
\delta_{\mathrm{dg}}=\binom{d}{2}-\sum_{i=1}^{\kappa}\binom{\eta_{i}}{2}=\frac{d(d-1)}{2}-\sum_{i=1}^{\kappa} \frac{\eta_{i}\left(\eta_{i}-1\right)}{2} . \tag{7.36}
\end{equation*}
$$

Thus, given the numerical evidence we obtained from our simulations, we conjecture the following

## Conjecture 3: Upper bound on the number of compatible parameters for the full estimation of a $d$-dimensional quantum system

By denoting with $d$ the dimension of the quantum system $\varrho_{\boldsymbol{\lambda}}$, the number of compatible parameters $\mathfrak{p}_{\text {comp }}$ in the full estimation of the $d^{2}-1$-parameters describing $\varrho_{\boldsymbol{\lambda}}$ is upper bounded by the quantity

$$
\begin{align*}
\mathfrak{p}_{\text {comp }}^{(\text {bound })} & =d^{2}-1-\delta_{\mathrm{dg}} \\
& =\frac{(d+2)(d-1)}{2}+\sum_{i=1}^{\kappa} \frac{\eta_{i}\left(\eta_{i}-1\right)}{2}, \tag{7.37}
\end{align*}
$$

where $\kappa$ is the number of distinct degenerate eigenvalues and $\eta_{i}$ the degeneracy degree, with $i=1, \ldots, \kappa$.

This conjecture shows that the value of $\mathfrak{p}_{\text {comp }}^{(\text {bound })}$ depends on the values of the parameters, and in particular on the values that makes the corresponding density matrix degenerate. Indeed, the larger is the number of degenerate eigenvalues, the larger is the maximum number of possible compatible parameters. In the limit of full degeneracy, i.e. $\kappa=1$ and $\eta_{i}=d$, we see that $\mathfrak{p}_{\text {comp }}^{(\text {bound })} \rightarrow d^{2}-1$, i.e equals the number the number of parameters of the model. Instead, in the case with no degeneracy in the spectrum of $H$, we have the minimum value, i.e. $\mathfrak{p}_{\text {comp }}^{(\text {bound })}=(d+2)(d-1) / 2$. We would also like to stress that the model is always full-rank as far as the value of $\beta$ is finite, independently on the number of degenerate eigenvalues of $H$.

An upper bound on the number of compatible parameters has been also derived recently in [209] by following a different approach and exploiting the algebraic structure of the quantum statistical model. We have compared this bound with our bound for the full estimation of a qubit, that is by considering the estimation of the Bloch sphere parameters $\boldsymbol{\lambda}=(r, \theta, \phi)$. We found that the matrix $\mathcal{I}$ has eigenvalues $\operatorname{Eig}(\boldsymbol{\mathcal { I }})=\{r,-r, 0\}$, leading to the upper bound $\mathfrak{p}_{\text {comp }}^{(\text {bound })}=2$. This results does indeed coincide with the one obtained in [209].

We also remark that, while the bound in [209] was derived for finite dimensional Hilbert space, in our case we made no assumption on the dimension of the Hilbert space. Hence we can apply our result also for infinite dimensional system. For instance, let us consider the paradigmatic case of the estimation of the parameters characterizing a single-mode Gaussian state defined as in Eq. (7.14) and already treated in Sec. 7.2. The
spectrum of the corresponding matrix $\mathcal{I}$ is given by

$$
\begin{equation*}
\operatorname{Eig}(\boldsymbol{I})=\left\{\frac{2 \mu}{1+\mu^{2}}, \mu, 0,-\mu,-\frac{2 \mu}{1+\mu^{2}}\right\} \tag{7.38}
\end{equation*}
$$

This leads to the AI measure for the complete statistical model $\mathcal{R}_{\boldsymbol{\lambda}}^{(5)}=2 \mu /\left(1+\mu^{2}\right)$ we discussed above. By further inspecting the set of eigenvalues above we can however also conclude that for any subset of $\mathfrak{p}=4$ parameters $\tilde{\boldsymbol{\lambda}}$, the corresponding AI parameter is bounded as

$$
\begin{equation*}
\mu \leq \mathcal{R}_{\tilde{\lambda}}^{(4)} \leq \frac{2 \mu}{1+\mu^{2}} \tag{7.39}
\end{equation*}
$$

and that there is a maximum of $\mathfrak{p}_{\text {comp }}^{(\text {bound })}=3$ compatible parameters. In general, by observing the form of the Uhlmann curvature matrix we also see that the only incompatible models are the one which deals with the simultaneous estimation of $\{r, \varphi\}$ or $\{\mathfrak{R e} \alpha, \mathfrak{I m} \alpha\}$.

In the examples above, if we restrict to subsets of the original parameters $\boldsymbol{\lambda}=$ $\{\mathfrak{R e} \alpha, \mathfrak{I m} \alpha, r, \varphi, N\}$, all the results are directly availabe from the explicit solution of the SLD-QFIM (7.22a) - (7.22f) and the Uhlmann matrix (7.23a) - (7.23b). Here below we rather present an example where the results cannot be obtained straightforwardly in analytical form, while the properties discussed above can still provide a first insight without needing to solve exactly the estimation problem.

We address the estimation of two dynamical parameters, the frequency and the loss rate $\ddot{\lambda}=\{\omega, \gamma\}$ that characterize the evolution due to the Markovian master equation

$$
\begin{equation*}
\dot{\varrho}=-i \frac{\omega}{2}\left[\hat{q}^{2}+\widehat{p}^{2}, \varrho\right]+\gamma \mathcal{D}[\widehat{a}] \varrho, \tag{7.40}
\end{equation*}
$$

with $\mathcal{D}[\widehat{a}] \varrho=\widehat{a} \varrho \widehat{a}^{\dagger}-\frac{1}{2}\left(\widehat{a}^{\dagger} \widehat{a} \varrho+\varrho \widehat{a}^{\dagger} \widehat{a}\right)$. By consider an initial Gaussian state $\varrho(0)$ as the one in Eq. (7.14), the dynamics remains Gaussian and thus can be fully described by means of the first and second moments of its quadrature operators. In particular one can readily evaluate analytically the purity of the quantum state, obtaining

$$
\begin{equation*}
\mu(t)=\sqrt{\left(1-e^{-\gamma t}\right)\left(1-e^{-\gamma t}\left(1-2 s_{2}(0)\right)\right)+e^{-2 \gamma t} \mu(0)^{2}} \tag{7.41}
\end{equation*}
$$

From this result and via Eq. (7.24), we can directly evaluate $\mathcal{R}_{\lambda}^{(5)}$, whereas the AI measure $\mathcal{R}_{\dot{\boldsymbol{\lambda}}}^{(2)}$ for the quantum statistical model defined above is evaluated numerically by exploiting the techniques reported in Appendix 7.A. To present the results, we choose the initial state to be a pure state $N=0$ and we parametrize it in terms of its average excitations number $\left\langle\widehat{a}^{\dagger} \widehat{a}\right\rangle$ and its fraction of squeezing $\eta$ defined as

$$
\begin{align*}
\left\langle\widehat{a}^{\dagger} \widehat{a}\right\rangle & =|\alpha|^{2}+\sinh (r)^{2}  \tag{7.42}\\
\eta & =\frac{\sinh (r)^{2}}{\left\langle\hat{a}^{\dagger} \widehat{a}\right\rangle} \tag{7.43}
\end{align*}
$$

We plot the results in Fig. 7.2 and we see that $\mathcal{R}_{\lambda}^{(5)}$ is, as expected, always larger than $\mathcal{R}_{\dot{\lambda}}^{(2)}$, confirming that $\mathcal{R}_{\lambda}^{(5)}$ can be used as an upper bound for the quantumness for any other sub-statistical model. Besides, as we see from the left panel in Fig. 7.2, the upper bound may not be much informative, since the evolution of $\mathcal{R}_{\boldsymbol{\lambda}}^{(5)}$ and $\mathcal{R}_{\dot{\boldsymbol{\lambda}}}^{(2)}$ in time are opposite. In addition, this example shows that the condition on the number of eigenvalue is not sufficient to have a compatible model.


Figure 7.2: Plot of $\mathcal{R}_{\lambda}^{(5)}$ (red line) and $\mathcal{R}_{\dot{\lambda}}^{(2)}$ (blue line). Left panel: $\left\langle\widehat{a}^{\dagger} \widehat{a}\right\rangle=4$; thick line: $\eta=1$; dashed line: $\eta=0.5$. Right panel: $\eta=0.1$; thick line $\left\langle\widehat{a}^{\dagger} \widehat{a}\right\rangle=4$; dashed line: $\left\langle\widehat{a}^{\dagger} \widehat{a}\right\rangle=20$. Both panel: $\gamma=\omega=1$.

### 7.4 Conclusions

In this chapter, we have studied in details the properties of the AI measure $\mathcal{R}_{\boldsymbol{\lambda}}$ of incompatibility and discussed its use in assessing the quantumness of multiparameter estimation problems. At first, we have focused on the estimation of the full set of parameters characterizing a given quantum system, showing that for qubits and single-mode Gaussian systems $\mathcal{R}_{\boldsymbol{\lambda}}$ is a simple monotonous function of the purity $\mu$ of the state. We have then considered a generic $d$-dimensional quantum systems and, using analytical and numerical tools, we found that in general the one-to-one correspondence between $\mathcal{R}_{\boldsymbol{\lambda}}$ and $\mu$ does not hold anymore. However, numerical results suggest that the maximum number of AI is attainable only for quantum statistical models having a purity $\mu \geq 1 /(d-1)$. We conjecture that this may be a general property of $d$-dimensional quantum systems. Upon considering quantum statistical models described as Gibbs state of a given Hamiltonian, we have also shown that the AI measure can be written as a simple function of the fictitious temperature parameter and the spectrum of the Hamiltonian.

We have then studied in detail the role of the spectrum of the matrix $\mathcal{I}=$ $i \mathcal{Q}(\boldsymbol{\lambda})^{-1} \mathcal{U}(\boldsymbol{\lambda})$ and have determined bounds on $\mathcal{R}_{\boldsymbol{\lambda}}$ for quantum statistical submodels. In particular, we have shown that the number of strictly positive eigenvalues of $\mathcal{I}$ determines the maximum number of compatible parameters in a given statistical model.

Very recently there has been much interest in deriving bounds that apply when one allows measurements on a finite number of copies [100, 89]; we thus expect that our approach can be extended from the asymptotic model, identifying and studying a hierarchy of incompatibility measures in this finite copies scenario. More in general our results pave the way to a deeper understanding of the fundamental properties of multiparameter quantum estimation, and provide potentially useful tools to approach multiparameter problems that cannot be addressed analytically.

## Appendix

## 7.A Multiparameter estimation for continuous-variable Gaussian states

In this section we focus on estimation problems in bosonic continuous variable systems. In particular, we study $n$ modes Gaussian state $[132,314]$, which are properly described in terms of quadrature operators $\widehat{\boldsymbol{r}}=\left\{\widehat{q}_{1}, \widehat{p}_{1}, \ldots, \widehat{q}_{n}, \widehat{p}_{n}\right\}$. They satisfy the canonical commutation relation

$$
\begin{equation*}
\left[\widehat{r}_{j}, \widehat{r}_{k}\right]=i \Omega_{j k} \tag{7.44}
\end{equation*}
$$

where $\Omega=i \sigma_{y}^{\oplus n}$. A Gaussian state $\varrho$ is completely determined by its vector of first moments $\boldsymbol{d}=\operatorname{Tr}\{\varrho \widehat{\boldsymbol{r}}\}$ and its covariance matrix $(\mathrm{CM}) \boldsymbol{\sigma}=\operatorname{Tr}\left\{\varrho\left\{(\widehat{\boldsymbol{r}}-\boldsymbol{d}),(\widehat{\boldsymbol{r}}-\boldsymbol{d})^{T}\right\}\right\}$, with $\left\{\widehat{\boldsymbol{l}}, \widehat{\boldsymbol{l}}^{T}\right\}_{j k}=\widehat{l}_{j} \widehat{l}_{k}+\widehat{l}_{k} \widehat{l}_{j}[132,314]$.

In order to derive the SLD-QFI matrix elements, several approaches have been proposed in the literature $[276,194,23,314,254,306]$. As we are interested also in the Uhlmann curvature matrix, in the following we will focus on the derivations pursued in $[314,254]$ that are indeed based on the writing the SLD operators in terms of the moments of the Guassian states defining the quantum statistical model. Let us then assume that a set of parameters $\boldsymbol{\lambda}$ defines a quantum statistical models in a family of Gaussian quantum states $\varrho_{\boldsymbol{\lambda}}$. One shows that the SLD for a parameter $\alpha \in \boldsymbol{\lambda}$ is at most quadratic in the moments [314] and can be written as

$$
\begin{equation*}
\widehat{L}_{\alpha}=L_{\alpha}^{(0)} \mathbb{I}+\boldsymbol{L}_{\alpha}^{(1)} \cdot \widehat{\boldsymbol{r}}+\widehat{\boldsymbol{r}}^{T} \cdot \boldsymbol{L}_{\alpha}^{(2)} \cdot \widehat{\boldsymbol{r}} \tag{7.45}
\end{equation*}
$$

where $L_{\alpha}^{(0)}$ is a real number, $\boldsymbol{L}_{\alpha}^{(1)}$ is $2 n$ real vector and $\boldsymbol{L}_{\alpha}^{(2)}$ is a $2 n \times 2 n$ real symmetric matrix. After some algebra, one can find that the SLD-QFI matrix elements are given by [314, 254]

$$
\begin{equation*}
\mathcal{Q}_{\alpha \beta}=\frac{1}{2} \operatorname{Tr}\left\{L_{\alpha}^{(2)}\left(\partial_{\beta} \boldsymbol{\sigma}\right)\right\}+2\left(\partial_{\alpha} \boldsymbol{d}^{T}\right) \boldsymbol{\sigma}^{-1}\left(\partial_{\beta} \boldsymbol{d}\right) \tag{7.46}
\end{equation*}
$$

Here below we derive the analogous result for the Uhlmann curvature matrix. First, we evaluate the commutator of $\widehat{L}_{\alpha}$ and $\widehat{L}_{\beta}$, that is

$$
\begin{align*}
{\left[\widehat{L}_{\alpha}, \widehat{L}_{\beta}\right] } & =\left[\boldsymbol{L}_{\alpha}^{(1)^{T}} \widehat{\boldsymbol{r}}, \boldsymbol{L}_{\beta}^{(1)^{T}} \widehat{\boldsymbol{r}}\right]+\left[\boldsymbol{L}_{\alpha}^{(1)^{T}} \widehat{\boldsymbol{r}}, \widehat{\boldsymbol{r}}^{T} \boldsymbol{L}_{\beta}^{(2)} \widehat{\boldsymbol{r}}\right]+ \\
& +\left[\widehat{\boldsymbol{r}}^{T} \boldsymbol{L}_{\alpha}^{(2)} \widehat{\boldsymbol{r}}, \boldsymbol{L}_{\beta}^{(1)^{T}} \widehat{\boldsymbol{r}}\right]+\left[\widehat{\boldsymbol{r}}^{T} \boldsymbol{L}_{\alpha}^{(2)} \widehat{\boldsymbol{r}}, \widehat{\boldsymbol{r}}^{T} \boldsymbol{L}_{\beta}^{(2)} \widehat{\boldsymbol{r}}\right] \tag{7.47}
\end{align*}
$$

By recalling that $\left[\widehat{r}_{j}, \widehat{r}_{k}\right]=i \Omega_{j k}$, the first term of the latter is (we use Einstein convention on indexes summations)

$$
\begin{equation*}
\left[\boldsymbol{L}_{\alpha}^{(1)^{T}} \widehat{\boldsymbol{r}}, \boldsymbol{L}_{\beta}^{(1)^{T}} \widehat{\boldsymbol{r}}\right]=L_{\alpha, i}^{(1)} L_{\beta, j}^{(1)}\left[\widehat{r}_{i}, \widehat{r}_{j}\right]=i \boldsymbol{L}_{\alpha}^{(1)^{T}} \Omega \boldsymbol{L}_{\beta}^{(1)} \mathbb{I} \tag{7.48}
\end{equation*}
$$

the second term is ( we recall that $L_{\alpha, j k}^{(2)}=L_{\alpha, k j}^{(2)}$ )

$$
\begin{align*}
{\left[\boldsymbol{L}_{\alpha}^{(1)^{T}} \widehat{\boldsymbol{r}}, \widehat{\boldsymbol{r}}^{T} \boldsymbol{L}_{\beta}^{(2)} \widehat{\boldsymbol{r}}\right] } & =L_{\alpha, i}^{(1)} L_{\beta, j k}^{(2)}\left[\widehat{r}_{i}, \widehat{r}_{j} \widehat{r}_{k}\right]= \\
& =L_{\alpha, i}^{(1)} L_{\beta, j k}^{(2)}\left(\left[\widehat{r}_{i}, \widehat{r}_{j}\right] \widehat{r}_{k}+\widehat{r}_{j}\left[\widehat{r}_{i}, \widehat{r}_{k}\right]\right)= \\
& =L_{\alpha, i}^{(1)} L_{\beta, j k}^{(2)}\left(i \Omega_{i j} \widehat{r}_{k}+\widehat{r}_{j} i \Omega_{i k}\right)= \\
& =2 i \boldsymbol{L}_{\alpha}^{(1)^{T}} \Omega \boldsymbol{L}_{\beta}^{(2)} \widehat{\boldsymbol{r}} \tag{7.49}
\end{align*}
$$

while the third term is

$$
\begin{equation*}
\left[\widehat{\boldsymbol{r}}^{T} \boldsymbol{L}_{\alpha}^{(2)} \widehat{\boldsymbol{r}}, \boldsymbol{L}_{\beta}^{(1)^{T}} \widehat{\boldsymbol{r}}\right]=2 i \widehat{\boldsymbol{r}}^{T} \boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{L}_{\beta}^{(1)} \tag{7.50}
\end{equation*}
$$

and eventually the fourth term is (we used the symmetry of $L_{\alpha}^{(2)}$ and the skew-symmetry of $\Omega$ )

$$
\begin{align*}
{\left[\widehat{\boldsymbol{r}}^{T} \boldsymbol{L}_{\alpha}^{(2)} \widehat{\boldsymbol{r}}, \widehat{\boldsymbol{r}}^{T} \boldsymbol{L}_{\beta}^{(2)} \widehat{\boldsymbol{r}}\right] } & =L_{\alpha, i j}^{(2)} L_{\beta, k l}^{(2)}\left[\widehat{r}_{i} \widehat{r}_{j}, \widehat{r}_{k} \widehat{r}_{l}\right]= \\
& =L_{\alpha, i j}^{(2)} L_{\beta, k l}^{(2)}\left(i \Omega_{j k} \widehat{r}_{i} \widehat{r}_{l}+i \Omega_{i k} \widehat{r}_{j} \widehat{r}_{l}+i \Omega_{j l} \widehat{r}_{k} \widehat{r}_{i}+i \Omega_{i l} \widehat{r}_{k} \widehat{r}_{j}\right)= \\
& =2 i \widehat{\boldsymbol{r}}^{T}\left(\boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{L}_{\beta}^{(2)}-\boldsymbol{L}_{\beta}^{(2)} \Omega \boldsymbol{L}_{\alpha}^{(2)}\right) \widehat{\boldsymbol{r}} \tag{7.51}
\end{align*}
$$

So eventually we obtain

$$
\begin{equation*}
\left[\widehat{L}_{\alpha}, \widehat{L}_{\beta}\right]=i\left(\boldsymbol{L}_{\alpha}^{(1)^{T}} \Omega \boldsymbol{L}_{\beta}^{(1)} \mathbb{I}+2 \boldsymbol{B}^{T} \widehat{\boldsymbol{r}}+2 \widehat{\boldsymbol{r}}^{T} \boldsymbol{A} \widehat{\boldsymbol{r}}\right) \tag{7.52}
\end{equation*}
$$

where $\boldsymbol{A}$ and $\boldsymbol{B}$ are respectively a $d \times d$ symmetric matrix and a $d$ vector

$$
\begin{align*}
& \boldsymbol{A}=\boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{L}_{\beta}^{(2)}-\boldsymbol{L}_{\beta}^{(2)} \Omega \boldsymbol{L}_{\alpha}^{(2)}=2 \boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{L}_{\beta}^{(2)}  \tag{7.53}\\
& \boldsymbol{B}=\boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{L}_{\beta}^{(1)}-\boldsymbol{L}_{\beta}^{(2)} \Omega \boldsymbol{L}_{\alpha}^{(1)} \tag{7.54}
\end{align*}
$$

Now we can evaluate

$$
\begin{align*}
\mathcal{U}_{\alpha \beta} & =-\frac{i}{2} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\lambda}}\left[\widehat{L}_{\alpha}, \widehat{L}_{\beta}\right]\right\}=  \tag{7.55}\\
& =\frac{1}{2} \boldsymbol{L}_{\alpha}^{(1)^{T}} \Omega \boldsymbol{L}_{\beta}^{(1)}+\boldsymbol{L}_{\alpha}^{(1)^{T}} \Omega \boldsymbol{L}_{\beta}^{(2)} \boldsymbol{d}+\boldsymbol{d}^{T} \boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{L}_{\beta}^{(1)}+\operatorname{Tr}\left\{\varrho_{\boldsymbol{\lambda}} \widehat{\boldsymbol{r}}^{T} \boldsymbol{A} \widehat{\boldsymbol{r}}\right\} \tag{7.56}
\end{align*}
$$

Since $A_{i j} \Omega_{i j}=0$, we obtain that

$$
\begin{align*}
\operatorname{Tr}\left\{\varrho_{\boldsymbol{\lambda}} \widehat{\boldsymbol{r}}^{T} \boldsymbol{A} \widehat{\boldsymbol{r}}\right\} & =A_{i j} \operatorname{Tr}\left\{\varrho_{\boldsymbol{\lambda}} \widehat{r}_{i} \widehat{r}_{j}\right\}= \\
& =A_{i j}\left(\frac{\sigma_{i j}}{2}+\frac{i \Omega_{i j}}{2}+d_{i} d_{j}\right)= \\
& =\frac{1}{2} \operatorname{Tr}\{\boldsymbol{A} \boldsymbol{\sigma}\}+\boldsymbol{d}^{T} \boldsymbol{A} \boldsymbol{d}= \\
& =\operatorname{Tr}\left\{\boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{L}_{\beta}^{(2)} \boldsymbol{\sigma}\right\}+2 \boldsymbol{d}^{T} \boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{L}_{\beta}^{(2)} \boldsymbol{d} \tag{7.57}
\end{align*}
$$

From [314] we recall that $\boldsymbol{L}_{\alpha}^{(1)}=2 \boldsymbol{\sigma}^{-1}\left(\partial_{\alpha} \boldsymbol{d}\right)-2 \boldsymbol{L}_{\alpha}^{(2)} \boldsymbol{d}$ and so we derive the following

$$
\begin{align*}
\frac{1}{2} \boldsymbol{L}_{\alpha}^{(1)^{T}} \Omega \boldsymbol{L}_{\beta}^{(1)}= & 2\left(\left(\partial_{\alpha} \boldsymbol{d}\right)^{T} \boldsymbol{\sigma}^{-1} \Omega \boldsymbol{\sigma}^{-1}\left(\partial_{\beta} \boldsymbol{d}\right)-\boldsymbol{d}^{T} \boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{\sigma}^{-1}\left(\partial_{\beta} \boldsymbol{d}\right)+\right.  \tag{7.58}\\
& \left.-\left(\partial_{\alpha} \boldsymbol{d}\right)^{T} \boldsymbol{\sigma}^{-1} \Omega L_{\beta}^{(2)} \boldsymbol{d}+\boldsymbol{d}^{T} \boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{L}_{\beta}^{(2)} \boldsymbol{d}\right)  \tag{7.59}\\
\boldsymbol{L}_{\alpha}^{(1)^{T}} \Omega \boldsymbol{L}_{\beta}^{(2)} \boldsymbol{d}= & 2\left(\left(\partial_{\alpha} \boldsymbol{d}\right)^{T} \boldsymbol{\sigma}^{-1} \Omega \boldsymbol{L}_{\beta}^{(2)} \boldsymbol{d}-\boldsymbol{d}^{T} \boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{L}_{\beta}^{(2)} \boldsymbol{d}\right)  \tag{7.60}\\
\boldsymbol{d}^{T} \boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{L}_{\beta}^{(1)}= & 2\left(\boldsymbol{d}^{T} \boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{\sigma}^{-1}\left(\partial_{\beta} \boldsymbol{d}\right)-\boldsymbol{d}^{T} \boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{L}_{\beta}^{(2)} \boldsymbol{d}\right) \tag{7.61}
\end{align*}
$$

By inserting these last calculations, we end up with the following Uhlmann matrix

$$
\begin{equation*}
\mathcal{U}_{\alpha \beta}=\operatorname{Tr}\left\{\boldsymbol{L}_{\alpha}^{(2)} \Omega \boldsymbol{L}_{\beta}^{(2)} \boldsymbol{\sigma}\right\}+2\left(\partial_{\alpha} \boldsymbol{d}\right) \boldsymbol{\sigma}^{-1} \Omega \boldsymbol{\sigma}^{-1}\left(\partial_{\beta} \boldsymbol{d}\right) . \tag{7.62}
\end{equation*}
$$

Please notice that our result differ from that in [254] by a factor 2 in the first term of the Uhlmann matrix.

If we now focus on single-mode Gaussian state, we can write (7.46) and (7.62) only in terms of the covariance matrix $\boldsymbol{\sigma}$, the vector $\boldsymbol{d}$ and the purity of the state $\mu=1 / \sqrt{\operatorname{det} \boldsymbol{\sigma}}$ as

$$
\begin{align*}
& \mathcal{Q}_{\alpha \beta}=\frac{1}{2} \frac{\operatorname{Tr}\left[\left(\boldsymbol{\sigma}^{-1} \partial_{\alpha} \boldsymbol{\sigma}\right)\left(\boldsymbol{\sigma}^{-1} \partial_{\beta} \boldsymbol{\sigma}\right)\right]}{1+\mu^{2}}+\frac{2 \partial_{\alpha} \mu \partial_{\beta} \mu}{1-\mu^{4}}+2\left(\partial_{\alpha} \boldsymbol{d}\right)^{T} \boldsymbol{\sigma}^{-1}\left(\partial_{\beta} \boldsymbol{d}\right)  \tag{7.63}\\
& \mathcal{U}_{\alpha \beta}=\frac{\mu^{2}}{2\left(\mu^{2}+1\right)^{2}} \operatorname{Tr}\left\{\boldsymbol{\sigma} \Omega\left[\partial_{\alpha} \boldsymbol{\sigma} \boldsymbol{\sigma}^{-1}, \partial_{\beta} \boldsymbol{\sigma} \boldsymbol{\sigma}^{-1}\right]\right\}+2 \mu^{2}\left(\partial_{\alpha} \boldsymbol{d}\right) \Omega\left(\partial_{\beta} \boldsymbol{d}\right) \tag{7.64}
\end{align*}
$$

## Part IV

Engineering of quantum systems

# Feedback-assisted quantum search by continuous-time quantum walks 

Continuous-time quantum walk (CTQW) have been introduced in Sec. 3.2 to model the evolution of a quantum particle, or excitation, over a discrete set of positions [131, 200, 340]. Since a CTQW evolves over a graph, it is strongly related to applications over networks, including quantum spatial search [94, 189, 93, 83, 265, 36, 279]. The ability to redirect or control information over a graph in an efficient way is essential to develop protocols involving quantum networks and to deal with a large amount of structured data. To this aim, in this chapter we develop a protocol to guide the walker toward a target node on a graph by exploiting the tools of quantum control.

The theory of quantum control [350] addresses the problem of preparing a quantum system in a desired quantum state or with some desired quantum properties. In quantum feedback-control strategies the quantum system under control is measured (typically continuously in time) and the information acquired is exploited in order to optimize a feedback operation on the system itself. This kind of strategies has been studied in great detail, in particular with the aim of generating quantum states with non-classical properties such as squeezing or entanglement [349, 348, 123, 337, $315,333,150,152,177$, $231,233,232,64,234,193,364,300,121]$ or to cool optomehcanical systems towards their ground states, with the experimental results recently demonstrated in [297, 226, 336].

In this chapter, we propose a novel approach to quantum search on graphs and establish a new and unexplored line of research combining CTQWs with quantum feedbackcontrol protocols. In our system, the walker is interacting with an environment that is continuously monitored. As a result, the system evolution is a quantum stochastic trajectory and, based on the result of the measurement, a feedback protocol is applied. We will prove that it is possible to drive the walker towards a target state by optimizing the corresponding target fidelity at each step. Our method differs from other methods that have been developed since it allows the walker to be guided continuously to the target node. In the standard spatial search protocol the oracle is described as a projector operator onto the target state. With our approach we modify this paradigm. We consider a dynamical oracle encoded in the feedback operation. This means that the final projective measurement on the walker, to be performed at any time $t$ after a certain threshold time $t_{t h}$, has a high probability of success. In particular, we find that once the walker reaches the target node it remains stuck in it thanks to the feedback operation. This lift the burden of performing a final measurement at a very specific time, by allowing us to measure the walker position at any time $t \geq t_{t h}$.

The chapter is organized as follows: in Sec. 8.1 we give a brief introduction to continuous-time quantum walks focusing on quantum spatial search on graphs. In Sec. 8.2 we introduce continuously monitored quantum systems and unitary (measurementbased) feedback strategies. In Sec. 8.3, we present our search scheme and we describe


Figure 8.1.1: Cycle graph embedded in a plane on a circle of unit radius. Left panel: $N=5$; Central panel: $N=11$; Right panel: $N=15$.
the idea behind our feedback protocol. In Sec. 8.4 we analyze our results for the different control strategies we have considered. In Sec. 8.5 we conclude the chapter with some remarks and outlooks. The chapter is followed by an Appendix where we analyze some side aspects of the work and results. We also mention that throughout the chapter we set $\hbar=1$.

### 8.1 Quantum walks and spatial search on graphs

A continuous-time quantum walk describes the continuous motion of a quantum particle over a discrete set of positions. As we have already discussed, underlying every walk there is a graph $G$, which is described as a pair $G=(V, E)$ where $V=\{0,1, \ldots, N-1\}$ is the set of vertices and $E$ is the set of undirected edges, i.e. all the pairs of adjacent vertices in $V$. For a CTQW, the vertices represent the positions that the particle can occupy while the edges encode all the possible paths that a walker can move across. We denote the order of the graph as the number of nodes $N=|V|$. For a more detailed presentation of CTQWs we refer the reader to Chapter 3.2 in the introduction.

In this chapter, we are going to focus mainly on the cycle graph, see Fig. 8.1.1. Each vertex is adjacent to two other vertices, hence $d_{j}=2$ for all $j$ s. This means that the cycle graph is a regular graph whose Laplacian matrix is given by

$$
\begin{equation*}
L=2 \mathbb{I}_{N}-\sum_{k=0}^{N-1}(|k-1\rangle\langle k|+|k+1\rangle\langle k|) \tag{8.1}
\end{equation*}
$$

The primed summation symbol denotes that periodic boundary conditions: the terms $|-1\rangle\langle 0|$ corresponds to $|N-1\rangle\langle 0|$, while $N\rangle\langle N-1|$ corresponds to $|0\rangle\langle N-1|$. The cycle is also a circulant graph, whose nice properties have been discussed in Sec. 4.5.3.

Among all the applications, CTQWs have been used to improve spatial search algorithms. In this problem, the main goal is to exploit the coherent evolution of a quantum walker to find a marked vertex on a graph faster than its classical counterpart. In the quantum spatial search of a marked node $|w\rangle$, the walker evolves under the Hamiltonian:

$$
\begin{equation*}
H_{S}=\gamma L-\beta|w\rangle\langle w| \tag{8.2}
\end{equation*}
$$

where $\gamma$ is a real parameter and the operator $|w\rangle\langle w|$ is the oracle Hamiltonian i.e. a projector onto the target state. The walker is usually initialized in the uniform superposition
of all nodes

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1}|k\rangle \tag{8.3}
\end{equation*}
$$

with no bias toward the target state. The algorithm is successful if the probability of finding the target node $\left.p_{w}\left(t_{s}\right)=\left|\langle w| e^{-i H_{S} t_{s}}\right| \psi_{0}\right\rangle\left.\right|^{2}$ is as close as 1 as possible in a time $t_{s}=\mathcal{O}(\sqrt{N})$. It was shown that a $\sqrt{N}$ speedup can be obtained for specific topologies, such as the complete and hypercube graphs and $(d>4)$-dimensional lattices [94, 131]. Later studies proved fast search for different kinds of graphs [82, 275, 352, 85, 354, 342], and a comprehensive analysis of the algorithm's performances was carried out in [84], which recovers previous graph-dependent results as special cases. It is worth mentioning here that considering different oracle operators, such as those which modify the edges connected to the target node, allows to reach a search time $t_{s}=\mathcal{O}(\sqrt{N \ln N})$ in two-dimensional $(d=2)$ lattices, by building Hamiltonians that exhibit Dirac points in their dispersion relation [93, 137]. Since low dimensional lattices, such as the cycle graph, do not sustain fast search with the standard algorithm defined by Hamiltonian (8.2), novel strategies must be envisaged to boost the spatial search on these structures.

We report here the success probability of the standard search algorithm on the cycle graph to set a benchmark for our approach. The parameter $\beta / \gamma$ in Eq. (8.2) is the oracle parameter that we need to optimize to improve the search. In this way, we can compare the different search strategies, by showing the dynamical quantities of interest in terms of the re-scaled time $\gamma t$. If we apply this algorithm to one-dimensional lattices, such as the cycle graph, the success probability of finding the target does not scale well with the size of the graph. In figure 8.1.2, we show how the spatial search algorithm performs in the case of a cycle graph. We compare three different sizes: $N=5,11,15$. For each graph, we numerically optimize the oracle parameter and then compute the probability of finding the target, also called reward function and defined in Eq. (8.23), as a function of time $\gamma t$. We see that for already $N=15$ the maximum probability of finding the target is less than 0.5 in the time interval considered.

### 8.2 Continuous monitoring and Feedback control

### 8.2.1 Continuously monitored quantum systems

We here provide a very basic introduction to continuously monitored quantum systems. We refer to the following references [350, 188, 63] for a more detailed introduction and for the derivation of the formulas provided in this Section.

We assume that the quantum system under exam interacts with a large Markovian environment described by a train of input bosonic operators $\widehat{a}_{j}(t)$ satisfying the canonical commutation relation $\left[\widehat{a}_{j}\left(t^{\prime}\right), \widehat{a}_{k}^{\dagger}(t)\right]=\delta_{j k} \delta\left(t-t^{\prime}\right)$. The interaction with the system is then given in terms of the time-dependent interaction Hamiltonian

$$
\begin{equation*}
\widehat{H}^{i n t}(t)=i \sum_{j} \sqrt{\kappa_{j}}\left(\widehat{c}_{j} \widehat{a}_{j}^{\dagger}(t)-\widehat{c}_{j}^{\dagger} \widehat{a}_{j}(t)\right), \tag{8.4}
\end{equation*}
$$

in which $\kappa_{j}$ represent the coupling strengths, while $\widehat{c}_{j}$ are operators acting on the system Hilbert space (one should also notice that the parameter $t$ in the operators $\widehat{a}_{j}(t)$ is just a label denoting the time at which each operator is interacting with the quantum system via the Hamiltonian). We also assume that the environmental modes $\widehat{a}_{j}(t)$


Figure 8.1.2: Reward function $\mathcal{F}_{|0\rangle}$ for the optimized standard algorithm with the projective oracle for $N=5$ (red line), $N=11$ (blue dashed line) and $N=15$ (orange dotted line). For each size $N$, we found the optimal value for the $\beta / \gamma$ parameter that gives the maximum value of $\mathcal{F}_{|0\rangle}$ in the considered time interval. We obtain the following: for $N=5, \gamma t_{o p t}=5.38, \beta_{o p t} / \gamma=2.24$ and the maximum is $\mathcal{F}_{|0\rangle}\left(t_{\text {opt }}, \beta_{o p t}\right)=0.91$; for $N=11, \gamma t_{\text {opt }}=6.23, \beta_{o p t} / \gamma=1.19$ and the maximum is $\mathcal{F}_{|0\rangle}\left(t_{\text {opt }}, \beta_{\text {opt }}\right)=0.60$; for $N=15, \gamma t_{\text {opt }}=11.28, \beta_{o p t} / \gamma=0.92$ and the maximum is $\mathcal{F}_{|0\rangle}\left(t_{\text {opt }}, \beta_{o p t}\right)=0.44$.
can be measured continuously in time, just after the interaction, in order to gain information on the state of the system itself. Notice that the interaction with the environment can be either considered already present, and that some degree of control on this environment is achievable in order to perform such a measurement, or that such an interaction can be effectively engineered with the purpose of weakly monitoring the system. Both these approaches are nowadays pursued efficiently in different physical platforms, in particular in circuit QED [250, 252, 165, 133, 240] and in optomechanical systems [344, 297, 296, 226, 336].

It is known that in quantum mechanics a measurement modifies the state of the quantum system that is (directly or indirectly) measured, and that the corresponding conditional state will depend both on the kind of measurement performed and on the outcome of the measurement. We will focus on continuous homodyne detection of the environmental modes with monitoring efficiencies $\eta_{j}$, corresponding to a set of continuous photocurrents

$$
\begin{equation*}
d y_{t}^{(j)}=\sqrt{\eta_{j} \kappa_{j}} \operatorname{Tr}\left\{\left(\widehat{c}_{j}+\widehat{c}_{j}^{\dagger}\right) \varrho^{c}\right\} d t+d W_{t}^{(j)}, \tag{8.5}
\end{equation*}
$$

where $d W_{t}^{(j)}$ denotes the innovation, that is the difference between the result of the measurement $d y_{t}^{(j)}$ and the expected results, and mathematically correspond to independent Wiener increments satisfying $d W_{t}^{(j)} d W_{t}^{(k)}=\delta_{j k} d t$. The evolution of the quantum state $\varrho^{c}(t)$ conditioned on the photocurrents $d y_{t}^{(j)}$ is then given by the following stochastic
master equation (SME)

$$
\begin{align*}
d \varrho^{c} & =-i\left[\widehat{H}_{s}, \varrho^{c}(t)\right] d t+\sum_{j} \kappa_{j} \mathcal{D}\left[\widehat{c}_{j}\right] \varrho^{c}(t) d t \\
& +\sum_{j} \sqrt{\eta_{j} \kappa_{j}} \mathcal{H}\left[\widehat{c}_{j}\right] \varrho^{c}(t) d W_{t}^{(j)} \tag{8.6}
\end{align*}
$$

where $\widehat{H}_{s}$ is the Hamiltonian describing the evolution of the quantum system only, and where we have introduced the two following superoperators

$$
\begin{align*}
& \mathcal{D}[\widehat{c}] \bullet=\widehat{c} \bullet \widehat{c}^{\dagger}-\frac{1}{2}\left(\widehat{c}^{\dagger} \widehat{c} \bullet+\bullet \widehat{c}^{\dagger} \widehat{c}\right)  \tag{8.7}\\
& \mathcal{H}[\widehat{c}] \bullet \widehat{c} \bullet+\bullet \widehat{c}^{\dagger}-\operatorname{Tr}\left\{\left(\widehat{c}+\widehat{c}^{\dagger}\right) \bullet\right\} \bullet \tag{8.8}
\end{align*}
$$

The continuous outcomes of the photocurrents $\left\{d y_{t}^{(j)}\right\}$ thus define a particular conditional trajectory for the conditional state of the quantum system. By averaging over all the possible trajectories, i.e. over all the possible outcomes of the measurements, we obtain the evolution of the unconditional state $\varrho^{u}=\mathbb{E}_{\text {traj }}\left[\varrho^{c}\right]$ that, by exploiting the property $\mathbb{E}_{\text {traj }}\left[d W_{t}^{(j)}\right]=0$, is desribed by a Markovian master equation in the Lindblad form

$$
\begin{equation*}
\frac{d \varrho^{u}}{d t}=-i\left[\widehat{H}_{s}, \varrho^{u}(t)\right]+\sum_{j} \kappa_{j} \mathcal{D}\left[\widehat{c}_{j}\right] \varrho^{u}(t) \tag{8.9}
\end{equation*}
$$

The evolution of the conditional states described by the SME (8.6) can be equivalently described via the formula [301, 302]

$$
\begin{equation*}
\varrho^{c}(t+d t)=\frac{\widehat{M}_{\mathbf{d y}_{t}} \varrho^{c}(t) \widehat{M}_{\mathbf{d y}_{t}}^{\dagger}+\sum_{j}\left(1-\eta_{j}\right) \widehat{c}_{j} \varrho^{c}(t) \widehat{c}_{j}^{\dagger} d t}{\operatorname{Tr}\left\{\widehat{M}_{\mathbf{d y}_{t}} \varrho^{c}(t) \widehat{M}_{\mathbf{d y}_{t}}^{\dagger}+\sum_{j}\left(1-\eta_{j}\right) \widehat{c}_{j} \varrho^{c}(t) \widehat{c}_{j}^{\dagger} d t\right\}} \tag{8.10}
\end{equation*}
$$

where we have introduced the family of Kraus operators

$$
\begin{equation*}
\widehat{M}_{\mathbf{d y}_{t}}=\mathbb{I}-i \widehat{H}_{s} d t-\sum_{j}\left(\frac{\kappa_{j}}{2} \widehat{c}_{j}^{\dagger} \widehat{c}_{j} d t-\sqrt{\eta_{j} \kappa_{j}} \widehat{c}_{j} d y_{t}^{(j)}\right) \tag{8.11}
\end{equation*}
$$

with $\mathbf{d y}_{t}=\left\{d y_{t}^{(1)}, \ldots, d y_{t}^{(K)}\right\}$ denoting the vector of the outcomes of the $K$ mesaurement channels.
In our protocol we consider an initial pure state and perfect monitoring efficiency, i.e. $\eta_{j}=1$ for all channels. Under these assumptions the conditional evolution is described by a stochastic Schrödinger equation, or equivalently via the Kraus operators as follows

$$
\begin{equation*}
\left|\psi^{c}(t+d t)\right\rangle=\frac{\widehat{M}_{\mathbf{d y}_{t}}\left|\psi^{c}(t)\right\rangle}{\sqrt{\left\langle\psi^{c}(t)\right| \widehat{M}_{\mathbf{d y}_{t}}^{\dagger} \widehat{M}_{\mathbf{d y}_{t}}\left|\psi^{c}(t)\right\rangle}} \tag{8.12}
\end{equation*}
$$

This will be extensively used in our numerical simulations to generate single trajectories at each infinitesimal time step.

### 8.2.2 Unitary quantum feedback

In addition to conditioning the evolution of the quantum state, the outcomes of the measurement performed can in principle be exploited to further modify the dynamics of the system. In this respect, here we briefly introduce unitary measurement-based quantum feedback. The idea is that, once the measurement outcomes $\mathrm{dy}_{t}$ are obtained, one performs a unitary operation $\widehat{U}_{f b}(t)$ on the quantum state, typically optimized in order to achieve a certain goal as, for example, the preparation of a certain target quantum state.

This unitary operation may depend only on the last measurement outcomes, or on the whole history of outcomes, and thus on the whole trajectory of the conditional state. In the first instance one talks about Markovian quantum feedback and one can derive a corresponding Markovian feedback master equation [348, 350]. In this work we will focus on the second kind of feedback, and thus our feedback strategy will be optimized by knowing both the last measurement outcomes and the conditional state $\left|\psi^{c}(t)\right\rangle$ (and as a consequence the whole measurement history). In order to obtain the corresponding evolution, we exploit the formulas involving the Kraus operators.

In particular, if the feedback operation is performed after the measurement, by assuming unit measuring efficiency, initial pure states and no-delay between measurement and feedback, the conditional state at each instant is described via the formula

$$
\begin{equation*}
\left|\psi^{f b}(t+d t)\right\rangle=\frac{\widehat{U}_{f b} \widehat{M}_{\mathbf{d y}_{t}}\left|\psi^{f b}(t)\right\rangle}{\sqrt{\left\langle\psi^{f b}(t)\right| \widehat{M}_{\mathbf{d y}_{t}}^{\dagger} \widehat{M}_{\mathbf{d y}_{t}}\left|\psi^{f b}(t)\right\rangle}} \tag{8.13}
\end{equation*}
$$

This formula is particularly useful for our numerical approach where one needs to substitute the time differential $d t$ with a finite but small time increment $\Delta t$, while the Wiener increment $d W_{t}^{(j)}$ must be replaced by a Gaussian random variable $\Delta W_{t}^{(j)}$ with zero mean and variance $\Delta t$. The explicit formula for the finite increments to the measurement records is

$$
\begin{equation*}
\Delta y_{t}^{(j)}=\sqrt{\kappa_{j}}\left\langle\psi^{c}(t)\right|\left(\widehat{c}_{j}^{\dagger}+\widehat{c}_{j}\right)\left|\psi^{c}(t)\right\rangle \Delta t+\Delta W_{t}^{(j)} \tag{8.14}
\end{equation*}
$$

Due to the finite nature of $\Delta t$, the deterministic identity $\Delta W_{t}^{(j) 2}=\Delta t$ is no longer satisfied, thus corrections must be considered. This is accomplished by adding an extra term, known as Euler-Millstein correction [302], in the Kraus operators that now read

$$
\begin{align*}
\widehat{M}_{\Delta \mathbf{y}_{t}}= & \mathbb{I}-i \widehat{H}_{s} \Delta t \\
& -\sum_{j}\left(\frac{\kappa_{j}}{2} \widehat{c}_{j}^{\dagger} \widehat{c}_{j} \Delta t-\sqrt{\kappa_{j}} \widehat{c}_{j} \Delta y_{t}^{(j)}-\frac{\kappa_{j}}{2} \widehat{c}_{j}^{2}\left(\Delta y_{t}^{(j)^{2}}-\Delta t\right)\right) . \tag{8.15}
\end{align*}
$$

This is the operator that will generate each stochastic trajectory according to (8.13).

### 8.3 Quantum search assisted by feedback

Our idea is to continuously monitor the position of a quantum walker during its evolution on a cycle graph, and then to use this information to apply feedback unitary operations as a dynamical oracle with the aim of finding a particular target node. The walker is initially prepared in the uniform superposition of all nodes of the graph as in Eq. (8.3).

The first step is to describe the continuous monitoring. In particular we assume to be able to couple our system to two different environments via the following jump operators

$$
\begin{align*}
& \widehat{c}_{1}=\widehat{x}=\sum_{k=0}^{N-1} \cos \left(\frac{2 \pi k}{N}\right)|k\rangle\langle k|,  \tag{8.16}\\
& \widehat{c}_{2}=\widehat{y}=\sum_{k=0}^{N-1} \sin \left(\frac{2 \pi k}{N}\right)|k\rangle\langle k|, \tag{8.17}
\end{align*}
$$

whose eigenvalues exactly correspond to the coordinates of the position of the $N$ nodes of the graph, corresponding to equally spaced points on a unit radius ring centered on $(0,0)$ in the $(x, y)$ plane (see Fig. 8.1.1 for cycle graphs with $N=5,11,15)$. By performing continuous homodyne detections one obtains two photocurrents (8.5) whose average values are indeed proportional to the the expectation values of the operators $\widehat{x}$ and $\widehat{y}$ on the conditional state $\varrho^{c}$.

We show in Appendix 8.A that the unconditional evolution, corresponding to the master equation (8.9) with the cycle graph Hamiltonian $H_{S}=\gamma L$ and jump operators (8.16)-(8.17), leads to a symmetric dephasing-like evolution in the position basis, thus reflecting the translation invariance of the graph's nodes and further validating our choice. In Appendix 8.B we also mention an alternative choice for the jump operator, i.e. the single non-Hermitian jump operator

$$
\begin{equation*}
\widehat{c}_{0}=\sum_{k=0}^{N-1} e^{i 2 \pi k / N}|k\rangle\langle k|, \tag{8.18}
\end{equation*}
$$

that satisfies the properties discussed above. We show that the results are comparable with the one obtained via the two Hermitian jump operators $\widehat{c}_{1}$ and $\widehat{c}_{2}$.

The second step is to define our feedback strategy. We parametrize the unitary feedback operator as

$$
\begin{equation*}
\widehat{U}_{f b}(\boldsymbol{\theta})=e^{-i \widehat{H}_{f b}(\boldsymbol{\theta}) d t} \tag{8.19}
\end{equation*}
$$

where, in general, we assume to have a finite number of control parameters $\boldsymbol{\theta}=\left\{\theta_{k}\right\}$ corresponding to a set of control operators $\left\{\widehat{h}_{k}\right\}$, such that the feedback Hamiltonian reads

$$
\begin{equation*}
\widehat{H}_{f b}(\boldsymbol{\theta})=\sum_{k} \theta_{k} \widehat{h}_{k} . \tag{8.20}
\end{equation*}
$$

The definition of the control operators is indeed crucial. Two natural choices can be considered: the first one is to choose the on-site projectors, i.e.

$$
\begin{equation*}
\widehat{h}_{k}^{(o s)}=|k\rangle\langle k| . \tag{8.21}
\end{equation*}
$$

From a physical point of view, this would mean being able to modify the on-site energies of graph. However preliminary numerical simulations show that this choice is in general not efficient. In order to understand why this is the case, one can for example observe that, being $\{|k\rangle\}$ eigenstates of the control operators above, if the walker during the evolution happens to be in a node $|\bar{k}\rangle$ different from the target, the unitary operation will not be able to change its state and thus the feedback is useless for our purposes.

The second natural choice is to consider the hopping operators

$$
\begin{equation*}
\widehat{h}_{k}^{(h o p)}=|k\rangle\langle k+1|+|k+1\rangle\langle k|, \tag{8.22}
\end{equation*}
$$

with the usual boundary condition $|N\rangle \equiv|0\rangle$. This set of feedback control operations represents the ability of individually controlling each coupling between adjacent nodes. Finally, one needs to decide how to optimize the feedback operation, that is the set of control parameters $\boldsymbol{\theta}$, in order to find the target node on the graph. This is typically done by defining a reward function $\Lambda\left(\left|\psi^{f b}\right\rangle\right)$, that in our case naturally corresponds to the fidelity between the conditional state after the feedback operation $\left|\psi^{f b}\right\rangle$ in Eq. (8.13), and the target state (that we will hereafter denote as $|0\rangle$ ), i.e.

$$
\begin{equation*}
\Lambda\left(\left|\psi^{f b}(t)\right\rangle\right)=\mathcal{F}_{|0\rangle}\left(\left|\psi^{f b}(t)\right\rangle\right)=\left|\left\langle 0 \mid \psi^{f b}(t)\right\rangle\right|^{2} \tag{8.23}
\end{equation*}
$$

We will thus choose the parameters $\boldsymbol{\theta}$ as the ones maximizing the fidelity at each step of the trajectory. The same figure of merit will be then used in order to assess the performance of our protocol. We will indeed numerically evaluate

$$
\begin{equation*}
\overline{\mathcal{F}}_{|0\rangle}=\mathbb{E}_{\text {traj }}\left[\mathcal{F}_{|0\rangle}\left(\left|\psi^{f b}(t)\right\rangle\right)\right], \tag{8.24}
\end{equation*}
$$

that is the fidelity averaged over all the possible trajectories conditioned by the continuous monitoring.

### 8.4 Results

In the following, we present our main results, dividing them in three different settings: in Sec. 8.4.1 we address the numerical optimization of the feedback operation with unbounded control parameters, that is without posing any bound on the search domain for the parameters $\left\{\theta_{i}\right\}$. Then, in Sec. 8.4.2 we consider numerical optimization of the feedback but with a bounded domain, that from the physical point of view may represent constraints on the physical implementation of the feedback operations. In Sec. 8.4.3 we study the case of digital feedback [295], in which the value of the feedback couplings are not only bounded, but can take values only from a discrete set (one should notice that unlike previous examples of digital feedback [295], we still have a continuous measurement output, and only the feedback operations are discrete). In all these examples we consider the system initially prepared in the quantum state defined in Eq. (8.3), corresponding to the uniform superposition over the $N$ nodes of the graph.

The algorithm we used to numerically optimize the feedback couplings is provided by the SciPi library, and in particular the scipy.optimize.minimize function [312]. The method used for the different strategies are the following: for the unbounded optimization (Sec. 8.4.1) we use the BFGS method; for the bounded optimization (Sec. 8.4.2) we used the L-BFGS-B method. Differently, the method used for digital feedback (Sec. 8.4.3) is a brute force one, i.e. we consider all the possible combinations of the finite discrete values and we select the optimal one.

We remark that we have also investigated the scenario with a single feedback Hamiltonian controlling collectively all the couplings via a single parameter $\theta$, i.e. via the Hamiltonian

$$
\begin{equation*}
\widehat{H}_{f b}=\theta \sum_{k} \widehat{h}_{k}^{(h o p)} . \tag{8.25}
\end{equation*}
$$

However, as we show in Appendix 8.C, this kind of feedback is not particularly efficient for our purposes.


Figure 8.4.1: Results for multiple feedback control Hamiltonians $\widehat{h}_{k}^{(h o p)}$ defined in Eq. (8.22). (a): average reward function $\overline{\mathcal{F}}_{|0\rangle}$ as a function of time (black dashed line: threshold $\mathcal{F}^{\text {th }}=0.95$ ). $\left(b_{1}\right)-\left(b_{4}\right)$ : averaged feedback couplings $\bar{\theta}_{k}$, corresponding to the $k$ th Hamiltonian in (8.20): $\left(b_{1}\right)$ and $\left(b_{3}\right)$ : short time behavior; $\left(b_{2}\right)$ and ( $b_{4}$ ) time-asymptotic behavior. Red line: $N=5$; blue line: $N=11$; orange line: $N=15$. Other parameters: $\eta=1, d t=0.01$, number of stochastic trajectory $N_{t j}=5000$.

### 8.4.1 Numerical optimization with unbounded controls

We here show the results of our protocol when considering a feedback operation via the control operators introduced in Eq. (8.22) and optimized control parameters $\left\{\theta_{k}\right\}$ with unbounded domain. A remark is in order here: the first attempt we have pursued was to follow the approach described by Martin et al. in [364, 234], where the feedback operation is assumed to be infinitesimal, i.e. via couplings written as

$$
\begin{equation*}
\boldsymbol{\theta} d t=A \mathbf{d} \mathbf{W}+\mathbf{B} d t \tag{8.26}
\end{equation*}
$$

where $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{K}\right)^{\top}$ is the vector of the feedback couplings, $\mathbf{d W}=\left(d W_{t}^{(x)}, d W_{t}^{(y)}\right)$ is the vector of the Wiener increments describing the measurement, while $A$ and $\mathbf{B}$ are respectively a $(N \times 2)$-dimensional matrix and a 2 -dimensional vector describing the feedback strategy. The optimization in this scenario could be done analytically if some conditions are fulfilled, as described in [234] (see Appendix 8.C for further details on this method). However for our problem we verify that these conditions are never satisfied and thus a numerical optimization with unbounded couplings has to be performed.

The results are depicted in Fig. 8.4.1 for $N=5,11,15$, where we observe that the protocol is particularly efficient in reaching the target state. In order to quantify the efficiency of our protocol, we fix a threshold value for the average fidelity $\mathcal{F}^{\text {th }}=0.95$, such that whenever the reward function is larger than this threshold value, the target search is considered successful. This efficiency decreases as the size of the graph increases, although the threshold value is reached on rather small time scales $\gamma t<1$. This is a great improvement with respect to the performance of the standard quantum spatial search algorithm, reported in Sec. 8.1, where the success probability never reaches the threshold value (see Fig. 8.1.2 for a comparison).

In Fig. 8.4.1 we also consider the average feedback coupling $\bar{\theta}_{0}$ between nodes $|0\rangle$ and $|1\rangle$ and the coupling $\bar{\theta}_{1}$ between nodes $|1\rangle$ and $|2\rangle$ (see Fig. 8.1.1 for reference): after an initial transient, the average value of the feedback couplings reaches an asymptotic value, meaning that the feedback operation is stable after having reached the target node. We notice that the average coupling $\bar{\theta}_{0}$, between nodes $|0\rangle$ and $|1\rangle$, tends to the
asymptotic value $\bar{\theta}_{0} \rightarrow-\gamma$. In fact, when the protocol has almost localized the walker in the desired node, the role of the feedback is to try to stop the dynamics by nullifying the corresponding couplings in the Hamiltonian. We have also numerical evidence that, within numerical noise, the average feedback couplings are symmetric with respect to the $x$-axis, i.e. $\bar{\theta}_{0}=\bar{\theta}_{N-1}, \bar{\theta}_{1}=\bar{\theta}_{N-2}$, etc., in the configuration in which the target node is placed in $(1,0)$, see Fig. 8.1.1.

The average feedback couplings reported in Fig. 8.4.1 show however large fluctuations, especially $\bar{\theta}_{1}$, suggesting that in some trajectories larger values of the optimal couplings are chosen by the optimization algorithm. We propose two possible justifications for this behaviour: i) the first one is based on the stochasticity of the single random trajectory, i.e. there might be a time-step in which the measurement project the state far away from the target node, and thus a large correction is needed; ii) the second one is based on the shape of the landscape functions of the feedback couplings for a single trajectory. One can indeed observe that these landscape functions are periodic and thus have many local and equal maxima that can be reached by different values of the feedback couplings. The large fluctuations thus may arise from the fact that the algorithm does not always choose the maximum in the neighbourhood of the maximum found at the previous step (further details on the couplings' landscape functions are given in Appendix 8.D).

### 8.4.2 Numerical optimization with bounded controls

As we have seen in the previous Section, not only numerical optimization of the feedback strategy is necessary, but also large absolute values of the feedback couplings might be needed to perform an efficient search. Hence, to test the limits of our protocol, we consider the case where the feedback couplings $\boldsymbol{\theta}$ belong to a bounded domain. In this case each $\theta_{k}$ can take values from the interval $[-\xi \gamma, \xi \gamma]$, where we introduced the bounding (dimensionless) parameter $\xi$ that quantifies the range of values admitted for the feedback couplings $\boldsymbol{\theta}$. We consider the bounding parameter $\xi \geq 1$. We have indeed numerical evidence that for $\xi<1$, that is for feedback couplings smaller than the Laplacian parameter $\gamma$, the protocol fails. As we noticed in the example above, once the walker has been localized over the target the role of the feedback is to stop the dynamics and this effect cannot be achieved efficiently if in general $\left|\theta_{0}\right|<\gamma$.

The numerical results are provided in Fig. 8.4.2 for $N=11$ (the results are qualitatively similar also for $N=5$ and $N=15$ ), and for different values of $\xi$ ranging between $\xi=1$ and $\xi=100$. As expected, as $\xi$ grows, the efficiency of the protocol improves, i.e. the minimum time $t_{t h}$ required to reach the threshold $\mathcal{F}^{t h}$ decreases on average. Moreover, even for small values of $\xi$, this protocol is able to identify the target node with higher probability than the standard quantum algorithm in the same time interval, see again Fig. 8.1.2.

The decreasing of the optimal time $\gamma t_{t h}$ for increasing values of $\xi$ can also be seen from Fig. 8.4.3, where we plot the ratio of $\gamma t_{t h} / \mathcal{F}^{t h}$, a quantity that corresponds to the effective time necessary to reach the target on average [79]. We observe that this quantity in general quantitatively depends on the chosen threshold value $\mathcal{F}^{\text {th }}$ but it gives always the same qualitative behaviour. We see that above a certain value of $\xi$, the ratio reaches a minimum asymptotic value. Larger values of $\xi$ are necessary to reduce the effective time $\gamma t_{t h} / \mathcal{F}_{t h}$ when the size $N$ is increased. From Fig. 8.4.2 and 8.4.3, we notice that the order of magnitude of the $t_{t h}$ is larger if compared with the one obtained for the unbounded feedback (see Fig. 8.4.1).

In Fig. 8.4.2 we also report the average values of the feedback couplings $\bar{\theta}_{0}$ and


Figure 8.4.2: Results for multiple feedback Hamiltonians $\widehat{h}_{k}^{(\text {hop })}$ with bounded control parameters $\boldsymbol{\theta}$ and for a graph with $N=11$ nodes. (a): average reward function $\overline{\mathcal{F}}_{|0\rangle}$ as a function of time (black thick line: threshold $\left.\mathcal{F}^{t h}=0.95\right) ;(b)$ and $(c)$ : average feedback coupling $\bar{\theta}_{0}$ and $\bar{\theta}_{1}$ respectively, as a function of time (short time behavior). Insets: average feedback coupling $\bar{\theta}_{0}$ and $\bar{\theta}_{1}$ for a larger time $t$ (asymptotic behavior). In all plots we used $\xi=1$ (red thick line), $\xi=5$ (blue dotdashed line) $\xi=50$ (orange dashed line), $\xi=100$ (purple dotted line), $\eta=1, d t=0.01$, number of stochastic trajectories $N_{t j}=5000$.


Figure 8.4.3: Plot of $\gamma t_{t h} / \mathcal{F}^{t h}$ as a function of the bounding parameter $\xi$ for different graph sizes: $N=5$ (red line) $N=11$ (blue line) and $N=15$ (orange line). The value $t_{t h}$ is the time at which the $\mathcal{F}^{t h}=0.95$ is reached on average. By changing the value of the threshold parameter $\mathcal{F}^{t h}$ the qualitative behavior of the curves does not change and the values obtained for different $\xi$ have the same order of magnitude. We used the same data and the same set of parameters of Fig. 8.4.2.


Figure 8.4.4: Single trajectory for the multiple-feedback Hamiltonian protocol with bounded domain. (a): reward function $\mathcal{F}_{|0\rangle}(\bullet)$ as a function of time for $N=5, \xi=1$ (red line) and $N=11$, $\xi=5$ (blue line). In this case, we have respectively $\gamma t_{t h}=1.80$ and $\gamma t_{t h}=2.23$, highlighted by the red circles. (b): feedback couplings $\boldsymbol{\theta} d t$ as a function of time for the $N=5$ trajectory: Red line: $\theta_{0}$; Blue line: $\theta_{1}$; Orange line: $\theta_{2}$; Purple line: $\theta_{3}$; Green line: $\theta_{4}$. (c): feedback couplings $\boldsymbol{\theta} d t$ as a function of time for the $N=11$ trajectory: Red line: $\theta_{0}$; Blue line: $\theta_{1}$; Orange line: $\theta_{2}$. All the other feedback couplings are null (apart for some numerical noise of order $10^{-8}$ ) and we do not report them here. In $(b)$ and $(c)$ the vertical dashed line corresponds to the threshold time $\gamma t_{t h}$ of the single trajectory. The parameters considered are $\eta=1$ and $d t=0.01$.
$\bar{\theta}_{1}$. Differently from the unbounded controls scenario, here the noisy fluctuations are much smaller (again, for a more detailed discussion, we refer the reader to Appendix 8.D), and we have numerical evidence that the time behaviour of $\bar{\theta}_{0}$ and $\bar{\theta}_{1}$ is equal to their symmetric counterpart $\bar{\theta}_{10}$ and $\bar{\theta}_{9}$. The qualitative behavior of $\bar{\theta}_{0}$ is the same also for the other values of $N$ and $\xi$ considered: after a first positive peak, it follows a minimum and then a second maximum, which is smaller than the first, and eventually it tends to the finite asymptotically value $\bar{\theta}_{0} \rightarrow-\gamma$, confirming our previous intuition. The situation is slightly different for $\bar{\theta}_{1}$, where for $N=11$ and $N=15$ there is a sequence of minima and maxima which asymptotically tend to a value close to 0 while for $N=5$ the asymptotic values remains positive. This behaviour leads to the observation that, for smaller graphs, the couplings $\theta_{1}$ and $\theta_{N-2}$ are more relevant with respect to graphs with a larger size. The other feedback couplings are not particularly interesting, since their average is approximately 0 everywhere, so we decide to not report them.

So far we have discussed only averaged results on a large number of trajectories. To understand in detail the behavior of the protocol, in Fig. 8.4.4 we report the results for a single stochastic trajectory with bounded domain for $N=5$ with $\xi=1$ and $N=11$ with $\xi=5$. During the transient evolution, when the feedback is driving the walker to the target node $|0\rangle$, the value of the reward function is particularly affected by the measurement. After reaching the threshold value, the feedback operation tries to keep the walker into the target vertex. However, the stabilization procedure is not given by constant values of the feedback couplings. Similar to what we have previously discussed, this means that corrections are necessary also after having reached the target state with high fidelity. These corrections are responsible for the noise we see in the averaged feedback couplings reported in Fig. 8.4.2. By inspecting the single trajectories, we also notice that most of the values taken by $\boldsymbol{\theta}$ during the evolution are either equal to 0 or to $\pm \gamma$. So it is worth exploring a scenario where the feedback couplings $\boldsymbol{\theta}$ belong to discrete set of possible values.


Figure 8.4.5: Digital feedback control for $N=5$. Left panel: three possible value of the control parameters: $\{0, \pm \gamma\}$. Right panel: five possible value of the control parameters: $\{0, \pm \gamma, \pm \xi \gamma\}$ with $\xi=5$. Main plot: averaged fidelity $\overline{\mathcal{F}}_{|0\rangle}$ as a function time. Inset: averaged feedback couplings $\overline{\boldsymbol{\theta}}$ as a function of time: Red line: $\theta_{0}$; Orange line: $\theta_{1}$; Blue line: $\theta_{2}$; Purple dashed line: $\theta_{3}$; Green dashed line: $\theta_{4}$. The red and the green line are superposed, as well as the the orange and the purple. The number of trajectories is $N_{t j}=5000$, and the parameters considered are $\eta=1$ and $d t=0.01$.

### 8.4.3 Numerical optimization with digital feedback control

We now explore a digital feedback protocol, where the feedback control parameters $\boldsymbol{\theta}$ are picked, at each time step, from a discrete number of values. We study this strategy only for a cycle graph of order $N=5$ since the numerical algorithm we employed is particularly demanding.

First, we consider only three possible values for the couplings $\theta_{k}$, belonging to the set $\{0, \pm \gamma\}$. In this case the optimization algorithm explores all the values of the reward function for all the possible combinations that the five feedback couplings $\boldsymbol{\theta}$ may realize ( $5^{3}=125$ possible combinations), and select the one that realizes the maximum $\mathcal{F}_{|0\rangle}(\bullet)$. In the left panel of Fig. 8.4 .5 we report the results obtained by repeating this algorithm at each step and averaging over $N_{t j}=5000$ trajectories. We see that the threshold value of $\mathcal{F}_{t h}$ is reached for a time $\gamma t_{t h}=6.40$, which is slightly larger than the value obtained via the continuous bounded protocol $\gamma t_{t h}=6.39$. Regarding the feedback couplings $\boldsymbol{\theta}$, their average values oscillate in the transient time, and after the threshold time $t_{t h}$, they stabilize around asymptotic values. We found that approximately $\bar{\theta}_{0}=\bar{\theta}_{4}=-\gamma$, while $\bar{\theta}_{1}, \bar{\theta}_{2}$ and $\bar{\theta}_{3}$ correspond in general to positive values.

Then, we consider five possible values for the feedback couplings $\theta_{k}$, belonging to the set $\{0, \pm \gamma, \pm \xi \gamma\}$, with $\xi$ playing the same role of the bounding factor we introduced before. Here, we may consider the two extra switchers as a boosted feedback operation, i.e. a larger coupling strength than the standard $\gamma$. In this case, the number of possible combination increase and it is equal to $5^{5}=3125$. The averaged results are reported in the right panel of Fig. 8.4.5 for $\xi=5$ and for $N_{t j}=5000$ trajectories. The threshold value is reached, on average, by the time $\gamma t_{t h}=1.12$, which in this case is slightly smaller than the continuous-bounded protocol threshold time $\gamma t_{t h}=1.24$. This result is indeed unexpected since the digital feedback is an instance of the strategies allowed by the continuous bounded domain. This suggests that all the algorithms we employed for the optimization of the continuous bounded domain are not particularly efficient in finding the optimal values of the parameters $\boldsymbol{\theta}$, while the brute-force spanning algorithm we considered in this Section cannot fail, as all the possible combinations are tested.

The averaged values of the feedback couplings reported in the inset of Fig.s 8.4.5
show that the extra switchers are considerably used in the initial stage of the evolution. As time increases, also in this case the values of $\bar{\theta}_{0}$ and $\bar{\theta}_{4}$ reach the asymptotic value of $\bar{\theta}_{0}=\bar{\theta}_{4}=-\gamma$. The other couplings, instead, reach an asymptotic value larger than one and are particularly noisy. This is a sign that, in each trajectory, the walker dynamics must often be corrected by the boosted positive feedback couplings.

### 8.5 Conclusions

The ability to control or manipulate the dynamics of a quantum walker over a network is important for the development of quantum computation, quantum algorithms and simulations. In this work we proposed a new protocol for searching a target node over a cycle graph by means of a continuous-time quantum walk. The CTQW interacts with environmental bosonic modes that are continuously monitored and then a proper feedback operation is applied to drive the walker toward the target state. The feedback thus plays the role of a dynamic oracle, able to recognize the marked vertex and to change the values of the couplings between the nodes. In this work we analyzed and compared the performances of three different feedback strategies. In the first one, we optimized the feedback couplings without posing any bound on their values; then we considered the case of bounded control, by introducing a bounding parameter $\xi$; finally, we studied the case of digital feedback, where the optimal couplings were picked from a discrete set of values.

We show how all the three strategies are able to localize the walker on the target node, with higher probability with respect to the quantum spatial search algorithm with a projective oracle. In particular, as expected, the minimum time necessary to reach a threshold target fidelity is lower in the unbounded case, while the continuous bounded control and the digital feedback strategies achieve similar results. Furthermore, for all considered strategies, we show that once the target vertex is reached, the feedback operates to keep the walker in this position. This is an important difference with respect to standard spatial search protocols $[94,279]$, where the target is found, with higher probability, at a specific time or in a very narrow time window. The implications are relevant, especially at the experimental and operational level, as in our protocol one does not need to perform the final position measurement at a specific time, but rather at any time larger than the known threshold.

Concerning possible implementations of our scheme, we mention the cold-atom platform, where several realizations of continuous-time quantum walks have been proposed [281, 239]. Recently it has been demonstrated how one can also achieve rapid reconfigurability of the network parameters by combination with optical tweezers [359]. Moreover promising steps towards continuous monitoring of observables in this framework have been put forward [210]. Although in this work we focus on the cycle graph, our scheme can be, in principle, generalized to more general topologies with appropriate adaptations both in the feedback operations and system dynamics, i.e. respectively by changing the feedback Hamiltonian and the system-environment coupling.

## Appendix

## 8.A Unconditional master equation and the monitoring operators $\widehat{c}_{j}$

In this appendix, we provide some details regarding the choice of the jump operators in Eq.s (8.16)-(8.17). We recall that the evolution of an unconditional state is described by the following master equation

$$
\begin{equation*}
d \varrho^{u}=-i \gamma\left[L, \varrho^{u}(t)\right] d t+\kappa \sum_{j} \mathcal{D}\left[\widehat{c}_{j}\right] \varrho^{u}(t) d t \tag{8.27}
\end{equation*}
$$

where $\left\{\widehat{c}_{j}\right\}$ is the set of jump operators describing the coupling of the system's degrees of freedom with the surrounding environment, and $L$ denotes the Laplacian operator characterizing the quantum walk defined in Sec. 8.1. Since the cycle graph is symmetric under translations of the node's index and all nodes are equivalent, we expect an unconditioned dynamics to reflect this invariance. We will show how this requirement sets some constraints on the choice of $\widehat{c}_{j}$.

Since our goal is to monitor the position of the walker, one may consider to start with any operator diagonal in the position basis $\{|k\rangle\}$, such as for example

$$
\begin{equation*}
\widehat{c}_{K}=\widehat{K}=\sum_{k=0}^{N-1} k|k\rangle\langle k| . \tag{8.28}
\end{equation*}
$$

Physically, each node couples with the bosonic operator of the external field and this coupling is proportional to the index of the node itself. The unconditioned dynamics in (8.27) for an initially equally superposed state given in Eq. (8.3) would eventually lead to a maximally mixed state at long times, as one expects. However, as we show in Fig. 8.A.1, during the time evolution, one observes that the symmetry of the graph is lost, as the different probabilities $p_{k}(t)=\langle k| \varrho^{u}(t)|k\rangle$ have different behaviours in time. The reason behind the broken symmetry is that one has to fix the node having eigenvalue $k=0$.

Indeed, with a single real jump operator diagonal in the position basis, it is not possible to have an unconditioned dynamics that preserve the cycle symmetry. There are two possible ways to circumvent this problem: the first is to consider a non-Hermitian jump operator

$$
\begin{equation*}
\widehat{c}_{0}=\sum_{k=0}^{N-1} e^{i 2 \pi k / N}|k\rangle\langle k| . \tag{8.29}
\end{equation*}
$$



Figure 8.A.1: Time-evolution of diagonal elements of the unconditioned density matrix $p_{k}=$ $\langle k| \rho^{u}(t)|k\rangle$ in the position basis for the unconditioned dynamics (8.27) in a cycle graph with $N=5$ and $\kappa=\gamma$. Pair of jump operators $\widehat{c}_{1}$ and $\widehat{c}_{2}$ in Eqs. (8.16) and (8.17) or single non-Hermitian jump operator $\widehat{c}_{0}$ in Eq. (8.29): black dashed line $p_{0}=p_{1}=p_{2}=p_{3}=p_{4}=1 / 5$. Single jump operator $\widehat{c}_{K}$ in Eq. (8.28): green dot dashed line: $p_{0}(t)$; red line $p_{4}(t)$; purple dot dashed line: $p_{1}(t)$; orange line $p_{3}(t)$; blue dashed line: $p_{2}(t)$. The initial state is the uniform superposition of all nodes of the graph as in Eq. (8.3).

The second way is to use two jump operators, each diagonal in the position basis, like the one given in Eqs. (8.16)-(8.17). As remarked in the main text, the eigenvalues of these operators correspond to the coordinates of the nodes in the $(x, y)$-plane.

We now discuss the evolution corresponding to the unconditional dynamics for the three choices of jump operators. In Fig. 8.A. 1 we report the probabilities $p_{k}(t)=$ $\langle k| \varrho^{u}(t)|k\rangle$ of the diagonal element of the density matrix in the position basis under the master equation (8.27). We see that, both with the non-Hermitian jump operator (8.29) or with the pair of jump operators (8.16) - (8.17), the probabilities $p_{k}(t)$ are constant in time, and thus describe a proper pure dephasing evolution, keeping the nodes populations constant and preserving the node symmetry. This instead is lost in the evolution with the single jump operator in (8.28).

One can also show that the two unconditioned dynamics that preserve this symmetry are not equivalent. This can be seen by looking at the off diagonal elements $\varrho_{i j}(t)=\langle i| \varrho^{u}(t)|j\rangle$. In fact we first observe that the absolute values of these off-diagonal elements have an identical behaviour as a function of time for the same choice of the coupling constant $\kappa$, leading to the same mixed steady-state diagonal in the position basis. However a different behaviour is observed if we focus on the imaginary and real parts of these quantities. Just as an example, in Fig. 8.A. 2 we report their evolution for the element $\varrho_{01}(t)$. While for the pair of jump operators $\left(\widehat{c}_{1}, \widehat{c}_{2}\right)$ the imaginary part is always equal to zero, and the real part decreases exponentially to zero, for the single jump operator $\widehat{c}_{0}$, one observes damped oscillations for both quantities.

In the main text we have focused on the evolution due to the pair of jump operators $\widehat{c}_{1}$ and $\widehat{c}_{2}$, as their eigenvalues directly correspond to the coordinates of the walker position. In this sense one could think to be able to couple the walker to two independent environments via quantum non demolition-like interactions, in order to perform continuous monitoring of these observables. In this sense this choice is the one that, in our


Figure 8.A.2: Real (red lines) and imaginary (blue lines) parts of the off-diagonal element $\varrho_{01}(t)$ for the unconditioned dynamics (8.27) in a cycle graph with $N=5$ and $\kappa=\gamma$ for the single jump operator $\widehat{c}_{0}$ (dashed lines) and for the pair of jump operators ( $\widehat{c}_{1}, \widehat{c}_{2}$ ) (solid lines). The initial state is prepared in the uniform superposition of all nodes of the graph as in Eq. (8.3).
opinion, better fits the description in terms of continuous monitoring. However in the next Appendix we show that similar results are obtained by considering the dynamics with a single jump operator $\widehat{c}_{0}$ and with continuous heterodyne detection.

## 8.B Results for the single complex jump operator $\widehat{c}_{0}$

In this appendix, we report the results of the bounded feedback protocol with the nonHermitian jump operator $\widehat{c}_{0}$ given in Eq. (8.29), analysing the reward function (8.23) for a single case of study, analogously to Fig. 8.4.2.

In this scenario, we can still obtain two distinct photocurrents yielding information on the pair of position operators $(\widehat{x}, \widehat{y})$ by performing an heterodyne detection instead of two homodyne detections. In fact, in this case, one has two photocurrents given by [350, 151]

$$
\begin{align*}
d y_{t}^{(1)} & =\sqrt{\frac{\eta \kappa}{2}} \operatorname{Tr}\left[\left(\widehat{c}_{0}+\widehat{c}_{0}^{\dagger}\right) \varrho^{c}\right] d t+d W_{t}^{(1)} \\
& =\sqrt{2 \eta \kappa} \operatorname{Tr}\left[\widehat{x} \varrho^{c}\right] d t+d W_{t}^{(1)}  \tag{8.30}\\
d y_{t}^{(2)} & =\sqrt{\frac{\eta \kappa}{2}} \operatorname{Tr}\left[\left(-i \widehat{c}_{0}+i \widehat{c}_{0}^{\dagger}\right) \varrho^{c}\right] d t+d W_{t}^{(2)} \\
& =\sqrt{2 \eta \kappa} \operatorname{Tr}\left[\widehat{y}^{c} \varrho^{c}\right] d t+d W_{t}^{(2)} \tag{8.31}
\end{align*}
$$

where $d W_{t}^{(1)}$ and $d W_{t}^{(2)}$ denotes two independent Wiener increments. As explained in Sec. (8.2), the evolution of the conditional state $\varrho^{c}(t+d t)$, described by Eq. (8.10), is determined by a single Kraus operator, that for an heterodyne detection can be written as

$$
\begin{equation*}
\widehat{M}_{\mathbf{d y}_{t}}=\mathbb{I}-\frac{\kappa}{2} \widehat{c}_{0}^{\dagger} \widehat{c}_{0} d t+\sqrt{\frac{\eta \kappa}{2}} \widehat{c}_{0}\left(d y_{t}^{(1)}-i d y_{t}^{(2)}\right) . \tag{8.32}
\end{equation*}
$$



Figure 8.B.1: Comparison between the average reward function $\overline{\mathcal{F}}_{|0\rangle}$ for multiple feedback Hamiltonians $\widehat{h}_{k}^{(h o p)}$ with the single non-Hermitian jump operator $\widehat{c}_{0}$ (solid) and the protocol with two jump operator (thick) already reported in Fig. 8.4.2. We consider bounded control parameters $\boldsymbol{\theta}$ and a graph with $N=11$ nodes. Black dashed line: threshold $\mathcal{F}^{t h}=0.95$ ). We used $\xi=1$ (red line), $\xi=5$ (blue line) $\xi=50$ (orange line), $\xi=100$ (purple line), $\kappa=\gamma, \eta=1, \gamma d t=0.01$, number of stochastic trajectories $N_{t j}=5000$.

By looking at the two photocurrents, we can use the same algorithm we used in the main text to drive the walker to the target node.

In Fig. 8.B. 1 we report the behavior of the average reward function for the multiple feedback Hamiltonians protocol described in Sec. 8.3 and with bounded domains. The results reported are comparable with the one obtained in Fig. 8.4.2, meaning that the two protocols have similar performances. In particular we observe that the curves at fixed $\xi$ are almost coincident, except for the case of $\xi=1$. We may thus conjecture that in general the two strategies corresponding to the different jump operators lead to the similar results, but for small $\xi$ and for the jump operator $\widehat{c}_{0}$ the algorithm implemented does not find the optimal feedback strategy, leading to smaller values of the average fidelity.

## 8.C Unitary Feedback: analytic expression of the feedback couplings

In this appendix we provide a detailed and analytical derivation for the expression of the feedback couplings in the case of a single feedback Hamiltonian, assuming that they are of the order of $d t$ and $d W_{i}$, by following the results presented in [234].

In the interaction picture, the conditioned evolution for the density matrix due to $d_{M}$ measurements is given by Eq. (8.6), and can be recasted as

$$
\begin{align*}
\varrho^{c}(t+d t)= & \varrho^{c}(t)+\sqrt{\kappa} \sum_{i=1}^{d_{M}} \mathcal{H}\left[\widehat{c}_{i}\right] \varrho^{c}(t) d W_{i}+ \\
& +\sum_{i=1}^{d_{M}} \kappa \mathcal{D}\left[\widehat{c}_{i}\right] \varrho^{c}(t) d t \tag{8.33}
\end{align*}
$$

where the superoperator $\mathcal{D}\left[\widehat{c}_{i}\right] \bullet$ and $\mathcal{H}\left[\widehat{c}_{i}\right] \bullet$ are defined in Eq. (8.7) and (8.8) respectively.

As explained in the Sec. 8.3, our feedback Hamiltonian is identified with the adjacency matrix and is written as

$$
\begin{equation*}
\widehat{H}_{f b}(\theta)=\theta \sum_{i=0}^{N-1} \widehat{h}_{i}^{(h o p)} \tag{8.34}
\end{equation*}
$$

with $\widehat{h}_{i}^{(h o p)}$ defined in (8.22). The single-feedback Hamiltonian protocol proposed here is nothing but the multiple-feedback protocol in which the single couplings change synchronously and with equal strength. Here we assume that the expression for the feedback coupling $\theta$ for the step $t+d t$ can be expanded as a linear function of the Wiener increments and the time-step

$$
\begin{equation*}
\tilde{\theta}=\theta d t=\sum_{k=1}^{2} A_{k} d W_{t}^{(k)}+B d t \tag{8.35}
\end{equation*}
$$

with $\boldsymbol{A}=\left\{A_{1}, A_{2}\right\}$ and $B$ are respectively a 2 -dimensional real vector and a real number. Then, the unitary evolution due to the feedback can be written as

$$
\begin{equation*}
\widehat{U}=\exp \left\{-i \widehat{H}_{f b}(\theta) d t\right\}=\exp \left\{-i \widehat{h}_{f b} \sum_{k=1}^{2} A_{k} d W_{t}^{(k)}-i \widehat{h}_{f b} B d t\right\} \tag{8.36}
\end{equation*}
$$

where we have introduced the single feedback operator $\widehat{h}_{f b}=\sum_{i=0}^{N-1} \widehat{h}_{i}^{(h o p)}$. The Taylor expansion of such operator up to first order in $d t$ is obtained

$$
\begin{equation*}
\widehat{U}=\mathbb{I}-i \widehat{h}_{f b} \sum_{k=1}^{2} A_{k} d W_{t}^{(k)}-i \widehat{h}_{f b} B d t-\frac{1}{2} \widehat{h}_{f b}^{2} \sum_{k=1}^{2} A_{i}^{2} d t \tag{8.37}
\end{equation*}
$$

From the latter expression, we can derive the infinitesimal evolution after the feedback (remember that $d W_{t}^{(i)} d W_{t}^{(j)}=d t \delta_{i j}$ ) as

$$
\begin{align*}
\varrho_{\tilde{\theta}}^{f}(t+d t)= & \widehat{U} \varrho^{c}(t+d t) \widehat{U}^{\dagger}=\varrho_{\tilde{\theta}}^{f}(t)+\sqrt{\kappa} \sum_{i=1}^{2} \mathcal{H}\left[\widehat{c}_{i}\right] \varrho_{\tilde{\theta}}^{f}(t) d W_{t}^{(i)}+  \tag{8.38}\\
& +\kappa \sum_{i=1}^{2} \mathcal{D}\left[\widehat{c}_{i}\right] \varrho_{\tilde{\theta}}^{f}(t) d t-i\left[\widehat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right] \sum_{i=1}^{2} A_{i} d W_{t}^{(i)}  \tag{8.39}\\
& -i \sqrt{\kappa}\left[\widehat{h}_{f b}, \mathcal{H}\left[\widehat{c}_{i}\right] \varrho_{\tilde{\theta}}^{f}(t)\right] \sum_{i=1}^{2} A_{i} d t-i\left[\widehat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right] B d t+  \tag{8.40}\\
& +\sum_{i=1}^{2} A_{i}^{2} \mathcal{D}\left[\widehat{h}_{f b}\right] \varrho_{\tilde{\theta}}^{f}(t) d t=  \tag{8.41}\\
= & \varrho_{\tilde{\theta}}^{f}(t)+\sum_{i=1}^{2} \widehat{\mathcal{W}}_{i} d W_{t}^{(i)}+\left(\sum_{i=1}^{2} \widehat{\mathcal{T}}_{i}-i\left[\widehat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]\right) B d t \tag{8.42}
\end{align*}
$$

where in the last passage we have grouped the differential factors together and defining the superoperators

$$
\begin{align*}
\widehat{\mathcal{W}}_{i} & =\sqrt{\kappa} \mathcal{H}\left[\widehat{c}_{i}\right] \varrho_{\tilde{\theta}}^{f}(t)-i A_{i}\left[\widehat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]  \tag{8.43}\\
\widehat{\mathcal{T}}_{i} & =\kappa \mathcal{D}\left[\widehat{c}_{i}\right] \varrho_{\tilde{\theta}}^{f}(t)-i \sqrt{\kappa} A_{i}\left[\widehat{h}_{f b}, \mathcal{H}\left[\widehat{c}_{i}\right] \varrho_{\tilde{\theta}}^{f}(t)\right]+A_{i}^{2} \mathcal{D}\left[\widehat{h}_{f b}\right] \varrho_{\tilde{\theta}}^{f}(t) \tag{8.44}
\end{align*}
$$

To obtain the value of $A$ and $B$ which determines the feedback operation at each timestep, we require that the derivative of the linear reward function $\Lambda(\varrho(t))$ with respect to $\tilde{\theta}$ at the following time step of the evolution

$$
\begin{equation*}
\mathcal{G}(t+d t)=\left.\frac{\partial}{\partial \tilde{\theta}}\left(\Lambda\left(\varrho_{\tilde{\theta}}^{f}(t+d t)\right)\right)\right|_{\tilde{\theta}=\tilde{\theta}_{o p t}}=\Lambda\left(\left.\frac{\partial}{\partial \tilde{\theta}} \varrho_{\tilde{\theta}}^{f}(t+d t)\right|_{\tilde{\theta}=\tilde{\theta}_{o p t}}\right) \tag{8.45}
\end{equation*}
$$

satisfy the extremality condition

$$
\begin{equation*}
\mathcal{G}(t+d t)=0 \tag{8.46}
\end{equation*}
$$

In addition, since we are interested in maximizing $\Lambda(\bullet)$, we ask also that the second derivative of the reward function is negative, i.e.

$$
\begin{equation*}
\mathcal{V}=\Lambda\left(\left.\frac{\partial^{2} \varrho_{\tilde{\theta}}^{f}(t+d t)}{\partial \tilde{\theta}^{2}}\right|_{\tilde{\theta}=\tilde{\theta}_{o p t}}\right)<0 \tag{8.47}
\end{equation*}
$$

which ensures that the feedback operation maximize the reward function. To find the solution, we first evaluate

$$
\begin{equation*}
\partial_{\tilde{\theta}} \varrho_{\tilde{\theta}}^{f}(t+d t)=i\left[\widehat{H}_{f b}(\theta), \varrho_{\tilde{\theta}}^{f}(t+d t)\right] \tag{8.48}
\end{equation*}
$$

Then, the condition (8.46) can be expanded as follows

$$
\begin{align*}
\mathcal{G}(t+d t)= & -i \Lambda\left(\left[\widehat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]\right)-i \sum_{j=1}^{2} \Lambda\left(\left[\widehat{h}_{f b}, \widehat{\mathcal{W}}_{j}\right]\right) d W_{t}^{(j)}-  \tag{8.49}\\
& -i\left(\sum_{j=1}^{2} \Lambda\left(\left[\widehat{h}_{f b}, \widehat{\mathcal{T}}_{j}\right]\right)-i B \Lambda\left(\left[\widehat{h}_{f b},\left[\widehat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]\right]\right)\right) d t \tag{8.50}
\end{align*}
$$

Now, the first term in the latter equation is null since we assume that at the previous time step the reward function satisfy the extremality condition. Then, considering the terms proportional to $d W_{t}^{j}$ we have that $\Lambda\left(\left[\widehat{h}_{f b}, \widehat{\mathcal{W}}_{j}\right]\right)=0$ for $j=1,2$, which is nothing but

$$
\begin{equation*}
A_{j}=-i \sqrt{\kappa} \frac{\langle 0|\left[\widehat{h}_{f b}, \mathcal{H}\left[\widehat{c}_{j}\right] \varrho_{\tilde{\theta}}^{f}(t)\right]|0\rangle}{\langle 0|\left[\widehat{h}_{f b},\left[\widehat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]\right]|0\rangle} \tag{8.51}
\end{equation*}
$$

where we have considered as reward function the one defined in (8.23), i.e. $\Lambda(\bullet)=$ $\langle 0| \bullet|0\rangle$. With the same line of reasoning, taking the term proportional to $d t$ we can obtain the scalar function

$$
\begin{equation*}
B=-i \frac{\sum_{j=1}^{2}\langle 0|\left[\widehat{h}_{f b}, \widehat{\mathcal{T}}_{j}\right]|0\rangle}{\langle 0|\left[\widehat{h}_{f b},\left[\widehat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]\right]|0\rangle}, \tag{8.52}
\end{equation*}
$$

We notice that these equations are valid if $\langle 0|\left[\widehat{h}_{f b},\left[\widehat{h}_{f b}, \varrho_{\tilde{\theta}}^{f}(t)\right]\right]|0\rangle \neq 0$, a condition that must be checked at each step of the feedback operation.

In addition, the condition for maximizing the reward function at each time can be simply written as

$$
\begin{equation*}
\mathcal{V}_{|0\rangle}(t+d t)=-i\left[\widehat{h}_{f b},\left[\widehat{h}_{f b}, \varrho_{\theta}^{f}(t+d t)\right]\right]<0 \tag{8.53}
\end{equation*}
$$



Figure 8.C.1: Single-feedback Hamiltonian protocol with $\widehat{H}_{F}$ defined in Eq. (8.34) for $N_{t j}=5000$ trajectories and parameters $\eta=\kappa=1$ and $d t=0.01$. (a): average reward function $\overline{\mathcal{F}}_{|0\rangle}$ with respect to the target state as a function of time $t$. Dashed line: threshold fidelity $\mathcal{F}_{t h}$. (b): average of the second derivative $\overline{\mathcal{V}}$ defined in Eq. (8.47) as a function of time $t$. Red line $N=5$; Blue line $N=11$; Orange line $N=15$.

If this condition fails, we chose not to act with the feedback operation and skip to the next time-step, even though numerical evidence shows that this situation rarely occurs.

The numerical results of this protocol are reported in Fig. 8.C.1, left panel. The average fidelity $\overline{\mathcal{F}}_{|0\rangle}$ for $N_{t j}=5000$ trajectories for three different values of $N=5,11,15$. As the size increases, the efficiency of the protocol worsens. Moreover, it never reaches the threshold value $\overline{\mathcal{F}}_{|0\rangle}^{t h}$.

In the right panel of 8.C. 1 we report the average value of the second derivative, i.e. $\overline{\mathcal{V}}_{|0\rangle}=\mathbb{E}_{\text {traj }}\left[\mathcal{V}_{|0\rangle}(t+d t)\right]$. The results obtained show that the feedback operation is always optimal on average at each time step. However, since the threshold value $\overline{\mathcal{F}}_{|0\rangle}^{\text {th }}$ is never reached, we conclude that the single-feedback Hamiltonian is inefficient in achieving the targeting goal, even though the feedback coupling $\theta$, found according to Eq. and (8.51) and (8.52), is the optimal one. In addition, the absolute values of $\mathcal{V}$ decrease as $N$ increases, showing that the efficiency of the protocol worsens as the size increases, as we have already observed in the main text for the multi-coupling feedback Hamiltonian.

## 8.D Shape of the landscape for the reward function $\mathcal{F}_{|0\rangle}$

In this section, we discuss some details regarding the landscape of the reward function $\mathcal{F}_{|0\rangle}$ for the protocol used in the main text, i.e. with the pair of jump operators given in Eqs. (8.16)-(8.17). The aim is to provide an heuristic argument for the large fluctuations we observe in the average feedback couplings in the unbounded domain, (see Fig. 8.4.1).

The landscape is, by definition, a function of the domain of the reward function (which is $\mathbb{R}^{N}$, with $N$ is the size of the cycle graph, i.e. the number of feedback couplings); for this reason it is not possible to plot the full landscape even for the smallest case we considered, i.e. $N=5$. Nonetheless, driven by the numerical results obtained in the main text and by symmetry considerations, we can restrict the domain of our analysis. Considering the notation of Fig. 8.1.1, we can assume that $\theta_{0}=\theta_{4}$ and $\theta_{1}=\theta_{3}$, as confirmed by the results shown in Fig. 8.4.1, where we can clearly see this symmetry, up to some fluctuations. We further assume that $\theta_{2}=0$, which is supported by numerical results in both the unbounded and bounded case, even though we did not reported


Figure 8.D.1: Landscapes for the reward function $\mathcal{F}_{|0\rangle}$ in a single trajectory at different time step. Panels $(a)-(e)$ are the landscapes, panel $(f)$ is the evolution of the reward function as a function of $\gamma t$. Comparing the two, we see the changes in the landscape as soon as the reward function increase. The parameters considered are $N=5, \xi=1, \kappa=\gamma, \gamma d t=0.01, \eta=1$. Please notice that the algorithm see only a smaller square of the values reported, as explained in Appendix 8.D.
them explicitly in the main text. In this way, we can now picture the landscape as a 3D function with two free feedback couplings, $\theta_{0}$ and $\theta_{1}$.

The landscapes for a single trajectory and at different times are reported in Fig. 8.D.1, with $N=5$ and $\xi=1$, which is the smallest domain we have studied. Please, notice that the landscape in the figure is plotted for a larger domain, i.e. $\left\{\theta_{0} / \gamma, \theta_{1} / \gamma\right\} \in$ $\{[-10,10],[-10,10]\}$. This means that the bounded algorithm is going to pick values in a smaller square centered in the $3 D$ plots we have reported. We show this larger domain to illustrate why smaller domains (i.e. smaller $\xi$ ) leads to a slower increase of the average fidelity: one indeed observes that the maxima of the reward function are not accessible if $\xi$ is smaller than a certain threshold. We also stress that the algorithm that drives the walker does not assume that the angles are equal, i.e. $\theta_{0}=\theta_{4}$ and $\theta_{1}=\theta_{3}$ and $\theta_{2}=0$.

The landscapes reported in Fig. 8.D. 1 show an oscillatory shape without a single global maximum but with many local maxima with the same height. This means that when the domain is enlarged (or even unbounded), at each step the algorithm might found a maximum outside the neighbourhood of the maximum found at the previous step. In the case of an unbounded domain, the periodicity of the landscape allows the algorithm to find maxima at very large values of the feedback coupling, which gives rise to the large fluctuations in the average feedback couplings in Fig. 8.4.1. To circumvent the problem, one could consider an algorithm in which, at each step, the feedback couplings are allowed to change in a small neighbourhood around the optimal value found at the previous step. We leave this to future investigations but we believe that this protocol should not substantially change the performance of the one used but should solve the large fluctuations problem we have observed.

## Conclusions

## Concluding remarks and future perspectives

This PhD thesis has been devoted to the study of quantum information theory, more specifically quantum metrology and quantum feedback. We have focused our theoretical investigations on finding the resources, the limits and the optimal protocols to sense and control quantum systems. Besides fundamental interests, we believe that our results can pave the way to potential new applications in the field of quantum sensing and quantum control.

In Chapter 4, we characterized quantum thermometers in terms of their topological features. We identified two topological quantities that fully characterize their sensitivity, quantified by the QFI and a position-measurement FI. These are the algebraic connectivity $g_{1}$ for low temperatures, and the number of edges $M$ for the high ones. We have also recognized coherences as a key element for achieving higher precision. Similar conclusions have been drawn in Chapter 5, but for an out-of-equilibrium probe. Again, coherences, rather than non-local correlations, proved to be the crucial resource for enhancing the probability of success in temperature discrimination. In the pure dephasing model studied, maximally coherent probes always outperformed entangled preparations. Furthermore, the possibility of measuring the probes during the transient opens up the possibility of outperforming the equilibrium discrimination.

Then, our interest turned to the theory of multi-parameter estimation. In Chapter 6, we addressed the joint estimation of parameters in a non-linear medium using Gaussian probes. In particular, we aimed to estimate the strength $\lambda$ and the order $\zeta$ of the nonlinearity. Remarkably, we proved that the statistical model is asymptotically classical, and as a result, no quantum noise coming from measurement incompatibility is present. The main consequence is that we can implement the optimal measurement at the singlecopy level, and there is no need for collective measurements. In this way, we were able to focus our attention on another level of optimization: state preparation. This yielded the ultimate bound on the estimation precision, in which we have carried out the optimization at every possible level under experimental control, i.e. measurement and the initial state of the system. We showed that optimal probes for simultaneous estimation are not the same, providing an example of probe incompatibility. On the other side, the analysis showed that the optimal state for the joint estimation is not too much different from the two obtained for individual estimation. In particular, the squeezing $\xi$ proved to be a resource, both in the individual and joint estimation. However, the optimal amount of squeezing must be tuned, given a fixed amount of energy.

In Chapter 7, we moved to the general framework of multi-parameter estimation and we showed why the simultaneous estimation of multiple parameters is much more intricate. Actually, the reasons behind these difficulties are already rooted in the postulates of quantum mechanics, and more precisely they are due to the presence of non-commuting observable. Indeed, in the setting of multiparameter estimation, this incompatibility
appears in the impossibility of performing the optimal measurement for each parameter. We have studied a way to quantify such incompatibility in metrology for a given statistical model, and we have provided further properties of such quantity. We have proved that it is also related to the number of compatible parameters in the statistical model, and we have also quantified such incompatibility for the full estimation of finite quantum systems, conjecturing that its value is a function of the purity of the system.

Finally, in Chapter 8, we proposed a novel protocol to perform quantum search on graphs. This is mainly based on the engineering of the interaction between a CTWQ and a collection of bosonic modes that are continuously-measured. From the observed photocurrent, a control through a feedback mechanism drive the walker to the target node. In this scenario, the oracle is not encoded in the physical Hamiltonian of the walker, rather it is the feedback mechanism that plays the role of a dynamical oracle. This paradigm works by synergising tools from quantum measurement, quantum control and quantum walks and provides an alternative approach to the problem of quantum search. The efficacy is supported by numerical results, and we can identify two relavant features that make this approach advantageous: first, a higher fidelity with respect to the target state if compared to the standard protocol; second, a larger optimal time interval in which we can measure the walker.

We can draw some general conclusions from the results presented here. Oour findings confirm that identifying the resources at play is fundamental for enhancing the protocol efficacy in quantum information theory. Different tasks may require completely different resources, and besides our results, theoretical studies should characterize these precisely. Furthermore, we have highlighted that the inherent weaknesses of quantum systems may instead be exploited. This idea is at the basis of quantum probing paradigms, where the harnessing of quantum systems' inherent fragilities due to their interaction with the environment can be turned into a resource. We have seen this for quantum thermometry, but these principles can be applied to other tasks as well. On the same ground, the presence of incompatible observables has always been considered one of the peculiar features of quantum mechanics. We showed that this fact is relevant not only at the fundamental level but also in the applications, given that the incompatibility of optimal observables inevitably affects the estimation precision of multiple parameters. In this sense, the careful quantification of peculiar quantum effects proved to be relevant also in the more application-oriented aspects. Following these paths may further shed light on the ultimate limits that quantum mechanics poses. As a final remark, it is important to highlight that the combination of different fields, such as quantum measurement, quantum control and quantum walks, proved fruitful and opened up new possibilities that had not yet been explored in quantum search protocols. In fact, quantum information itself was born from the union of two initially independent research fields, such as information theory and quantum theory. Therefore, continuing along this interdisciplinary path can only be beneficial to the field of quantum technologies as well.

To conclude, we would also like to provide a few outlooks coming from the outcomes of this thesis. First, future perspectives in quantum thermometry may be related to further studies in out-of-equilibrium thermometry. Actually, the understanding of out-of-equilibrium thermodynamics is relevant for many applications, in particular in the development of quantum technologies, where cooling protocols are crucial to faithfully manipulate quantum states. From another perspective, how to exploit out-of-equilibrium probes is still an emerging field, to which this thesis contributes with Chapter 5. A possible future work could study the role of topology in such a setting. Indeed, the optimization of the quantum probes may yield even more sensitive systems during the thermalization process, which can further enhance the accuracy of tempera-
ture sensing.
Several open questions regarding multi-parameter estimation are still on the table. In this thesis, we have studied the connection of the AI measure in a full tomography of finite dimensional systems. As a follow-up of this aspect, we are currently investigating more in detail the role of dimensionality of quantum systems when the parameters are unitarily encoded. The size of the Hilbert space may play a fundamental role in measurement incompatibility, and studying its relationship with the number of parameters may help reduce the quantum noise and the design of more precise probes. Furthermore, many of the results in multi-parameter estimation have been derived for asymptotic models, and several bounds have been proved to be tight only in this asymptotic limit. Furthermore, attaining these bounds often requires the implementation of collective measurements, which are usually considered to be experimentally challenging. For these reasons, it would be of crucial importance to establish bounds on a finite number of copies, which are closer to scenarios available within the current technological platforms. In this sense, it could be interesting to extend the notion of incompatibility in the finite limit. Even more important would be to address multi-parameter bounds on single-copy preparation, fully avoiding collective measurement to be performed. As a further step, a less investigated field is global multi-parameter estimation, when we have poor initial knowledge of the values of the parameters, for instance in Bayesian estimation theory. In this case, the role of measurement incompatibility is much less studied.

Finally, the possibility of continuously measuring a quantum walker unlocks the possibility of developing new methods for the manipulation and control of such systems. Furthermore, other tasks may be implemented using the information obtained by continuously monitoring the Bosonic environments. Also, other protocols relying on different engineered interactions can be proposed. For instance, we could implement the monitoring on each node rather than on the $x$ and $y$ axis, or we can just monitor a single node. It could be interesting to see if this can enhance quantum search, as well as other tasks implementable using quantum walks, or even simplify the processing of the data during the numerical optimization. Even more interesting would be to investigate these kinds of feedback protocols with chiral quantum walks, which are an extension of quantum walks where the Laplacian matrix allows also for complex entries.

## Appendices

## Exact solution for the pure dephasing model

In this appendix we deal with the analytical evaluation of the reduced dynamics of the open quantum system interacting with a bosonic bath with total hamiltonian given by

$$
\begin{equation*}
H_{T}=\frac{\omega_{0}}{2} H_{\mathcal{P}}^{(\eta)}+\sum_{\boldsymbol{k}} \omega_{\boldsymbol{k}} b_{\boldsymbol{k}}^{\dagger} b_{\boldsymbol{k}}+H_{\mathcal{P}}^{(\eta)} \otimes \sum_{\boldsymbol{k}}\left(g_{\boldsymbol{k}} b_{\boldsymbol{k}}^{\dagger}+g_{\boldsymbol{k}}^{*} b_{\boldsymbol{k}}\right) \tag{10.1}
\end{equation*}
$$

A solution for the qubit case be found in [59]. Here we deal with the more general scenario of a generic bounded energy spectrum. We split up the proof in 3 steps. First, we derive the time propagator in the interaction picture for a nilpotent interaction $\mathcal{H}_{I}^{\text {int }}$. Secondly, we derive the exact reduced dynamics of the open quantum system. Finally we analytically evaluate the functions which describe the dynamics.

### 10.1 Unitary evolution in the interaction picture for a nilpotent algebra

As it is widely known, the Schroedinger equation in the interaction picture is

$$
\begin{equation*}
i \frac{d}{d t} \rho^{i n t}(t)=\left[\mathcal{H}_{I}^{i n t}(t), \rho(t)\right] \tag{10.2}
\end{equation*}
$$

and it can be rewritten in terms of the unitary operator as

$$
\begin{equation*}
i \frac{\partial}{\partial t} \mathcal{U}\left(t, t^{\prime}\right)=\mathcal{H}_{I}^{i n t}(t) \mathcal{U}\left(t, t^{\prime}\right) \tag{10.3}
\end{equation*}
$$

A formal solution is given by the time ordered exponential

$$
\begin{equation*}
\mathcal{U}_{I}^{i n t}(t)=\mathcal{T} \exp \{\underbrace{-i \int_{0}^{t} d s \mathcal{H}_{I}^{i n t}(t)}_{X(t, 0)}\} \tag{10.4}
\end{equation*}
$$

where the interaction Hamiltonian in the interaction picture is $\mathcal{H}_{I}^{\text {int }}(t)=\mathcal{U}_{0}(t)^{\dagger} \mathcal{H}_{I} \mathcal{U}_{0}(t)$. The latter is easily evaluated as follows. Since the free unitary evolution is diagonal, it can be written as

$$
\begin{equation*}
\mathcal{U}_{0}(t)=e^{-i \mathcal{H}_{0} t}=e^{-i \frac{\omega_{0}}{2} \mathcal{H}^{(n)} t} \otimes \prod_{k} e^{-i \omega_{k} N_{k} t} \tag{10.5}
\end{equation*}
$$

where $N_{k}$ is the number operator of the $k$-th mode of the bath. It follows that the $\mathcal{H}_{I}^{\text {int }}$ is

$$
\begin{equation*}
\mathcal{H}_{I}^{i n t}(t)=\mathcal{H}^{(n)} \otimes \underbrace{\sum_{j}\left(e^{i t \omega_{j}} g_{j} b_{j}^{\dagger}+e^{-i t \omega_{j}} g_{j}^{*} b_{j}\right)}_{\mathcal{H}_{I}^{B}(t)} \tag{10.6}
\end{equation*}
$$

The algebra generated by this operator evaluated at different time is nilpotent, since it holds that

$$
\begin{equation*}
\left[\mathcal{H}_{I}^{i n t}\left(t_{1}\right), \mathcal{H}_{I}^{i n t}\left(t_{2}\right)\right]=\left(\mathcal{H}^{(n)^{2}} \otimes \mathbb{I}\right)\left(-2 i \phi\left(t_{1}, t_{2}\right)\right) \tag{10.7}
\end{equation*}
$$

where $\phi\left(t_{1}, t_{2}\right)=\sum_{k}\left|g_{k}\right|^{2} \sin \left(\omega_{k}\left(t_{1}-t_{2}\right)\right)$. It can be easily seen thus that $\left[\left[\mathcal{H}_{I}^{\text {int }}\left(t_{1}\right), \mathcal{H}_{I}^{\text {int }}\left(t_{2}\right)\right], \mathcal{H}_{I}^{\text {int }}\left(t_{3}\right)\right]=0$. Then, it is straightforward that

$$
\begin{equation*}
\left[X\left(t, t^{\prime}\right), X\left(t^{\prime}, 0\right)\right]=-2 i \varphi\left(t, t^{\prime}\right) \mathcal{H}^{(n)^{2}} \otimes \mathbb{I} \tag{10.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\varphi\left(t, t^{\prime}\right)=\int_{t^{\prime}}^{t} \int_{0}^{t^{\prime}} d t_{1} d t_{2} \phi\left(t_{1}, t_{2}\right) \tag{10.9}
\end{equation*}
$$

Since the algebra generated by the argument of the exponential is nilpotent, then the (10.4) greatly simplifies. In order to see how, we use a more heuristic way. We start considering the unitary operator

$$
\begin{equation*}
\mathcal{U}^{\star}\left(t, t^{\prime}\right)=\exp \left\{X\left(t, t^{\prime}\right)\right\} \tag{10.10}
\end{equation*}
$$

with

$$
\begin{equation*}
X\left(t, t^{\prime}\right)=-i \int_{t^{\prime}}^{t} d t_{1} \mathcal{H}_{I}^{i n t}\left(t_{1}\right) \tag{10.11}
\end{equation*}
$$

This operator is not a solution. Indeed, we recall that the derivative of the exponential map is given by

$$
\begin{equation*}
\frac{d}{d t} e^{X\left(t, t^{\prime}\right)}=e^{X\left(t, t^{\prime}\right)} \frac{1-e^{-\mathrm{ad}_{X}}}{\operatorname{ad}_{X}} \frac{d}{d t} X\left(t, t^{\prime}\right) \tag{10.12}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{1-e^{-\operatorname{ad}_{X}}}{\operatorname{ad}_{X}}=\sum_{k=0}^{+\infty} \frac{(-1)^{k}}{(k+1)!}\left(\operatorname{ad}_{X}\right)^{k} \tag{10.13}
\end{equation*}
$$

where $\operatorname{ad}_{X}[Y]=[X, Y]$ is the adjoint operator. Then, in the case of a nilpotent algebra, the derivative of exponential map considerably simplifies, since in the latter series only the first two elements survive. Indeed,

$$
\begin{equation*}
\operatorname{ad}_{X}\left(-i \mathcal{H}_{I}^{i n t}(t)\right)=2 i\left(\mathcal{H}^{(n)^{2}} \otimes \mathbb{I}\right) \int_{t^{\prime}}^{t} d s \phi(s, t) \tag{10.14}
\end{equation*}
$$

and eventually

$$
\begin{equation*}
i \partial_{t} \mathcal{U}^{\star}\left(t, t^{\prime}\right)=\mathcal{U}^{\star}\left(t, t^{\prime}\right) \mathcal{H}_{I}^{i n t}(t)+\mathcal{U}^{\star}\left(t, t^{\prime}\right)\left(\mathcal{H}^{(n)^{2}} \otimes \mathbb{I}\right) \int_{t^{\prime}}^{t} d s \phi(s, t) \tag{10.15}
\end{equation*}
$$

Thus, we see that the unitary operator (10.10) does not satisfy the Schroedinger equation due to the appearance of an extra terms. Moreover, using the

Baker-Campbell-Hausdorff formula we can see that the unitary operator does not even satisfy the semigroup property, i.e. by direct computation we obtain

$$
\begin{equation*}
\mathcal{U}^{\star}\left(t, t^{\prime}\right) \mathcal{U}^{\star}\left(t^{\prime}, 0\right)=\mathcal{U}^{\star}(t, 0) \exp \left\{-i \varphi\left(t, t^{\prime}\right) \mathcal{H}^{(n)^{2}} \otimes \mathbb{I}\right\} \tag{10.16}
\end{equation*}
$$

Therefore, in order to have a faithful time propagator, we have to redefine $\mathcal{U}^{\star}\left(t, t^{\prime}\right)$ such that satisfy both the Schroedinger and the semigroup property. The solution is given by the following operator

$$
\begin{equation*}
\mathcal{U}\left(t, t^{\prime}\right)=\mathcal{U}^{\star}\left(t, t^{\prime}\right) \exp \left\{-i \tilde{\varphi}\left(t, t^{\prime}\right) \mathcal{H}^{(n)^{2}} \otimes \mathbb{I}\right\} \tag{10.17}
\end{equation*}
$$

where $\tilde{\varphi}\left(t, t^{\prime}\right)$ is a slightly different version of (10.9), namely

$$
\begin{equation*}
\tilde{\varphi}\left(t, t^{\prime}\right)=\int_{t^{\prime}}^{t} \int_{t^{\prime}}^{t} d t_{1} d t_{2} \phi\left(t_{1}, t_{2}\right) \theta\left(t_{1}-t_{2}\right) \tag{10.18}
\end{equation*}
$$

First, we prove that it satisfy the Schroedinger equation. Indeed, now the time derivative is

$$
\begin{align*}
i \partial_{t} \mathcal{U}\left(t, t^{\prime}\right)= & i \mathcal{H}_{I}^{i n t}(t) \mathcal{U}\left(t, t^{\prime}\right)+\mathcal{U}\left(t, t^{\prime}\right)\left(\mathcal{H}^{(n)^{2}} \otimes \mathbb{I}\right) \int_{t^{\prime}}^{t} d s \phi(s, t)+  \tag{10.19}\\
& +i \mathcal{U}^{\star}\left(t, t^{\prime}\right) \partial_{t}\left(\exp \left\{-i\left(\mathcal{H}^{(n)^{2}} \otimes \mathbb{I}\right) \tilde{\varphi}\left(t, t^{\prime}\right)\right\}\right) \tag{10.20}
\end{align*}
$$

The derivative of the latter term is

$$
\begin{align*}
& i \mathcal{U}^{\star}\left(t, t^{\prime}\right) \partial_{t}\left(\exp \left\{-i\left(\mathcal{H}^{(n)^{2}} \otimes \mathbb{I}\right) \tilde{\varphi}\left(t, t^{\prime}\right)\right\}\right)=\mathcal{U}\left(t, t^{\prime}\right)\left(\mathcal{H}^{(n)^{2}} \otimes \mathbb{I}\right) \partial_{t} \tilde{\varphi}\left(t, t^{\prime}\right)=  \tag{10.21}\\
& \quad=\mathcal{U}\left(t, t^{\prime}\right)\left(\mathcal{H}^{(n)^{2}} \otimes \mathbb{I}\right) \int_{t^{\prime}}^{t} d s \phi(t, s) \tag{10.22}
\end{align*}
$$

which exactly cancel out with the second term since $\phi(s, t)$ is antisymmetric. Thus $\mathcal{U}\left(t, t^{\prime}\right)$ satisfy the Schroedinger equation (10.3).

Second, we prove that it satisfy the semigroup property. From direct calculations, we have that

$$
\begin{align*}
& \mathcal{U}\left(t, t^{\prime}\right) \mathcal{U}\left(t^{\prime}, 0\right)=\mathcal{U}^{\star}\left(t, t^{\prime}\right) \mathcal{U}^{\star}\left(t^{\prime}, 0\right) \exp \left\{-i\left(\tilde{\varphi}\left(t, t^{\prime}\right)+\tilde{\varphi}\left(t^{\prime}, 0\right)\right) \mathcal{H}^{(n)^{2}} \otimes \mathbb{I}\right\}= \\
& \quad=\mathcal{U}(t, 0) \exp \left\{i\left(\tilde{\varphi}(t, 0)-\varphi\left(t, t^{\prime}\right)-\tilde{\varphi}\left(t, t^{\prime}\right)-\tilde{\varphi}\left(t^{\prime}, 0\right)\right) \mathcal{H}^{(n)^{2}} \otimes \mathbb{I}\right\} \tag{10.23}
\end{align*}
$$

Consequently, we have to prove that

$$
\begin{equation*}
\tilde{\varphi}(t, 0)-\varphi\left(t, t^{\prime}\right)-\tilde{\varphi}\left(t, t^{\prime}\right)-\tilde{\varphi}\left(t^{\prime}, 0\right)=0 \tag{10.24}
\end{equation*}
$$

Indeed since $t>t^{\prime}>0$

$$
\begin{align*}
& \tilde{\varphi}(t, 0)=\int_{t^{\prime}}^{t} \int_{t^{\prime}}^{t} d t_{1} d t_{2} \phi\left(t_{1}, t_{2}\right) \theta\left(t_{1}-t_{2}\right)+  \tag{10.25}\\
& \quad+\int_{t^{\prime}}^{t} \int_{0}^{t^{\prime}} d t_{1} d t_{2} \phi\left(t_{1}, t_{2}\right) \theta\left(t_{1}-t_{2}\right)+  \tag{10.26}\\
& \quad+\int_{0}^{t^{\prime}} \int_{t^{\prime}}^{t} d t_{1} d t_{2} \phi\left(t_{1}, t_{2}\right) \theta\left(t_{1}-t_{2}\right)  \tag{10.27}\\
& \quad+\int_{0}^{t^{\prime}} \int_{0}^{t^{\prime}} d t_{1} d t_{2} \phi\left(t_{1}, t_{2}\right) \theta\left(t_{1}-t_{2}\right) \tag{10.28}
\end{align*}
$$

We have that (10.25) and (10.28) cancel out respectively with $\tilde{\varphi}\left(t, t^{\prime}\right)$ and $\tilde{\varphi}\left(t^{\prime}, 0\right)$. (10.27) is identically null since the domain of integration of $t_{1}$ is the interval $\left[0, t^{\prime}\right]$, while the domain of $t_{2}$ is the interval $\left[t^{\prime}, t\right]$. Therefore in the domain $t_{1}<t_{2}$ and thus $\theta\left(t_{1}-t_{2}\right)=0$. So we are left to prove that

$$
\begin{equation*}
\int_{t^{\prime}}^{t} \int_{0}^{t^{\prime}} d t_{1} d t_{2} \phi\left(t_{1}, t_{2}\right) \theta\left(t_{1}-t_{2}\right)=\int_{t^{\prime}}^{t} \int_{0}^{t^{\prime}} d t_{1} d t_{2} \phi\left(t_{1}, t_{2}\right) \tag{10.29}
\end{equation*}
$$

But this is true since $\theta\left(t_{1}-t_{2}\right)=1-\theta\left(t_{2}-t_{1}\right)$ and

$$
\begin{equation*}
\int_{t^{\prime}}^{t} \int_{0}^{t^{\prime}} d t_{1} d t_{2} \phi\left(t_{1}, t_{2}\right) \theta\left(t_{2}-t_{1}\right)=0 \tag{10.30}
\end{equation*}
$$

for the same reason on the domain stated above (namely, the domain of $t_{2}$ is $\left[t^{\prime}, 0\right]$ and the domain of $t_{1}$ is $\left[t^{\prime}, t\right]$, so is always true that $t_{1}>t_{2}$, and in this interval $\theta\left(t_{2}-t_{1}\right)=0$ ).

So we eventually recover the group property

$$
\begin{equation*}
\mathcal{U}\left(t, t^{\prime}\right) \mathcal{U}\left(t^{\prime}, 0\right)=\mathcal{U}(t, 0) \tag{10.31}
\end{equation*}
$$

and for this reason we identify (10.17) with the solution of the Schroedinger equation (10.3).

### 10.2 The reduced dynamics of the pure dephasing model

In this section we explicitly evaluate the reduced dynamics for the open quantum system. To do so, we first need to compute the time propagator (10.17). The unitary evolution naturally decomposes in two parts, i.e.

$$
\begin{equation*}
\mathcal{U}_{I}^{i n t}(t)=\mathcal{U}_{\varphi}(t) V_{I}^{i n t}(t) \tag{10.32}
\end{equation*}
$$

The first part is an unitary and temperature-independent part which, thanks to the result in 10.3 , can be reduced to

$$
\begin{equation*}
\mathcal{U}_{\varphi}(t)=\exp \left\{-i \tilde{\varphi}(t, 0) \mathcal{H}^{(n)^{2}} \otimes \mathbb{I}\right\}=\sum_{j=0}^{N-1} e^{i \xi(t) \frac{\delta_{j}^{2}}{4}}\left|e_{j}\right\rangle\left\langle e_{j}\right| \otimes \mathbb{I} \tag{10.33}
\end{equation*}
$$

The function $\xi(t)$ is defined as $\xi(t)=-4 \tilde{\varphi}(t, 0)$ and is the temperature-independent phase function, with $\tilde{\varphi}(t, 0)$ defined in (10.18). We evaluate it in 10.2.1. The second part, instead, is temperature dependent and it is given by

$$
\begin{equation*}
V_{I}^{i n t}(t)=\exp \left\{-i \int_{0}^{t} d t_{1} \mathcal{H}_{I}^{i n t}\left(t_{1}\right)\right\}=\exp \left\{\mathcal{H}^{(n)} \otimes \sum_{k}\left(\alpha_{k} b_{k}^{\dagger}-\alpha_{k}^{*} b_{k}\right)\right\} \tag{10.34}
\end{equation*}
$$

where we have defined the coefficients $\alpha_{k}=g_{k}\left(1-e^{i t \omega_{k}}\right) / \omega_{k}$. Again, thanks to the the result in appendix 10.3 , the $V_{I}^{i n t}(t)$ operator can be rewritten in terms of the eigenstates of $\mathcal{H}^{(n)}$ as

$$
\begin{equation*}
V_{I}^{i n t}(t)=\sum_{j=0}^{N-1}\left|e_{j}\right\rangle\left\langle e_{j}\right| \otimes V_{j}(t) \tag{10.35}
\end{equation*}
$$

where we identify the operators $V_{j}(t)$ with

$$
\begin{equation*}
V_{j}(t)=\exp \left\{\delta_{j} \sum_{k}\left(\alpha_{k} b_{k}^{\dagger}-\alpha_{k}^{*} b_{k}\right)\right\}=\prod_{k} D\left(\alpha_{k} \delta_{j}\right) \tag{10.36}
\end{equation*}
$$

and the $D(\alpha)$ is the displacement operator. Eventually, the unitary evolution can be written in terms of the action on each energy level of the system as

$$
\begin{equation*}
\mathcal{U}_{I}^{i n t}(t)=\sum_{j=0}^{N-1} e^{i \xi(t) \frac{\delta_{j}^{2}}{4}}\left|e_{j}\right\rangle\left\langle e_{j}\right| \otimes V_{j}(t) \tag{10.37}
\end{equation*}
$$

Finally, we can evaluate the reduced dynamic of the open quantum system. We assume that the state of the total system is factorized at $t=0$, which means that in the interaction picture $\rho^{\beta}(0)=\rho_{S}^{\beta}(0) \otimes \rho_{B}^{\beta}$. The most general state of system is given by

$$
\begin{equation*}
\rho_{S}^{\beta}(0)=\sum_{j, k=0}^{N-1} \rho_{j k}^{0}\left|e_{j}\right\rangle\left\langle e_{k}\right| . \tag{10.38}
\end{equation*}
$$

while we assume that the bath is in the thermal equilibrium state, i.e.

$$
\begin{equation*}
\rho_{B}^{\beta}=\frac{e^{-\beta \mathcal{H}_{0}^{B}}}{Z(\beta)} \tag{10.39}
\end{equation*}
$$

This state commute with the free Hamiltonian $\mathcal{H}_{0}^{B}$. The evolution of the total state is given by the partial trace of the unitary evolved state, i.e

$$
\begin{equation*}
\rho_{S}^{\beta}(t)=\sum_{j, k=0}^{N-1} \rho_{j k}^{0} e^{i \xi(t) \frac{\delta_{j}^{2}-\delta_{k}^{2}}{4}}(\varphi)\left|e_{j}\right\rangle\left\langle e_{k}\right| \operatorname{tr}_{B}\left\{V_{k}^{\dagger}(t) V_{j}(t) \rho_{B}^{\beta}\right\} . \tag{10.40}
\end{equation*}
$$

Furthermore, using the properties of the displacement operator, we have that

$$
\begin{equation*}
V_{k}^{\dagger}(t) V_{j}(t)=\prod_{l} D\left(\alpha_{l}\left(\delta_{j}-\delta_{k}\right)\right) . \tag{10.41}
\end{equation*}
$$

Defining

$$
\begin{equation*}
\exp \left\{\Gamma_{j k}(t \mid \beta)\right\}=\operatorname{Tr}\left\{\prod_{l} D\left(\alpha_{l}\left(\delta_{j}-\delta_{k}\right)\right) \rho_{B}\right\} \tag{10.42}
\end{equation*}
$$

we find out that

$$
\begin{equation*}
\Gamma_{j k}(t \mid \beta)=\frac{\left(\delta_{j}-\delta_{k}\right)^{2}}{4} \Gamma(t \mid \beta) \tag{10.43}
\end{equation*}
$$

where $\Gamma(t \mid \beta)$ is the decoherence function, whose derivation can be found in appendix 10.2.1.

### 10.2.1 Decoherence and Temperature-Independent Phase Function

The explicit form of the function (10.18) is

$$
\begin{equation*}
\tilde{\varphi}\left(t, t^{\prime}\right)=\int_{t^{\prime}}^{t} \int_{t^{\prime}}^{t} d t_{1} d t_{2} \sum_{k}\left|g_{k}\right|^{2}\left(\sin \left(\omega_{k}\left(t_{1}-t_{2}\right)\right) \theta\left(t_{1}-t_{2}\right)\right) \tag{10.44}
\end{equation*}
$$

Exchanging the sum with the integrals and make the variable change $t_{1} \rightarrow \tilde{t}=t_{1}-t_{2}$, we obtain

$$
\begin{align*}
\tilde{\varphi}\left(t, t^{\prime}\right) & =\sum_{k}\left|g_{k}\right|^{2} \int_{t^{\prime}}^{t} d t_{2} \int_{t^{\prime}-t_{2}}^{t-t_{2}} d \tilde{t} \sin \left(\omega_{k} \tilde{t}\right) \theta(\tilde{t})=  \tag{10.45}\\
& =\sum_{k}\left|g_{k}\right|^{2} \int_{t^{\prime}}^{t} d t_{2} \int_{0}^{t-t_{2}} d \tilde{t} \sin \left(\omega_{k} \tilde{t}\right)=  \tag{10.46}\\
& =\sum_{k} \frac{\left|g_{k}\right|^{2}}{\omega_{k}} \int_{t^{\prime}}^{t} d t_{2}\left(1-\cos \left(\omega_{k}\left(t-t_{2}\right)\right)\right)=  \tag{10.47}\\
& =\sum_{k}\left|g_{k}\right|^{2}\left(\frac{\omega_{k}\left(t-t^{\prime}\right)-\sin \left(\omega_{k}\left(t-t^{\prime}\right)\right)}{\omega_{k}^{2}}\right) \tag{10.48}
\end{align*}
$$

As a result we obtain that the temperature-independent phase function is

$$
\begin{equation*}
\xi(t)=-\sum_{k} 4\left|g_{k}\right|^{2}\left(\frac{\omega_{k} t-\sin \left(\omega_{k} t\right)}{\omega_{k}^{2}}\right) \tag{10.49}
\end{equation*}
$$

Regarding the decoherence function, if we define $\gamma_{m}=\alpha_{l}\left(\delta_{j}-\delta_{k}\right)$ (we forget for a moment of the indices $j$ and $k$, which we recover at the end), then eq. (10.42) is

$$
\begin{equation*}
\Gamma_{j k}(t \mid T)=\ln \left\{\operatorname{Tr}\left\{\prod_{l} D\left(\gamma_{m}\right) \rho_{B}\right\}\right\}=\sum_{m} \ln \left\{\chi\left(\gamma_{m}\right)\right\} \tag{10.50}
\end{equation*}
$$

where $\chi\left(\gamma_{m}\right)=\operatorname{Tr}\left\{\exp \left\{\gamma_{m} b_{m}^{\dagger}-\gamma_{m}^{*} b_{m}\right\} \rho_{B}^{\beta}\right\}$ is the Wigner characteristic function of the bath mode $l$. To evaluate this function, and consequently $\Gamma_{j k}(t)$ we need to explicitly evaluate $\rho_{B}^{\beta}$. Using the resolution of the identity $\sum_{\left\{n^{(s)}=0\right\}}^{+\infty}\left|\vec{n}^{(i)}\right\rangle\left\langle\vec{n}^{(i)}\right|=\mathbb{I}$, with $\left|\vec{n}^{(i)}\right\rangle=$ $\left|n^{(1)}, \ldots, n^{(k)}, \ldots\right\rangle$, we obtain

$$
\begin{equation*}
e^{-\beta \mathcal{H}_{B}}=\mathbb{I} \cdot e^{-\beta \mathcal{H}_{B}} \cdot \mathbb{I}=\sum_{\left\{n^{(s)}=0\right\}} \prod_{l}\left(e^{-\beta \omega_{l} n^{(l)}}\right)\left|\vec{n}^{(i)}\right\rangle\left\langle\vec{n}^{(i)}\right| \tag{10.51}
\end{equation*}
$$

Then, the partition function is

$$
\begin{align*}
Z_{B}(\beta) & =\sum_{\left\{n^{(s)}=0\right\}} \prod_{l} e^{-\beta \omega_{l} n^{(l)}}=  \tag{10.52}\\
& =\prod_{l} \sum_{n^{(l)}=0} e^{-\beta \omega_{l} n^{(l)}}=\prod_{l} \frac{1}{1-e^{-\beta \omega_{l}}} . \tag{10.53}
\end{align*}
$$

For this reason we can write the thermal state for a multimode bosonic bath as

$$
\begin{equation*}
\rho_{B}^{\beta}(\beta)=\sum_{\left\{n^{(s)}=0\right\}}^{+\infty} \prod_{l}\left(1-e^{-\beta \omega_{l}}\right) e^{-\beta \omega_{l} n^{(l)}}\left|\vec{n}^{(i)}\right\rangle\left\langle\vec{n}^{(i)}\right| \tag{10.54}
\end{equation*}
$$

Now the action of the displacement operator on the $m$-th mode of the thermal state is

$$
\begin{equation*}
D\left(\gamma_{m}\right) \rho_{B}^{\beta}=\sum_{\left\{n^{(s)}=0\right\}}^{+\infty}\left(\prod_{l}\left(1-e^{-\beta \omega_{l}}\right) e^{-\beta \omega_{l} n^{(l)}} D\left(\gamma_{m}\right)\left|\vec{n}^{(i)}\right\rangle\left\langle\vec{n}^{(i)}\right|\right) \tag{10.55}
\end{equation*}
$$

Computing the trace we obtain

$$
\begin{align*}
\operatorname{Tr}\left\{\left(D\left(\gamma_{m}\right) \rho_{B}^{\beta}\right)\right\} & =\sum_{\left\{n^{\prime}(s)=0\right\}}^{+\infty}\left\langle{\overrightarrow{n^{\prime}}}^{(s)}\right| D\left(\gamma_{m}\right) \rho_{B}^{\beta}\left|{\overrightarrow{n^{\prime}}}^{(s)}\right\rangle=  \tag{10.56}\\
& =\sum_{\left\{n^{(s)}=0\right\}}^{+\infty} \prod_{l}\left(1-e^{-\beta \omega_{l}}\right) e^{-\beta \omega_{l} n^{(l)}}\left\langle\vec{n}^{(i)}\right| D\left(\gamma_{m}\right)\left|\vec{n}^{(i)}\right\rangle=  \tag{10.57}\\
& =\sum_{n^{(m)}=0}^{+\infty}\left(1-e^{-\beta \omega_{m}}\right) e^{-\beta \omega_{m} n^{(m)}}\left\langle n^{(m)}\right| D\left(\gamma_{m}\right)\left|n^{(m)}\right\rangle=  \tag{10.58}\\
& =\left(1-e^{-\beta \omega_{m}}\right) e^{-\frac{\left|\gamma_{m}\right|^{2}}{2}} \sum_{n^{(m)}=0}^{+\infty} e^{-\beta \omega_{m} n^{(m)}} L_{n^{(m)}}\left(\left|\gamma_{m}\right|^{2}\right) \tag{10.59}
\end{align*}
$$

Considering that for the Laguerre polynomials $L_{n}(x)$ it holds

$$
\begin{equation*}
\sum_{n} t^{n} L_{n}(x)=\frac{1}{1-t} e^{-t \frac{x}{1-t}} \tag{10.60}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\chi\left(\gamma_{m}\right) & =\left(1-e^{-\beta \omega_{m}}\right) \frac{e^{-\frac{1}{2}\left|\gamma_{m}\right|^{2}}}{1-e^{-\beta \omega_{m}}} e^{-e^{-\beta \omega_{m}} \frac{\left|\gamma_{m}\right|^{2}}{1-e^{-\beta \omega_{m}}}}= \\
& =e^{-\frac{\left|\gamma_{m}\right|^{2}}{2}-\frac{\left|\gamma_{m}\right|^{2}}{e^{\beta \omega_{m}-1}}}=e^{-\frac{1}{2}\left|\gamma_{m}\right|^{2} \operatorname{coth}\left(\frac{\beta \omega_{m}}{2}\right)} . \tag{10.61}
\end{align*}
$$

This result lead us to

$$
\begin{equation*}
\Gamma_{j k}(t \mid T)=\sum_{m} \ln \chi\left(\gamma_{m}\right)=-\frac{1}{2} \sum_{m}\left|\gamma_{m}\right|^{2} \operatorname{coth}\left(\frac{\beta \omega_{m}}{2}\right)=\frac{\left(\delta_{j}-\delta_{k}\right)^{2}}{4} \Gamma(t \mid T) \tag{10.62}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma(t \mid T)=-\sum_{l} 4 \frac{\left|g_{l}\right|^{2}}{\omega_{l}^{2}}\left(1-\cos \left(\omega_{l} t\right)\right) \operatorname{coth}\left(\frac{\omega_{l}}{2 T}\right) \tag{10.63}
\end{equation*}
$$

is the decoherence function. For an explicit form in terms of analytical functions, see [308].

### 10.3 Exponential of tensor products

Let's consider the tensor product $\mathbb{H}_{n} \otimes \tilde{\mathbb{H}}$ of an $n$-dimensional Hilbert space $\mathbb{H}_{n}$ and a generic Hilbert space $\tilde{\mathbb{H}}$. Consider now a diagonal matrix in $\mathbb{H}_{n}$, namely $\mathcal{D}=$ $\sum_{i=0}^{N-1} d_{i}|i\rangle\langle i|$, and a liner operator $A \in \tilde{\mathbb{H}}$. We want to evaluate the operator $\exp \{\mathcal{D} \otimes A\}$.

Considering the Taylor expansion we have

$$
\begin{align*}
\exp \{\mathcal{D} \otimes A\} & =\sum_{m=0}^{+\infty} \frac{1}{m!}(\mathcal{D} \otimes A)^{m}= \\
& =\sum_{m=0}^{+\infty} \frac{1}{m!} \mathcal{D}^{m} \otimes A^{m}= \\
& =\sum_{m=0}^{+\infty} \frac{1}{m!}\left(\sum_{i=0}^{N-1} d_{i}^{m}|i\rangle\langle i| \otimes A^{m}\right)= \\
& =\sum_{i=0}^{N-1}\left(|i\rangle\langle i| \otimes \sum_{m=0}^{+\infty} \frac{d_{i}^{m} A^{m}}{m!}\right)= \\
& =\sum_{i=0}^{N-1}|i\rangle\langle i| \otimes e^{d_{i} A} . \tag{10.64}
\end{align*}
$$

No assumption is made on the Hilbert space and on the liner operator $A$.
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[^0]:    ${ }^{1}$ In the case where also the POVM depends on the parameter, things are more complicated and generalization have been studied, see [319].

[^1]:    ${ }^{2}$ Henceforth, we drop the subscript $\boldsymbol{\theta}$ for the SLDs

[^2]:    ${ }^{1}$ A nice attempt that I believe is worth mentioning is the one by Joachim Dalencé, which used the melting point of butter as its upper fixed point.

[^3]:    ${ }^{1}$ Forse si può dire meglio?

[^4]:    ${ }^{1}$ In general, the derivative of the exponential map is given by

    $$
    \begin{equation*}
    \frac{d}{d \lambda} e^{H_{\lambda}}=e^{H_{\lambda}} \frac{1-e^{-\mathrm{ad}_{H_{\lambda}}}}{\operatorname{ad}_{H_{\lambda}}} \frac{d}{d \lambda} H_{\lambda} \tag{6.5}
    \end{equation*}
    $$

    where $\operatorname{ad}_{X}(Y)=[X, Y]$. This simplifies if $\operatorname{ad}_{X}(Y)=0$, as discussed in the main text. In our case, this is not restrictive for us, given the form of the Hamiltonian.

[^5]:    ${ }^{2}$ For the sake of brevity, we suppress the explicit dependence of the matrix elements from the parameters from here onwards.

