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ABSTRACT

Context. X-ray observations of galaxy clusters are routinely used to derive radial distributions of ICM thermdynamical properties
such as density and temperature. However, observations allow us to access quantities projected on the celestial sphere only, so that an
assumption on the three-dimensional distribution of the ICM is necessary. Usually, spherical geometry is assumed.
Aims. The aim of this paper is to determine the bias due to this approximation on the reconstruction of ICM density radial profile of a
clusters sample and on the intrinsic scatter of the density profiles distribution, in particular when clusters’ substructures are not masked.
Methods. We used simulated clusters for which we can access the three-dimensional ICM distribution; in particular, we considered a
sample of 98 simulated cluster drawn from The Three Hundred project. For each cluster we simulated 40 different observations by
projecting the cluster along 40 different lines of sight. We extracted the ICM density profile from each observation assuming the ICM
to be spherical distributed. For each line of sight we then considered the mean density profile over the sample and compared it with the
three-dimensional density profile given by the simulations. The spherical bias on the density profile is thus derived by considering the
ratio between the observed and the input quantities. We also study the bias on the intrinsic scatter of the density profile distribution
performing the same procedure.
Results. We find a bias on the density profile, bn, smaller than 10% for R ≲ R500 while it increases up to ≈ 50% for larger radii. The
bias on the intrinsic scatter profile, bs, is higher, reaching a value of ≈ 100% for R ≈ R500. We find that the bias on both the analysed
quantities strongly depends on the morphology composition of the objects in the sample: for clusters that do not show large scale
substructures, both bn and bs are reduced by a factor 2, conversely for systems that do show large scale substructures both bn and bs
increase significantly.
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1. Introduction

Galaxy clusters play a crucial role in the understanding of both
astrophysical processes and large scale structure evolution. They
are the largest virialized objects generated from small density fluc-
tuations in the primordial era and grown hierarchically under their
own gravity influence. Indeed, they trace the Universe evolution
and composition so that important cosmological knowledge can
be derived by studying their properties (e.g. Voit 2005; Allen et al.
2011). Moreover, many astrophysical processes take place within
galaxy clusters so that the baryonic component properties derived
from clusters studies are used for astrophysics and fundamental
physics studies (e.g. Arnaud 2005; Tozzi & Norman 2001). In this
context, X-ray observations play a major role as they can detect
the emission associated to the IntraCluster Medium (ICM), the
hot and rarefied plasma that lies among the galaxies. This compo-
nent contributes ∼ 15% to the total cluster matter and represents
the main baryonic component, as stars and galaxies are only a
few percent. In particular, through X-ray observations we are able
to derive ICM density and temperature profiles. These are crucial
quantities to derive clusters properties, since they provide the
stating point for mass measures. In particular, they are used to
derive the total cluster mass through the hydrostatic equilibrium

equation. Moreover, the ICM density profile is used to obtain
the gas mass which is a largely used proxy of the total mass of
clusters (Arnaud et al. 2010; Kravtsov et al. 2006; Pratt et al.
2019) and to measure the clusters mass function, hence the mass
density Ωm, which is a fundamental quantity for cosmological
studies. Therefore, the reconstruction of the ICM density profile
assumes a significant part in cosmological studies. Moreover, in
the era of precision astronomy and cosmology (Allen et al. 2011;
Planck Collaboration et al. 2014; Salvati et al. 2018) it is very
important to be aware of the contribution of each systematic error
source that can affects any measure and to quantify them.

Every astronomical observation carries an intrinsic aspect that
could introduce systematic errors. In fact, observations can be in-
formative only about projected quantities, so an assumption on the
underlying geometry is necessary to recover three-dimensional
properties, such as density profiles. In this context cluster shape
assume a crucial role.

It is well known that the mass distribution within galaxy clus-
ters is generally not spherical, even though determining its three-
dimensional shape is still an issue. Several studies investigated
the problem using multi-wavelength techniques, such as combina-
tion of gravitational lensing, X-ray and Sunyaev-Zel’dovich effect
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observations, both on individual clusters and cluster samples, and
found a quite general triaxial morphology (Sereno et al. 2006,
2017, and references therein). However, some clusters appear
more spherical and present smoother density profiles thanks to
virialization processes, while others can present density inhomo-
geneities that make the cluster shape more intricate.

However, it is a standard practice to assume spherical geome-
try when deriving cluster gas properties from X-ray observations.
In fact, this makes the gas distribution deprojection process easier
to implement and more computationally efficient. Moreover, it is
widely assumed that any possible geometrical bias on single sys-
tems are averaged out when considering clusters samples, thanks
to the triaxial orientations that are assumed to be randomly dis-
tributed. The systematic errors on the gas distribution reconstruc-
tion due to spherical assumption has been investigated throughout
the years, typically by comparing different deprojection models
applied to different theoretical morphology (see e.g. Binney &
Strimpel 1978; Piffaretti et al. 2003). The most recent work in
the context of X-ray and Sunyaev–Zel’dovich observations is by
Buote & Humphrey (2012a,b) where they investigate the spheri-
cal averaging of galaxy clusters shaped using different ellipsoidal
models. They quantify the orientation-average bias and scatter
for many observable and find generally small mean biases with
substantial scatter for different view-orientations. However, such
studies mostly investigate the impact of elliptical shapes instead
of spherical ones, considering clusters with smooth density pro-
files and leaving inhomogeneities presence aside. In the present
work we investigate the bias due to the spherical assumption on
the reconstruction of the ICM density profile, considering the
presence of inhomogeneities substructures. In fact, differently
from the cited works based on theoretical geometrical models,
here we consider clusters that are simulated in a cosmological
context, such that their shapes are not theoretically defined fol-
lowing a geometrical model but are given by the cosmological
framework and the gravitational interaction with the environment.
For each simulated cluster we emulate an X-ray observation on
the sky plane, considering numerous different lines of sight. By
using standard X-ray analysis procedures, we extract the ICM
density profile from each projected cluster assuming spherical
geometry and compare it with the true density profile given by
the simulations. In this way we are able to quantify the bias
introduced by the spherical assumption.

This paper is organized as follows. In Sect. 2 we describe the
composition of the simulated cluster sample and the procedure to
produce mock X-ray maps. In Sect. 3 we discuss the mock maps
analysis procedure while in Sect. 4 we present the main results of
the analysis. In Sect. 5 we discuss the results and in Sect. 6 we
sum up the biases that arise from the spherical approximation in
the gas density profile.

We adopted a flat Λ-cold dark matter cosmology with
Ωm(0) = 0.3, ΩΛ(0) = 0.7, H0 = 70 km Mpc−1 s−1. We notice
that the cosmological density values are those of the simulated
sample, which, however, is characterized by a slightly lower Hub-
ble constant (H0,sim = 67.77km Mpc−1 s−1): this difference does
not affect the results of this paper.

2. Dataset and mock maps production

2.1. Dataset

This work relies on simulated galaxy clusters drawn from The
Three Hundred project (Cui et al. 2018). This project comprises
324 regions re-simulated with full-physics hydro-dynamical
codes selected from the DM-only Multi-Dark Planck 2 Simu-
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Fig. 1: Mass distribution of the sample of simulated clusters used
in this work. The minimum and maximum values of the mass are
2.0 × 1014M⊙ and 14.3 × 1014M⊙, respectively.

lations (Klypin et al. 2016). The aim of this work is to statistically
characterise the bias introduced in deriving the ICM radial den-
sity profile of clusters when a spherical geometry is assumed.
This is tested on a sample which needs to be as representative as
possible of the underlying cluster population and able to repro-
duce the morphologies variety. Therefore, we selected 98 clusters
from The Three Hundred catalogue with masses in the range
2.0 × 1014M⊙ < M500

1 < 14.3 × 1014M⊙ (Fig. 1). The sample
was built to include about 20-25 objects in each of the follow-
ing mass intervals: [2 − 4], [4 − 6], [6 − 8], [8 − 10] 1014M⊙, in
addition to 9 objects with M500 > 1015M⊙. The selection was
done by making sure that various morphologies were represented
as shown in Fig. 2: several clusters show substructures that ap-
pear as luminous regions distinguishable from the central halo
while other have an almost spherical distribution. These features
make the sample suitable to study the effects introduced by the
spherical approximation, ordinarily used for X-ray analysis, and
to quantify the related bias on the density profile reconstruction.
All the clusters are fixed at redshift z = 0.3, since we are not
interested in studying any possible effect due to spatial resolution.
The physical properties of each cluster are reported in Table A.1.

2.2. Simulating mock X-ray maps

The starting point of this work is to create mock observations
of the simulated clusters by projecting them on the sky plane
and reproducing X-ray telescope effects, to obtain an Xray-like
image.

2.2.1. Projection on the sky plane

Since telescopes observe projected objects on the sky plane, we
first projected each three-dimensional simulated cluster. We cre-
ated emission-measure maps from each simulated cluster with
the program Smac (see Dolag et al. 2005; Ansarifard et al. 2020).
The maps are centered at the position of the maximum of the

1 M500 =
4
3πR

3
500500ρc, with ρc critical density at cluster redshift.
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Fig. 2: Image gallery of the 98 galaxy clusters in the simulated sample. Each image covers an area of 5R500 × 5R500 and represent the
spatial distribution of the ICM projected along one random direction in units of cm−6Mpc; the solid circle indicates R500 while the
dashed one 2R500. In many clusters one or more substructures are present. The names of the simulated clusters are reported in each
panel. The first number identifies the simulated region where the halo is extracted, while the second is the mass-rank index of the
halo in that specific region. For example, CL0005_1 is the most massive cluster found in the 5th region.

density field which coincides with our definition of the theoretical
center. The field of view has a side equal to 6R500 divided in
1200 pixels leading to a resolution of 5% R500 per pixel. This
distance of 6R500 is also the length of the integration along the
line of sight, reaching such high distance from the cluster center
(3R500 ≈ 2R200 in the front and the back of the object) we are sure
to include any possible large scale structure whose emission can
be vision in the projected maps. Starting from a map, oriented
as the z axis of the simulation box and thus randomly oriented

with respect to the cluster’s major axis, we then created other
maps obtained by rotating the object with equi-spaced angles
as visually represented in Fig. 3. In this way we generated 40
emission measure maps for each simulated cluster. The chosen
40 lines of sight allow to investigate the object from different
directions, uniformly.

The maps were produced summing over the contribution of
all gas particles with temperature, Ti, larger than 0.3 keV and
density, ρi, below the star-forming density threshold. This condi-
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Fig. 3: Representation on the sphere (left) and on the polar plane
(right) of the forty directions along which a three-dimensional
simulated cluster is projected. They are distributed at intervals
of ∆θ = 1/10 π and ∆ϕ = 1/8 π, with θ ∈ [0, 9/10 π] and
ϕ ∈ [0, 3/8 π], where ϕ = 0 identifies the equatorial plane. Every
direction will be identified as (t, p) where t ∈ [0, 9] and p ∈ [0, 3]
will represent θ and ϕ.

tion allow the study of the diffuse gas that emits in the considered
X-ray bands. Notice that the same gas particle exclusion has been
applied for all the quantities extracted from the simulated clusters
such as the 3D gas density profiles. To create the maps we specif-
ically sum the product (mi × ρi) of the selected particles once this
contribution is weighted by a spline kernel of width equal to the
gas particle smoothing length.

The resulting maps are in units if a mass density
squared,integrated over a volume, that is [g2cm−6 Kpc2 cm]. The
emission measure standard units are although [cm−6 Mpc], so
we needed to convert them, by taking into account the proton
mass, the molecular weight µ and the electron-to-proton fraction
f , since emission measure is referred to the electron emission.
We used the same gas parameters that characterize the simulated
gas, that are µ = 0.59 and f = 1.08.

2.2.2. Generating mock maps

Once the 40 emission measure maps has been generated for each
cluster, we generated mock X-ray observations. X-ray telescopes
collect the incoming photons in the camera pixels, so they re-
turn counts maps. To create such maps from the emission mea-
sure ones we first converted them into surface brightness maps.
Emission measure (EM) and surface brightness (S B) are related
through the cooling function Λ(T,Z, z), which depends on the
cluster temperature T , the cluster abundance Z and the cluster
redshift z:

S B = Λ(T,Z, z)
∫

nenpdl = Λ(T,Z, z)EM(r). (1)

In the soft X-ray band, the cooling function Λ(T,Z, z) shows
little dependence on both temperature and cluster abundance
Z (Ettori 2000; Bartalucci et al. 2017). To ensure this fact we
computed the cooling function for different temperatures and
abundances: with typical cluster temperature values that can fluc-
tuate by 20% (Rossetti et al. 2024, cfr. Fig. 11) and typical cluster
abundance values that can fluctuate by 25% (Ghizzardi et al. 2021,
cfr. Fig.5 and Fig.11), Λ(T,Z) varies less than 3%. Therefore the
cooling function is computed using a constant temperature and
constant abundance, within the [0.5, 2.0] keV energy band. The
temperature for each cluster is given by the simulations, while
the metal abundance is fixed to the average value 0.25Z⊙, as

derived from (Ghizzardi et al. 2021, cfr. Modified analysis of
Table 1). The redshift is fixed for all clusters to z = 0.3. The cool-
ing function is computed via XSPEC (Arnaud 1996), using the
phabs (photoelectric absorbed) 2 APEC (Astrophysical Plasma
Emission code)3 model (Smith et al. 2001) and convolved with
the telescope effective area. For our scope, we considered the
XMM-Newton PN camera.

Once we generated the surface brightness maps, we converted
therm into Xray-like counts maps, following the same method
described in Bartalucci et al. (2023), that we briefly report here.
Firstly, we converted the surface brightness into photons counts
by multiplying the surface brightness maps by the pixels surface
and by an observation time of 30 ks, as a typical XMM-Newton
exposure time. For simplicity, we did not consider PSF and vi-
gnetting effects or the presence of malfunctioning pixels or gaps.
For these reasons the exposure time is the same for all the map
pixels. We then added the sky background component: we con-
sidered a mean value bkgmean = 5.165 × 10−3 cts arcmin−2 s−1

measured by PN camera in the [0.5 − 2]keV band (Bartalucci
et al. 2023) and we introduced spatial variations by dividing the
field of view in square tiles of ∼ 2.35 arcmin size where the back-
ground value varies by the order of 3% (Ghirardini et al. 2018)
around bkgmean. Finally, we applied a Poisson randomization to
each pixel of the map to emulate the discretized photon counts.
All the used parameters are reported in Table 1. The outcome of
this procedure is represented in Fig. 4.

In this way, we created 40 mock X-ray maps - one for each
projection line - for each one of the 98 simulated clusters.

3. Data Analysis

The main purpose of the following analysis is to determine the
bias on cluster gas density profile reconstruction due to the spheri-
cal symmetry approximation. In particular we evaluated the effect
caused by the presence of inhomogeneity substructures. To reach
this goal we used the mock X-ray maps obtained as described in
Sect. 2.2.2 to extract the gas density profiles following the same
2 https://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/node259.html
3 https://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/node134.html

Table 1 Parameters used in the phabs/APEC model for mock
maps production and analysis.

Flat ΛCDM cosmology H0 = 70 km/s/Mpc
Ωm = 0.3
ΩΛ = 0.7

Exposure time 30 ks
Energy band 0.5 − 2.0 keV
Metallicity 0.25 (Ghizzardi et al. 2021)
Temperature∗ 2keV ≲ Tcl ≲ 10keV (Table A.1)
f = ne/np 1.08
Redshift 0.3 (from simulations)
Galactic column density∗∗ 2.0 × 10−20 cm−2 (Kalberla et al. 2005)
Background 5.165 × 10−3 cts arcmin−2 s−1 ± 3%
∗ The temperature is different for each cluster and it is given by

the simulation.
∗∗ The galactic column density is evaluated at high galactic
latitudes.
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Cluster only Adding background Discretization

Fig. 4: Mock map generation process. Left panel: map of the
cluster emission. Central panel: map of the cluster emission with
the addition of the tiled background. Right panel: map resulting
from the discretization of the cluster+background map through a
Poisson randomization. All maps are in units of counts.

procedure used for real observations, where spherical symmetry
is assumed. However, it is important to underline a key difference
between the density profile extraction procedure followed in this
work and the one used in real cluster analysis. In fact, in the
latter case if any substructure appears in the observation frame
it is masked in such a way that its contribution to the cluster
main emission will not be considered. Therefore it is interesting
to study how the density profile is reconstructed even with the
contribute of substructures, maintaining a spherical model. Fur-
thermore, when we have to deal with real clusters observations,
it can append that substructures are not distinguishable from the
central core, because of resolutions issues of because they are lo-
cated along the observer-core line of sight. For these reasons it is
important to evaluate the substructures impact on the gas density
profile when it is reconstructed assuming a spherical shape.

3.1. Mock maps analysis

To extract the gas density profile from every mock X-ray map we
used pyproffit4 (Eckert et al. 2016, 2020), a python package
largely used for X-ray cluster analysis, in which the spherical
symmetry is assumed.

For each map pyproffit first extracts the surface brightness
profile, S B (count rate per surface and time unit), by computing
the mean surface brightness in concentric annular bins and divid-
ing by the exposure time. We extract the S B profile up to 3R500
in annular bins of 5 arcsec width.

The S B profile is then converted into emission measure pro-
file, EM, through Eq. 1. The conversion factor Λ(T,Z, z) is com-
puted via XPSEC with the same procedure and parameters uesd
for the mock maps production (see Sect. 2.2.2 and Table 1).

The obtained EM profile is then deprojected to obtain the
electron density profile. In fact, emission measure is defined as
the projection along the line of sight of the gas density:

EM(r) =
∫

ne(R)np(R)dl =
1
f

∫
n2

e(R)dl , (2)

where f is the electron-to-proton fraction. The EM profile depro-
jection process to obtain the electron density profile is performed
by pyproffit assuming a spherical geometry, that is, the EM
profile is modeled as a combination of β-models:

EM(r) =
∑

i

Aiϕi(r) =
∑

i

Ai

[
1 +
( r
rc,i

)2]−3βi+
1
2
. (3)

4 https://pyproffit.readthedocs.io

In particular, we modelled the EM profile by combining six
β-models. Such a spherical geometry is widely used since the
β-model functions ϕi can be analytically deprojected, returning
the deprojected functions Φi(R) =

∫
ϕi(r)dl. The combination of

the deprojected functions Φi gives the electron density profile:

ne(R) =
∑

i

CiΦi(R) =
∑

i

Ci

[
1 +
( R
rc,i

)2]−3βi

. (4)

The β-models parameters (βi, rc,i, Ai) in Eq. 3 are inferred by
pyproffit from the observed EM profile by maximizing a pois-
sonian likelihood. The background is considered as a flat surface
brightness profile, described by a single parameter: in particular
we considered the radial range [2.5, 3]R500 as background fitting
region, where the background emission dominates over cluster
emission. The deprojection result is the electron density profile
of the cluster (Eq. 4). The procedure is schematized in Fig. 5.

3.2. Density Profiles Analysis

We now study how the spherical symmetry assumption impacts
on the clusters gas density profile reconstruction and in particular
we can study how the presence of substructures influences the
deprojection process.

The spherical assumption impact can be derived by compar-
ing the extracted profiles with the input ones, that is, the density
profiles given directly by simulations. The input profiles are ob-
tained by computing the density on spherical shells starting from
the cluster center5. We divided the analysis studying firstly each
cluster individually and then the sample as a whole.

3.2.1. Single clusters analysis

As a first step of the analysis we considered each cluster indi-
vidually, so that we could compare the profiles extracted along
each line (nobs(los)

e,cl ) of sight with the input density profile (nin
e,cl)

and study how well it is reconstructed by considering the ratio
between each extracted profile and the input one.

This type of analysis shows how the spherical approximation
works on specific clusters, allowing us to understand how sub-
structures and their projected position (which depends on the line
of sight) modify the reconstructed profile.

3.2.2. Sample analysis

As main core of the analysis we considered the entire sample ob-
served only from one line of sight at a time: instead of considering
every cluster from different lines of sight this approach would
reproduce what a real observer can actually see. We can access at
least 40 different realizations of the same sample (one for each
projection line) and compare the results, giving us the opportunity
to study how different projections impact on the density profile
reconstruction. To perform this type of analysis we defined the
sample global electron density profile ne and the related intrinsic
scatter σintr. These quantities are defined as follow. The global
density profile is the logarithmic average profile of the 98 cluster
profiles ne,cl in the sample; assuming that their distribution is log-
normal then the logarithmic average is defined as the expected
value of the logarithmic distribution of the 98 density profiles:

ne = exp
[
ξ +
σ2

2

]
, (5)

5 We stress the fact that profiles computed using spherical shells can
not be used to study the triaxial geometry of the cluster.
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Fig. 5: Schematic representation of the procedure described in Sec. 2.2.2 and Sec. 3 to derive the gas density bias and the intrinsic
scatter due to the spherical assumption.

where ξ and σ are respectively the mean and the standard devi-
ation of the normal distribution of log ne,cl. The intrinsic scatter
σintr represents the physical dispersion of the sample profiles
around the global profile ne and it is related to the total dispersion
σ as:

σ =
√
σ2

intr + σ
2
stat, (6)

where σstat is the statistical error computed as the square root of
counts within each radial bin.

For each sample realization we computed the observed global
density profile nobs(los)

e and the observed intrinsic scatter σobs(los)
intr .

We then compared different sample realization and considered
the mean observed global profile nobs

e of the normal distribution
of all the observed global profiles nobs(los)

e . The same procedure
has been performed on the intrinsic scatter to obtain the mean
observed intrinsic scatter σobs

intr of all the observed intrinsic scatter
σobs(los)

intr . We also defined the respective input quantities, that is the
mean input global density profile nin

e and the mean input intrinsic
scatter σin

intr.
By comparing observed and input quantities we can determine

the biases bn and bs, respectively on density and scatter profiles,
associated with the spherical geometry assumption. We define
the bias bq for the quantity q as:

bq = qobs/qin − 1. (7)

4. Results

4.1. Single Clusters results

The results of the analysis outlined in Sect. 3.2.1 on single clusters
show the impact of clusters morphology on the density profile
reconstruction. We report two illustrative and opposite cases: one
"regular" cluster (i.e. without substructures) and one "irregular"
cluster (i.e. with substructures), as shown in the Xray-like maps
reported in Fig. 6.

For the first case we report the cluster CL0129_1 (Fig. 6, left):
it does not present any substructure, as shown in the three reported
maps, and exhibits a spherical core; the cluster appears indeed
similar to itself regardless of the considered projection. There-
fore, the 40 density profiles should appear similar to each other.

Moreover, each reconstructed profile reproduces the input one
quite well: the ratio between the extracted and the input profiles
is ≲ 1.1 for a very large radial range (R ≲ 1.5R500). This result
indicates the assumed spherical symmetry does not introduce any
relevant bias when studying clusters with few substructures.

For the second case we report the irregular cluster CL0005_1
(Fig. 6, right). It features an evident substructure visible in all the
three cluster projections. Its presence can significantly modify
the apparent shape of the cluster that an observer would see. For
example, an observer along the line of sight (9,2) (the red one in
Fig. 6) might consider this cluster as a regular one (with no sub-
structures in the outer regions), whereas along the (2,1) projection
(the green one) the substructure is clearly distinguishable from the
central core. Because of this, the reconstructed density profiles
are expected to differ from one line of sight to another, as actually
shown by the results and indeed from the input profile. The shape
of the reconstructed profile is affected by the substructure posi-
tion: if we consider once again the projection along (9,2), we can
see that the corresponding reconstructed density profile shows
a "bump" at small radii, where the substructure is seen: in this
region the observed profile results overestimated with respect to
the input one. If, instead, we consider the (2,1) projection (green),
we can see that the bump in the density profile shape is located
at larger radii, where the substructure appears. More generally,
for each line of sight, the reconstructed profile overestimates the
input profile where the substructure appears. This can be partially
due to a projection effect and partially to the spherical modeling
process, both of which contribute, making the substructure de-
projected density higher than the real three-dimensional one (see
Appendix B).

From these considerations we infer that for irregular clus-
ters the spherical approximation introduces an overall overesti-
mation of the extracted profile with respect to the input one in
the region where the substructures appears, with typical ratios
nobs(los)

e,cl /nin
e,cl ≳ 2 for R ≳ R500.

4.2. Sample results

The results of the analysis outlined in Sect. 3.2.2 on each sample
realization are reported in Fig. 7: in the left panel we report the
bias bn = nobs

e /n
in
e − 1 on the global density profile while in
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Fig. 6: Gas density profile along 40 lines of sight for two clusters chosen as example. In the left figure the regular cluster CL0129_1
is reported while in the right figure the irregular cluster CL0005_1. For both figures, the black line refers to the input gas density
profile and the colored lines refer to the observed profiles, extracted assuming spherical geometry for the gas spatial distribution;
each color refers to a specific line of sight, as reported on the polar plane. In the bottom panel of both figures the observed-to-input
ratio is reported for each line of sight. It is evident how the input profile is better reconstructed for the regular cluster. On the right
of each figure, three cluster projections are reported (the edges color identifies the correspondent line of sight). The solid and the
dashed circles refer respectively to R500 and 2R500. We can notice the smooth shape of CL0129_1, regardless of the projection, and
the irregular shape of CL0005_1, where the substructure position changes with the projection.

right panel we report the intrinsic scatter σintr profile and its the
associated bias bs = σ

obs
intr/σ

in
intr − 1. For both these quantities we

report the 40 results on each sample realization (qobs(los)) and also
the mean over all the projections (qobs).

The bias on the global density profile due to the spherical ap-
proximation shows a very similar behaviour regardless of the line
of sight, exhibiting an overall overestimation of the reconstructed
profile that gradually increases with the radius. More specifically,
in the innermost regions, for R ≲ R500, the mean bias introduced
by the spherical approximation is ≲ 10% and decreases down to
≲ 5% for R ≲ 0.4R500; conversely, in the outer regions the bias
increases, reaching 50% at R ∼ 2R500 (see Table 2). As expected,
this behaviour does not significantly differ from one sample re-
alization to another, that is, the line of sight does not introduce
significant differences in the bias.

These results show that the reconstructed global density pro-
file is generally overestimated. We can hypothesize that this is
due to the presence of irregular clusters in the sample, since,
as we see in Sect. 4.1, the presence of substructures causes an
overestimation of the observed cluster emission and thus of the
observed density profile in the region where the substructure ap-
pears. Therefore, if several irregular clusters are included in the
sample, the global density profile should be overestimated over
a large radial range, as shown by the results. Moreover, the bias
increases with the radius. This can be due to the substructures
apparent position: the profile tends to be more overestimated if
the substructure appears in the outer regions (see Appendix B).

We move now to the analysis of the results on the sample
intrinsic scatter profile. First of all, we notice that the observed
total dispertion σ (see Eq. 3.2.2) almost entirely coincides with
the intrinsic scatter σintr, as the statistical scatter σstat is very
small thanks to the fact that we are using mock observations
with high statistics derived from simulations. With these results
in hand we observe that the intrinsic scatter (Fig. 7, right upper
panel) behaviour is similar for both the observed and the input

scatter profiles: they show a convex shape with a minimum in
0.4−0.8R500; at smaller radii the scatter increases, since simulated
clusters present different core densities and slopes; in the outer
regions the scatter increases, since in these regions clusters more
frequently show substructures.

We can evaluate the difference between the observed and
the input scatter by analysing the bias bs (Fig. 7, right lower
panel). We can see that they mostly differ in the outer regions. For
R < 0.3R500 the difference between observed and input scatter
is in fact not very significant, with an associated bias bs < 10%.
This is due to the fact that in these regions the observed density
profile closely follows its corresponding input profile (bn ≲ 5%
for R ≲ 0.4R500) regardless of the cluster and the line of sight, so
that the distribution of the observed profiles is very similar to the
distribution of the input ones, thus the bias on the scatter is small.
Conversely, in the outer regions the observed scatter increases
much more than the input scatter, with an associated bias bs ≳
100% for R > 0.6R500. This is likely due to substructures that
show up at different projected radii along different lines of sight,
impacting on a large radial range.

For both the global density and the intrinsic scatter profiles,
we hypothesized that the differences between the observed and
the input quantities can be mainly due to the presence of substruc-
tures in some clusters. We can test and verify this hypothesis by
dividing the sample into sub-samples with different morphology
composition.

5. Substructures impact analysis

We tested the substructures impact by defining two sub-samples
that we called regular sample and irregular sample, composed
respectively of clusters presenting or free from substructure emis-
sion. Thanks to this differentiation we can isolate the substruc-
tures impact and evaluate the related bias.
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Fig. 7: Characterisation of the bias introduced by the spherical assumption for the whole sample. Left figure: bias on ICM density
profile due to spherical assumption. In the bottom panel we report the zoom of the innermost region. The grey lines refer to the global
density profile for each sample realization (one for each line of sight), the solid black line to the mean over the sample realizations
and the dashdotted lines to 1σ value. Right figure: scatter profile of the sample’s density profiles around the global density profile
(upper panel) and the relative bias due to spherical assumption (bottom panel). The lighter black lines refer to the scatter profile for
each sample realization, the solid black line to the mean over the sample realizations and the dashdotted lines to 1σ value; the black
dashed line refers to the input profile; the green dashed line to the 50% level.

5.1. Sub-samples definition

To divide the sample into regular and irregular clusters, we defined
a shape estimator, that is, a quantity that can evaluate the presence
of substructures. Substructures modify the surface brightness pro-
file shape by introducing an S B peak where the substructure
appears (for an example see Fig. B.1). Obviously, the peak po-
sition depends on the considered projection. We took advantage
of the large number of projection we had and, for each cluster,
we compared the surface brightness profiles from different lines
of sight: clusters that present substructures will show different
surface brightness profile shapes depending on the considered
projection, while regular clusters will show very similar profiles
regardless of the line of sight (Fig. 8). Therefore, we can distin-
guish between regular and irregular clusters by evaluating the
surface brightness profiles distribution width, normalized for the
mean surface brightness value, i.e. their scatter σS B.

There are several morphological indicators that are used in
the literature to classify clusters that have been calibrated on
X-ray observations (e.g. see Campitiello et al. 2022 for a recent
work using these indicators). However, their application on our
sample of simulated X-ray observations would require further
calibrations which are beyond the scope of this work. For this
reason, we defined the shape estimator S E as the combination of
different profiles distribution scatters at different radii:

S E =
√∑

i

σ2
S B(ri). (8)

In particular, we considered seven radii between 0.1R500 and
2.0R500 (see Appendix C). We then computed the S E for all the
clusters in the sample and ordered them in ascending order with
respect to the S E value, so that the first clusters are the most
regular ones, while the last are the most irregular ones. We have

identified two sub-samples, one of regular and one of irregular
clusters, by selecting respectively the first and the last 15 S E-
ordered clusters (see Fig. C.2).

The regular clusters are characterized by the lack of substruc-
tures, however their morphologies typically differ from a spherical
shape, showing triaxial structures. Thanks to this characteristic,
we can use the regular sample to study the spherical assumption
bias on non-spherical objects without substructures, i.e. without
the main source of deviation from the spherical symmetry.

5.2. Sub-samples analysis

We repeated the same analysis outlined in Sect. 3.2.2 on the two
sub-samples just defined, obtaining for each sub-sample 40 global
density profiles nobs(los)

e,I/R and 40 global scatter profilesσobs(los)
intr,I/R (one

for each sample realization along a line of sight) and the mean
global density and scatter profiles over the 40 sample realizations,
nobs

e,I/R and σobs
intr,I/R. The results are reported in Fig. 9 and Table 2,

compared with the results obtained in Sect. 4.2 for the complete
sample. As we can see, the sample composition strongly affects
both the reconstructed density and scatter profiles.

For what concerns the density profile, we can see that for the
regular clusters sample the observed profile differs from the input
profile less than 10% up to very large radial range (R ≈ 1.5R500)
while for the complete sample the 10%-bias range is achieved
only up to R ≈ 0.9R500. In addition, for the regular sample the
bias remains ≲ 5% for a very extended radial range (R ≲ 1.2R500).
On the other hand, for the irregular clusters sample, the observed
density profile is well reconstructed (bn < 10%) for a smaller
radial range (R < 0.7R500) while at R ≈ R500 the observed profile
is overestimated by more than 20% with respect to the input
profile.
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Fig. 8: Comparison between each projected surface brightness profiles distribution of a regular (left panel) and an irregular (right
panel) cluster. The regular cluster maps appear very similar to each other despite the projection, so that all the S B profiles referred to
different lines of sight present a similar behaviour as well, showing a narrow distribution. On the other hand, the irregular cluster
appears very different depending on the considered projection, so that its S B profile presents different shapes, making the profiles
distribution scatter to be considerable (depending on the radius).

We can conclude that the differences between the observed
and the input profiles strongly depend on the sample composition
and in particular on its large-scale morphology. That is, if the
sample is composed of clusters that present substructures, then
the density profile of the sample is less accurately reconstructed
than for regular clusters samples. This is highlighted also by the
radius at which we see the difference between the reconstructed
and the input profile: for irregular clusters the bias increases
significantly at R ≈ R500, where indeed substructures begin to
appear. Considering the complete sample, where both regular and
irregular clusters are present, the substructures effects are reduced
by the regular clusters, so that the global profile of the sample is
better reconstructed for a large radial range than the case where
only irregular clusters are considered.

Differences between the regular and irregular samples be-
come even more pronounced when we investigate the scatter. The
regular sample presents an observed scatter much more similar
to the input one than the complete sample, with bs ≲ 10% for
R ≲ 0.5R500. The bias reaches a maximum value of ≈ 90% for
0.6R500 ≲ R ≲ 0.7R500 and then stabilizes to ≈ 50% for R > R500.
For the irregular sample we can see that the observed scatter
differs from the input one much more than the complete and
the regular samples, even for small radii, being ≲ 10% only for
R ≲ 0.2R500, while at R ≈ 0.3R500 we find bs ≈ 40%. The bias
increases up to very high values in the outer regions: we find a
maximum bias of ≈ 400% for 0.7R500 ≲ R ≲ R500 and bs ≈ 200%
for R > R500.

These results confirm that the observed density profiles of
irregular clusters result overestimated in the radial range where
the substructures appear: since the substructures position differs
from one cluster to another, the sample profile distribution will
be broader than the input one. For regular cluster this is obviously
not valid: since there are no substructures, the density profile is
well reconstructed for all the clusters in the sample, making the
sample profile distribution much more similar to the input one.

The substructures impact is also noticeable if we study the
results for different sample realizations. For the regular sample

every line of sight shows a very similar behaviour, while in the
irregular sample important differences can be found from one
sample realization to another. This is obviously due to substruc-
tures: in the regular sample each cluster appears similar to itself
regardless of the line of sight, so that there are not large differ-
ences between the sample realizations; on the other hand, in the
irregular sample each cluster can appear in very different shapes
depending on the considered line of sight, creating very different
sample realizations (see Fig. C.3).

These results lead to the conclusion that the high bias mea-
sured for the complete sample is indeed due to substructures. In
fact, since the sample is composed of both regular and irregular
clusters, the profile distribution is primarily enlarged by irregular
clusters.

6. Conclusions

In this paper we tested the three-dimensional reconstruction of
the global ICM density profile of a cluster population and its
intrinsic scatter profile when spherical geometry is assumed. We
used a 98 simulated galaxy clusters sample that was built to be
representative of a common cluster population. We considered 40
different sample realizations by projecting each cluster along 40
different lines of sight. For each sample realization we emulated
an X-ray observation of all the clusters in the sample and we ex-
tracted the electron density profile assuming a spherical geometry
for the gas spatial distribution. We then derived the global gas
density profile for each sample realizations and compared it with
the input global density profile, directly given by the simulations.
Therefore, we were able to determinate the bias introduced by the
spherical assumption on the reconstruction of the ICM density
profile. We also analyse the bias on the intrinsic scatter of the
profile distribution for each sample realization.

For the global density profile we found that:

– it is well reconstructed for a large radial range, with a bias due
to the spherical approximation smaller than 10% for R ≲ R500;
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Fig. 9: Same as Figure 7 for the regular and irregular sub-samples. Left figure: bias on ICM density profile due to spherical assumption.
In the bottom panel the zoom of the innermost region is reported. Right figure: scatter profile of each sample’s density profiles around
the global density profile (upper panel) and the relative bias due to spherical assumption (bottom panel). The black lines refer to the
complete sample, the red lines to to irregular sample and the blue lines to the regular sample. The lighter lines refer to the global
density profile for each sample realization (one for each line of sight), the solid lines to the mean over the sample realizations and the
dashdotted lines to 1σ value. In the right figure the dashed lines refer to the input profile; the green dashed line to the 50% level.

Table 2 Results of the analysis for the biases on the global density profile and on the intrinsic scatter of a cluster population.

Bias on global density Bias on density scatter [%]
bn ± σ

los
n [%] bs ± σ

los
s [%]

R [R500] Complete sample Regular sample Irregular sample Complete sample Regular sample Irregular sample
0.2 1.37 ± 0.01 −0.66 ± 0.02 2.74 ± 0.03 -3.9 ± 0.1 -1.3 ± 0.3 12.4 ± 0.4
0.5 6.61 ± 0.03 1.82 ± 0.04 2.9 ± 0.1 67.1 ± 0.2 9.3 ± 0.6 139.6 ± 0.8
0.8 9.43 ± 0.03 1.24 ± 0.03 12.5 ± 0.2 111.1± 0.4 46.9 ± 0.3 374.1 ± 1.6
1.0 12.8 ± 0.08 -1.14 ± 0.04 23.9 ± 0.3 110.1 ± 0.5 25.8 ± 0.3 287.7 ± 1.6
1.5 30.3 ± 0.2 5.63 ± 0.08 67.0 ± 0.7 104.9 ± 0.4 55.2 ± 0.6 159.9 ± 1.1
2.0 56.9 ± 0.2 26.7 ± 0.1 105.3 ± 0.9 95.4 ± 0.4 45.2 ± 0.7 174.1 ± 1.4

Notes. The results are given for the entire sample (98 clusters) and for two sub-samples (15 clusters each one) composed of regular or
irregular clusters. The errors on mean values are attributed to the differences given by different sample realizations along different
lines of sight: for the quantities q, σlos

q = (blos
q MAX

+ blos
q MIN

)/2.

– in the innermost regions (R ≲ 0.4R500) the bias decreases
down to values ≲ 5%;

– at large radii (R > R500) the bias increases up to ≈ 50%
because of the impact of substructures;

– the bias strongly depends on the sample composition: if the
sample is composed of regular clusters (without overdensity
substructures) the bias is smaller (bn ≲ 20% for R ≲ 2R500
and bn < 5% for R ≲ 1.5R500), while if it is only composed
of clusters that show substructures the bias considerably in-
creases (bn > 10% for R ≳ 0.7R500).

For the intrinsic scatter of the density profiles distribution we
found that:

– the mean reconstructed scatter follows the input one quite
well in the inner regions, with bias bs < 10% for R ≲ 0.3R500;

– in the outer regions the reconstructed scatter results consid-
erably higher than the input one, with an associated bias that
rapidly increases up to ≈ 100% in 0.4R500 ≲ R ≲ 0.7R500,
maintaining this value for larger radii. This is due to substruc-
tures in the outer regions of some clusters in the sample, that
cause the density profile to be overestimated in the radial

Article number, page 10 of 16



I. Veronesi et al.: Spherical bias on the 3D reconstruction of the ICM density profile in galaxy clusters

range where substructures appear, making the sample profile
distribution broader;

– the bias on scatter strongly depends on the sample compo-
sition, as for the bias on density profile: if we consider a
sample composed exclusively of clusters that do not show
substructures, the bias on the profile distribution scatter is
bs < 10% for a larger radial range (R ≲ 0.5R500) and in the
outer regions it is reduced by a factor 2, down to ≈ 50%;
if we consider a sample composed exclusively of clusters
that do show substructures, the bias is ≲ 10% only for
R ≲ 0.2R500 (at R ≈ 0.3R500 we find bs ≈ 40%); in the
outer regions it increases up to a maximum value of ≈ 400%
for 0.7R500 ≲ R ≲ R500 and bs ≈ 200% for R > R500.

The analysis outlined in this paper led to the estimation of the
biases that should be considered when 3D reconstruction of ICM
density profile through spherical approximation is performed on
real observations, in particular considering cluster substructures.
In fact, even if they are generally masked out from real observa-
tions, it can append that some of them are not distinguishable and
consequently they can not be masked, introducing the bias that
we evaluated in this work. Moreover, the shape of the intrinsic
scatter found in the analysis can be used as a comparison for real
observations on clusters samples.
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Appendix A: Sample properties

Table A.1 Table of the sample properties.

Cluster R500 M500 T500 S Etot[arcmin] [1014M⊙] [keV]

CL0001_1 4.271 7.670 5.755 2.101
CL0001_2 3.429 3.969 4.152 0.867
CL0001_3 3.594 4.571 4.467 1.632
CL0003_1 4.431 8.567 6.515 0.837
CL0003_3 3.828 5.522 3.888 0.688
CL0004_2 3.831 5.536 5.018 0.498 (R)
CL0005_1 3.661 4.831 4.175 1.872
CL0006_2 3.342 3.674 4.154 0.670
CL0006_3 2.774 2.101 2.912 1.323
CL0008_2 3.052 2.798 2.926 0.945
CL0008_3 2.745 2.036 2.090 0.609 (R)
CL0009_1 5.256 14.291 10.107 1.268
CL0009_2 3.033 2.748 3.739 0.601 (R)
CL0010_1 3.570 4.480 3.780 1.593
CL0010_2 3.517 4.282 4.679 0.774
CL0010_3 3.328 3.630 3.855 0.537 (R)
CL0012_1 3.915 5.910 3.849 6.772 (I)
CL0013_1 4.145 7.009 5.013 1.030
CL0014_1 2.923 2.458 2.881 2.005
CL0015_1 3.800 5.402 4.662 3.411 (I)
CL0016_3 3.256 3.398 3.794 2.287 (I)
CL0017_1 4.699 10.215 7.337 0.698
CL0018_1 4.860 11.297 8.446 1.057
CL0018_3 3.264 3.423 4.086 1.741
CL0020_3 3.782 5.324 4.660 0.769
CL0021_1 4.685 10.124 6.391 1.702
CL0022_2 3.219 3.285 4.700 0.810
CL0025_2 3.044 2.764 3.040 0.833
CL0025_1 4.438 8.604 8.218 0.920
CL0026_1 4.288 7.763 5.519 2.512 (I)
CL0026_2 3.444 4.022 4.469 0.546 (R)
CL0026_3 3.031 2.740 3.492 1.200
CL0026_4 2.739 2.022 2.630 0.496 (R)
CL0027_1 4.775 10.716 7.873 0.664
CL0028_1 3.801 5.408 5.641 1.984
CL0029_1 4.998 12.293 8.152 1.297
CL0034_1 3.820 5.489 4.162 1.065
CL0034_2 2.880 2.351 3.167 0.544 (R)
CL0035_1 4.633 9.792 5.781 2.413 (I)
CL0036_1 4.376 11.514 7.428 0.788
CL0039_1 4.821 11.031 7.022 1.715
CL0040_1 4.233 7.466 5.255 2.629 (I)
CL0042_2 3.055 2.805 2.626 1.303
CL0043_1 4.349 8.095 5.401 1.085
CL0046_1 4.504 8.995 6.966 10.129 (I)
CL0047_1 3.714 5.042 3.683 1.284
CL0047_2 3.494 4.198 3.728 0.846
CL0047_3 3.331 3.637 3.827 0.843
CL0049_1 3.399 3.865 3.430 1.136

Cluster R500 M500 T500 S Etot[arcmin] [1014M⊙] [keV]

CL0049_2 3.101 2.935 3.507 0.851
CL0053_1 4.330 7.993 5.387 0.896
CL0055_1 4.403 8.405 7.408 1.945
CL0057_1 3.330 3.634 4.412 3.573 (I)
CL0059_1 4.487 8.890 5.695 2.153 (I)
CL0061_1 3.416 3.925 3.784 0.584 (R)
CL0061_2 3.296 3.524 3.143 0.889
CL0067_1 4.806 10.928 7.186 1.154
CL0068_1 4.355 8.127 4.713 1.828
CL0069_1 4.891 8.247 6.621 3.311 (I)
CL0072_1 4.321 7.946 6.479 1.346
CL0074_1 3.302 3.546 2.998 2.479 (I)
CL0075_1 4.390 8.328 6.990 0.927
CL0076_1 3.723 5.080 4.076 2.307 (I)
CL0079_1 4.487 8.889 5.746 1.230
CL0081_1 3.801 5.405 4.626 0.664
CL0087_1 3.570 4.478 4.627 0.467 (R)
CL0089_1 3.544 4.380 4.376 2.243 (I)
CL0091_1 3.718 5.061 4.307 1.577
CL0092_1 4.183 7.205 4.403 1.590
CL0093_1 3.421 3.941 3.389 3.261 (I)
CL0094_1 3.371 3.770 3.617 2.036
CL0098_2 3.494 4.198 3.861 0.633
CL0099_1 4.362 8.169 5.523 1.231
CL0102_1 4.486 8.886 7.751 0.627 (R)
CL0105_1 3.535 4.350 2.917 1.506
CL0107_1 4.259 7.604 5.401 1.355
CL0110_1 4.350 8.105 4.994 1.551
CL0119_1 4.242 7.515 4.554 3.060 (I)
CL0120_1 4.414 8.467 5.898 0.911
CL0129_1 4.474 8.817 8.549 0.381 (R)
CL0134_1 4.387 8.310 6.085 0.746
CL0146_1 4.367 8.198 4.381 1.771
CL0153_1 4.422 8.510 6.741 0.644
CL0154_1 4.198 7.285 3.555 1.126
CL0155_1 4.237 7.487 4.708 0.998
CL0160_1 4.218 7.385 6.918 0.756
CL0189_1 4.263 7.626 5.327 0.564 (R)
CL0191_1 4.251 7.561 4.120 1.019
CL0206_1 4.273 7.680 7.187 0.552 (R)
CL0213_1 4.231 7.458 4.557 1.009
CL0217_1 4.356 8.138 6.197 0.992
CL0226_1 4.180 7.191 6.133 0.743
CL0249_1 4.302 7.838 5.043 1.497
CL0254_1 4.285 7.745 5.691 0.912
CL0268_1 4.319 7.931 4.982 1.525
CL0272_1 4.277 7.701 6.567 0.592 (R)
CL0276_1 4.168 7.127 7.426 0.455 (R)
CL0286_1 4.313 7.899 5.115 0.870

Note. The forth column reports the shape estimator value (Appendix C) and the cluster classification: (R) are clusters in the
regular sub-sample, (I) are clusters in the irregular sub-sample.
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Appendix B: Substructures impact

In our study the observed density profiles result generally overes-
timated with respect to the input profile. In particular, the over-
estimation arise in the region where the substructure appears.
This result can be justified considering two effects: the projection
effect and the model effect.

The density profile derives in fact from the measured sur-
face brightness profile. The observed surface brightness profile is
obtained by measuring the projected gas emission averaged on an-
nular bins, so that the three-dimensional emission is redistributed
on circular shells instead of spherical shells. Since surface bright-
ness is related to square density as S B ∝ ⟨n2⟩, if inhomogeneities
are present in the gas distribution their emission is enhanced. This
can cause an overestimation of the gas density profile in the order
of
√

C where C = ⟨n2⟩/⟨n⟩2 is the clumpiness factor (see e.g.
Nagai & Lau 2011; Roncarelli et al. 2013; Eckert et al. 2015).
These effects make substructures appear as high emission peak.

Moreover, the model we used does not take into account the
substructures emission peak. In fact, we are assuming a spherical
shape of the gas distribution, so that the observed emission mea-
sure is modelled as a composition of β-profiles (Eq. 3) that can’t
describe the emission peak. The resulting fitted surface brightness
profile is forced to pass through the peak, resulting less steep than
the measured one in the region around the substructure, leading
to an overestimation of the real profile (Figure B.1). As a conse-
quence, the reconstructed density profile results overestimated as
well.

Moreover, as shown in Section 4.2 and Section 4.1 the over-
estimation of the density profiles increases gradually with the
radius, in particular in the complete sample and for the irregular
clusters, showing that this effect is due to substructures. This
radial variation of the density bias can be explained through the
two effects just outlined. In fact, if we consider a projection where

the substructure appears far from the central core, where the clus-
ter main emission is lower (Figure B.1, left), the substructure
emission peak emerges from the main emission profile much
more than the case when the same substructure appears near the
central core (Figure B.1, right). In this way, the overestimation
of the surface brightness, thus the overestimation of the density
profile, is higher for larger radii, as shown by the colored areas
in Figure B.1. Therefore, if we consider a sample in which sub-
structures can appear at any distance from the core, the bias on
the global density profile does increase with the radius.

Appendix C: Shape estimator

We define the shape estimator, a quantity that can evaluate the
presence of substructures. For each cluster the shape estimator
S E is defined as:

S E =
√∑

i

σ2
S B(ri). (C.1)

where σS B(ri) is the scatter of the surface brightness profiles
(normalized over the mean value) measured from the 40 different
lines of sight, evaluated at R = ri. Substructures produce an
alteration in the surface brightness profile by introducing an S B
peak where the substructure appears, so that in that region the
surface brightness scatter is higher. The scientific aim of this
estimator is to identify the most extreme cases in our sample. Its
calibration for a more general use is beyond the scope of this
work.

We report in Figure C.1 the scatter at different radii for each
cluster in the sample. The σS B(ri) distribution clearly becomes
broader as the radius increases: this is due to the fact that in
the inner regions substructures are not very distinguishable from
the central core since their emission is weaker than the central

Fig. B.1: Surface brightness profile for cluster CL0005_1 seen from two different line of sight. The orange data point refers to the
measured emission, the blue line refers to the fitted β-profiles combination model. The emission peaks correspond to the substructure
emission: in the projection reported in the left figure the substructure appears in the outer regions of the cluster (R ∼ R500), while in
the projection reported on the right the substructure appears near the central core. The difference between the fitted profile and the
observed one can be quantified by the colored area that is larger when the substructure appears far from the central core, which means
that if the substructure appear far from the central core the observed density profile results much more overestimated.
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Fig. C.1: Scatter of the surface brightness profiles distribution (over the 40 line of sight) for each cluster at different radii. The scatters
distribution becomes broader with increasing radius.

core, so that the 40 surface brightness profiles of each clusters
are very similar to each other, thus the scatter is small; if the
substructure appear in the outer regions its emission peak is more
evident so that the scatter is higher. Moreover, the latter consider-
ation applies only to irregular clusters (i.e. clusters that present
substructures), while for regular clusters the surface brightness
profile is not affected by emission peak, so that the scatter re-
mains small regardless of the radius. For example, if we consider
CL0035_a its scatter goes from σS B(R = 0.1R500) = 0.05 to

σS B(R = 2R500) = 1.9, while CL0129_a goes from σS B(R =
0.1R500) = 0.02 to σS B(R = 2R500) = 0.2. Therefore we can
conclude that CL0129_a is more regular than CL0035_a.

In Figure C.2 we show the shape estimator S E in ascend-
ing order, so that the clusters can be considered in "regularity"
order. As we can expect, the sample shows a continuous distri-
bution of S E, which means that the sample presents a varied
morphology composition. We can therefore consider the sample
as representative of a common cluster population.
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Fig. C.2: Shape estimator for each cluster in the sample, showed in ascending order, from the most regular to the most irregular. The
blue clusters compose the regular sub-sample, the red clusters compose the irregular sub-sample.

We chose the first 15 clusters as the regular sub-sample and
the last 15 as the irregular sub-sample. In Figure C.3 we report
four clusters of each sub-sample that show the validity of the
method just defined: the clusters of the regular sample do not
show any substructure and present a regular central core, while
the irregular sample clusters show complex morphology.
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CL0009_2 (0,0) CL0009_2 (5,2) CL0009_2 (8,3)
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Fig. C.3: Example of clusters that compose the regular (left) and the irregular (right) sub-sample. For each clusters we report three
different lines of sight (i.e. each column is a different sample realization). The solid and dashed circles represent respectively R500
and 2R500.
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