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Abstract—With the advancement of deep learning (DL) tech-
nologies, remarkable progress has been achieved in change
detection (CD). Existing DL-based methods primarily focus on
the discrepancy in bitemporal images, while overlooking the
commonality in bitemporal images. However, one of the reasons
hindering the improvement of CD performance is the inadequate
utilization of image information. To address the above issue,
we propose a Deeply Supervised Hybrid Feature Aggregation
Network (DS-HyFA-Net). This network predicts changes by
integrating the distinctness and the commonality in bitemporal
images. Specifically, the DS-HyFA-Net primarily consists of a set
of encoders and a Hybrid Feature Aggregation (HyFA) module.
It uses a Siamese encoder (or Encoder I) and a specialized
encoder (or Encoder II) to extract distinct and common features
in bitemporal images, respectively. The HyFA module efficiently
aggregates distinct and common features (or hybrid features) and
generates a change map using a predictor. In addition, a common
feature learning strategy (CFLS) is introduced, based on deeply
supervised (DS) techniques, to guide Encoder II in learning
common features. Experimental results on three well-recognized
datasets demonstrate the effectiveness of the innovative DS-
HyFA-Net, achieving F1-Scores of 93.33% on WHU-CD, 90.98%
on LEVIR-CD, and 81.14% on SYSU-CD. Our code is available
at https://github.com/yikuizhai/DS-HyFA-Net.
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I. INTRODUCTION

CHANGE detection (CD), specifically from remote sens-
ing images, refers to the process of recognizing alter-

ations or changes in bitemporal images of the identical area
[1]. CD has been utilized in numerous domains, including
urban development assessment [2], environmental monitoring
[3], land management [4], and disaster monitoring [5].

Advancements in remote sensing (RS) imaging technology
have made possible to acquire insightful information from
images efficiently and cost-effectively in the past few years
[6] . These advancements have, in turn, propelled the field of
CD. However, to date, CD still faces numerous challenges.
One of the most prevalent issues is how to extract and utilize
information from remote sensing images (RSIs) fully and
efficiently.

Bitemporal RSIs introduce more complex and voluminous
information [7], [8]. Additionally, the bitemporal RSIs used
for CD are often captured under various light conditions,
angles, and environmental factors. Consequently, objects with
identical semantic information exhibit varying spectral char-
acteristics across different time instances and spatial locations
[9]. Therefore, how to extract information from bitemporal
RSIs adequately and effectively is a topic worthy of research.

Traditional methods for CD primarily rely on algebraic
or manual operations to identify changed regions. These
methods include algebraic-based approaches [10], [11], [12],
image transformation-based methods [13], [14], and post-
classification techniques [15], [16]. No matter which meth-
ods they are, they have certain drawbacks. The algebraic-
based methods suffer from the drawback that the segmen-
tation threshold is a manual choice and is often difficult
to determine. This often leads to false detections, that is,
unchanged areas are often mistakenly identified as changed.
The image transformation-based methods require a manual
design of feature space. However, determining a universal and
applicable feature space is challenging. The post-classification
methods rely on their own classification algorithm. Their
ability to generalize features across different scenarios is often
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Fig. 1. A general framework of change detection. Image T1 and T2 were
captured at the same location but at different times.

limited. In summary, traditional CD methods often rely on
manual intervention, thus having high false detection rates and
exhibiting poor generalization capabilities.

Nowadays, deep learning (DL) has gained renown for its
powerful feature representation and generalization capabilities.
Notably, convolutional neural networks (CNNs) were em-
ployed in widespread applications including CD studies. This
is primarily because CNNs have strong modeling capabilities
for image features. As an example, Zhan et al. [17], addressing
the input of bitemporal RSIs in CD, proposed a deep Siamese
convolutional network structure. Furthermore, Daudt et al.
[18] introduced three fully convolutional U-Net-based network
for CD, providing a valuable reference for exploring various
structures of CD network. Wang et al. [19] introduced a cross-
fusion network.

The emergence of attention mechanisms has offered more
effective tools for feature fusion and interaction in CD. Chen et
al. [20] introduced a pyramid spatiotemporal attention mech-
anism based on self-attention to integrate features embedded
in bitemporal images. Shi et al. [21] incorporated convolu-
tional based attention modules into the fusion of bitemporal
image features. With the advent of Transformer [22] and
their powerful global modeling capabilities, researchers have
been inspired to explore their applications in CD. Chen et
al. [9] introduced Transformer into CD. Zhang et al. [23]
presented a cross-temporal difference (CTD) Transformer to
model changes in bitemporal RSIs.

Despite the promising results achieved by existing DL-based
CD methods, there remains ample room for exploration and
further research. DL, as a branch of artificial intelligence,
aims to design deep neural networks (DNNs) that can match
or even surpass human performance. When observing how
humans perform CD, we notice that they do more than just
assess differences in bitemporal RSIs. They also consider the
commonalities between RSIs. In this process, humans use
the differences between bitemporal RSIs to initially detect
changes and then focus on challenging areas, such as building
edges and regions affected by lighting variations. Additionally,
they utilize the commonalities between bitemporal RSIs to
further confirm the change regions, leading to better CD.
By utilizing the commonalities between bitemporal RSIs to
confirm changed regions, a more efficient utilization of RSI
information is achieved, thereby improving CD performance.

Therefore, we argue that effectively utilizing both the differ-
ences and the commonalities between bitemporal RSIs to fully
exploit the information in the images is a critical factor in
achieving superior results in CD tasks. This concept provides
a valuable perspective for further research in the field of DL-
based CD.

By reviewing existing supervised learning CD methods [24],
[25], [26], [27], [28], we have discovered that a framework
for CD can be summarized by three modules, as depicted
in Fig. 1. The feature extraction module extracts features
from bitemporal RSIs. The feature aggregation module utilizes
the extracted features to generate features that encapsulate
information about the changed regions. The feature predictor
then uses the fused features to generate a binary change map.
It’s worth mentioning that the feature extraction module is
also considered as an encoder, while the feature aggregation
module and the predictor combined are viewed as a decoder.

However, this framework primarily focuses on discrepancies
in bitemporal images while neglecting their commonalities.
This oversight leads to insufficient utilization of image in-
formation and consequently limits model performance. While
exploring differential information in bitemporal images aligns
with the objectives of CD tasks and has achieved some success,
relying solely on differential information is insufficient for
fully utilizing image information. To our knowledge, the
exploration of common information in bitemporal images
remains largely unexplored in the field of CD. Theoretically,
relying solely on common information is also insufficient, a
theory substantiated by subsequent ablation experiments. In
contrast, integrating both differential and common information
presents a novel approach for fully leveraging bitemporal
images information, enhancing model performance.

Two limitations remain challenging in the field of RSI CD.
The first limitation is the lack of attention to the commonality
in bitemporal RSIs in the CD framework. We believe that CD
models can be enhanced by understanding the discrepancy and
commonality together in RSIs. We argue that incorporating the
commonality in bitemporal RSI can enhance models’ perfor-
mance of CD. The second limitation is that existing models
conducted CD by looking at the distinctness in bitemporal
RSIs only. We believe that focusing on both the distinctness
and commonality in bitemporal RSIs can effectively increase
the CD performance. Therefore we suggest that approaching
CD from aggregating the distinctness and commonality in
bitemporal RSIs is a new research direction.

We have reexamined all existing CD frameworks and their
related algorithms. We propose a new CD framework, that is,
a DL-based network which simultaneously utilizes both the
distinctness and commonality in bitemporal RSIs. Specifically,
the DL-based network takes advantage of the existing CD
frameworks and the established methods when it comes to
detecting the distinctness in bitemporal RSIs. A Siamese
encoder based on the pre-trained ResNet-18 [29] is used in our
network to extract features from bitemporal RSIs. This process
generates distinct features from each pair of RSIs. Regarding
the commonality in bitemporal RSI, an efficient encoder was
created to extract common features from bitemporal RSIs that
are concatenated along the channel dimensions. As a result, the
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DL-based network generates common features in bitemporal
RSIs and hybridizes these common features with distinct fea-
tures to form hybrid features. Finally, the hybrid features are
passed through a hybrid feature aggregation (HyFA) module
to produce aggregated features. The change map is generated
by a predictor utilizing these aggregated features. The primary
contributions of this work are outlined below:

1) An innovative CD method with multi-encoders is sug-
gested for RSIs. In contrast to existing CD methods, the
suggested approach addresses CD by aggregating both distinc-
tive and common features in bitemporal RSIs. The combined
utilization of distinct and common features allows for a more
comprehensive exploitation of image information, enhancing
model performance. Specifically, a Siamese encoder (or En-
coder I) is employed to extract distinct features in bitemporal
RSIs, while a specific encoder (or Encoder II) is developed for
extracting common features. To the best of our knowledge, we
are the first to aggregate both distinctive and common features
in bitemporal RSIs.

2) A common feature learning strategy (CFLS) has been
proposed. This strategy, based on the deeply supervised (DS)
technique, uses auxiliary labels to mark non-change regions
during the supervised training process. Specifically, DS utilizes
intermediate layer features of the network for supervised
learning(SL) to improve the network’s feature learning ca-
pability. SL with auxiliary labels (representing non-change
regions) obtained by taking the inverse values of normal
labels enables Encoder II to capture common information in
bitemporal images. This strategy significantly enhances the
common feature extraction capability of Encoder II.

3) A Hybrid Feature Aggregation (HyFA) module is pro-
posed to fully utilize hybrid features. After obtaining distinct
features through Encoder I and common features through En-
coder II, the HyFA module efficiently integrates these hybrid
features, combining differential and common information from
bitemporal images. The HyFA module progressively fuses
multi-scale hybrid features, significantly enhancing model
performance. This is the first method developed for dealing
with the aggregation of hybrid features.

4) Our proposed method underwent quantitative and qualita-
tive experiments on three well-recognized datasets. The quan-
titative experimental results(achieving F1-Scores of 93.33% on
WHU-CD, 90.98% on LEVIR-CD, and 81.14% on SYSU-CD)
and qualitative experimental results(Fig.9, Fig.10, Fig.11) il-
lustrate that our suggested approach has superior performance.

The subsequent sections of this article are organized as
follows. An overview of CD methods are provided in Section
II. Section III describes the DS-HyFA-Net in detail. Section
IV presents the comparison and ablation study results. Finally,
Section V concludes this article while outlining directions for
future research.

II. RELATED WORK

A. Traditional CD methods

Traditional CD primarily relies on algebraic operations [30],
image transformations [31], post-classification [15], and other

methods. These approaches have made significant contribu-
tions to the advancement of remote sensing CD. Algebra-
based methods require the selection of appropriate thresholds
to determine changed and unchanged regions. These methods
heavily rely on manually selecting a threshold to differentiate
changed and unchanged pixels. Image transformation methods,
such as independent component analysis (ICA) [32] and
principal component analysis (PCA) [33], implement CD by
creating feature space. However, finding a generic feature
space is often a challenging task. Post-classification methods
heavily depend on classification algorithms, thus exhibiting
poor generalization performance. The emergence of machine
learning (ML) algorithms injected new vitality into CD. Habib
et al. [34] applied support vector machines (SVM) in CD and
proposed an accelerated SVM algorithm for CD. Touati et
al. [35], using Bayesian statistical methods, introduced a CD
model based on a Random Markov Field. However, these ML-
based methods face challenges in extracting and utilizing high-
density information in RSIs due to the sophisticated settings
of RS devices.

B. DNN-Based CD methods

The emergence of DNNs has ushered CD into a new stage
of development. The powerful data representation and feature
extraction capabilities of DNNs have significantly improved
the performance of CD, opening new and promising research
directions.

CNNs are commonly used in CD thanks to their power-
ful feature extraction capabilities. Given the nature of CD
with bitemporal inputs, CNNs often utilize a weight-sharing
Siamese architecture to extract distinct features from bitem-
poral RSIs individually. For example, three fully CNNs for
CD were proposed by Daudt et al. [18]. Liu et al. [36] put
forward a pyramid CNN for building CD. Wang et al. [37]
put froward a Siamese spatial-spectral CNN. Han et al. [38]
proposed a hierarchical attention network to address the issue
of pixel class imbalance. Wang et al. [39] proposed a CD
method that integrates superpixels with CNN. Tan et al. [40]
applied a mixed interleaved group CNN for multi-sensor CD.
Wang et al. [41] integrated spatial location information with
graph convolution to detect urban changes.

Transformer equipped with self-attention mechanisms excel
in a wide range of computer vision tasks. This success has
inspired researchers to apply Transformer for CD. Li et al.
[42] put forward a method to combine CNN with Transformer
in parallel for CD. Liu et al. [43] employed Transformer for
context aggregation in CD. A Siamese Transformer network
multi-attention was put forward by Zhang et al. [44]. Tang
et al. [45] combined CNN and Transformer to propose a W-
shaped Net to resolve the problem of obscured long-range
contexts.

The DL-based model significantly improved its performance
by introducing attention mechanisms to mimic human behav-
ior. However, the self-attention mechanism in Transformers
often introduces a large set of parameters and computational
complexity. Therefore, many researchers have turned to con-
volutional attention mechanisms, such as convolutional block
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Fig. 2. Architecture of the DS-HyFA-Net. Common Feature Learning Strategy (CFLS) is based on Deep supervise (DS) technology and is used during the
model training process. In CFLS, dashed arrow lines represent gradient backpropagation.

attention module [46] (CBAM), as a replacement for self-
attention mechanisms and have applied them for CD. Liu et
al. [47] developed a stacked attention module (SAM) based
on CBAM to enhance effective information in multi-scale
features. An ensemble channel attention module (ECAM)
based on CBAM was put forward by Fang et al. [48] .

Furthermore, to enhance the feature discrimination capa-
bility of CD networks and improve network training, some
researchers have employed DS techniques [49]. Zhang et al.
[50] put forward a DS image fusion network (DSIFN). Ding
et al. [51] combined DS and attention for CD. Lin et al. [52]
put forward a CD network that combines video understanding
techniques with DS techniques to improve the network’s
ability in distinguishing spatiotemporal features. Wang et al.
[53] applied DS to retinal vessel segmentation, achieving
improved segmentation results by dynamically analyzing and
concurrently learning from both ”Easy” and ”Hard” regions.
Zhang et al. [54] utilized DS for multi-sensor fusion.

Overall, existing methods primarily focus on detecting
changes based on the distinctiveness in bitemporal RSIs, but
they do not consider the significance of the commonality in
bitemporal RSIs. Therefore, we propose the DS-HyFA-Net to
extract both the distinct and common features in bitemporal
RSIs. To enhance the ability to learn about common features,
we introduce the DS technique. In addition, we also introduce
CBAM to effectively combine distinct and common features.
The overall performance of our network in CD tasks can be
improved by these techniques.

III. PROPOSED METHOD

Firstly,the general framework of the DS-HyFA-Net will be
presented in this section. We then proceed to introduce the
multi-encoders, the CFLS, the HyFA module, and the hybrid

loss functions used in the framework. Finally, the detection
of changes in bitemporal images is obtained by training DS-
HyFA-Net.

A. Overall Architecture

The architecture of DS-HyFA-Net is illustrated in Fig
2. Two sets of distinct features with different spatial
resolutions, [DF11 ,DF12 ,DF13 ] and [DF21 ,DF22 ,DF23 ],
are extracted from bitemporal images T1 and T2 using
the weight-sharing Siamese encoder or Encoder I. Images
T1 and T2 form an image pair Ipair ∈ R(H )×(W )×6 by
connecting them along the channel dimension. Ipair is
then used for feature extraction by a specific encoder
(or Encoder II ), resulting in a set of common features
[CF1 ,CF2 ,CF3 ]. In addition, to enhance the common
feature extraction capability of Encoder II, a CFLS was
introduced. As shown in Fig 2, during model training, CF3

is served as producing the non-change map and improve
common feature learning using loss optimization and gradient
backpropagation. Here, H and W represent the height and
width, respectively, and the channels of images or features are
denoted by C. After feature extraction, [DF11 ,DF21 ,CF1 ]

are concatenated, denoted as HF1 ∈ R(
H
4 )×(

W
4 )×3C .

Similarly, HF2 ∈ R(
H
8 )×(

W
8 )×3C is obtained from

[DF12 ,DF22 ,CF2 ], and HF3 ∈ R(
H
16 )×(

W
16 )×3C is obtained

from [DF13 ,DF23 ,CF3 ]. Finally, [HF3 ,HF2 ,HF1 , Ipair ]
are sequentially fed into the decoder, which includes a
HyFA module and a predictor. The predictor comprises a
3×3 convolutional layer followed by a batch normalization
(BN) layer [45]. This process generates the change map and
achieves CD.
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B. Multi-Encoders
Existing DL methods primarily focus on discrepancies in

bitemporal images, often overlooking their commonalities.
One reason hindering the improvement of CD performance is
the inadequate utilization of image information. We believe
that access to more comprehensive information in RSIs is
crucial for achieving excellent performance in CD tasks.
Integrating both differential and common information presents
a novel approach to fully leveraging bitemporal image infor-
mation, thereby enhancing model performance. Specifically, a
Siamese encoder (Encoder I) is employed to extract distinct
features for obtaining differential information, while a specific
encoder (Encoder II) is developed to extract common features
for obtaining common information.

1) Encoder I: Inspired by [55], we utilize ResNet-18 [29]
(a pre-trained model on ImageNet [56]) as an encoder I
to extract the distinct features, enhancing the efficiency and
simplicity of the network. Encoder I consists of Stem, Layer1,
Layer2, and Layer3, as shown in Fig 3. For a given RSI
I ∈ R(H )×(W )×3 , the distinct features [DF1 ,DF2 ,DF3 ] are
computed as follows.

DF 1 = Layer1 (Stem (I)) (1)

DF 2 = Layer2 (DF 1) (2)

DF 3 = Layer3 (DF 2) (3)

Given the input XStem, the output feature Fstem of Stem
in Encoder I is calculated as follows.

Fstem = MP (ReLU(BN(Conv3×3(XStem)))) (4)

where, Conv3×3 indicates a 3×3 convolutional layer, ReLU
represents a rectified linear unit (ReLU) activation function,
MP represents a max-pooling layer.

Layer1, Layer2, and Layer3 have the same structure, each
consisting of two BasicBlocks [29]. Specifically, take Layer 1
as an example given the input XL, the output FL of Layer 1
in Encoder I is computed as follows:

FL = BasicBlock(BasicBlock(XL)) (5)

BasicBlock is mainly composed of Conv3×3 , BN , and
ReLU activation function. Given the input XBB , the output
feature FBB in Encoder I is computed as follows:

FBB =ReLU(BN(Conv3×3(

ReLU(BN(Conv3×3(XBB))))) +XBB)
(6)

2) Encoder II: To extract the common features in bitem-
poral images efficiently and concisely, and to reduce the
model parameters and complexity, we have designed an en-
coder called Encoder II for common feature extraction. As
illustrated in Fig 4, Encoder II primarily comprises four
Efficient Blocks (E−Blocks). Specifically, for Image Pair
Ipair ∈ R(H )×(W )×6 obtained by splicing bitemporal images
T1 ∈ R(H )×(W )×3 and T2 ∈ R(H )×(W )×3 along channel di-
mensions, the common features [CF1 ,CF2 ,CF3 ] are com-
puted as follows:

CF 1 = E−BlockII (E−BlockI (Ipair)) (7)

CF2 = E−BlockIII (CF1) (8)

CF3 = E−BlockIV (CF2) (9)

Inspired by [52], the design of the E−Block is like the
residual module in ResNet [29]. In addition, the max-pooling
helps extract features that contain information at various
scales. Given an input image pair or feature xEB , the output
feature FEB in Encoder II is computed as follows:

Fmiddle = ReLU(BN(Conv3×3(XEB))) (10)

FEB = MP (ReLU(Fmiddle+

Conv3×3 (BN(Fmiddle))))
(11)

C. Common Feature Learning Strategy
Unlike distinct features that focus on the characteristics of

RS images, common features need to focus on the shared
attributes of RS images. DS technique is utilized to introduce
an additional label to mark a non-change region. Significantly,
the regular label for CD is a binary map in black and white,
the additional label is a binary map with pixel values that are
the opposite of the regular label.

Specifically, the proposed CFLS is divided into two steps
(see Fig 2). In Step 1, the labels of non-change regions are
generated. Given a set of data {IT1, IT2, L}, the pixel values
for label L are inverted to a new set of data {IT1, IT2, L, Lnc},
where IT1 and IT2 are a pair of images, L denotes the regular
label and Lnc denotes the label of the non-change region. In
Step 2, CF3 is utilized to generate a prediction of non-change
region as shown in Eq 12:

NcM = Up (Conv1×1 (CF3)) (12)
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where, Conv1×1 indicates a 1×1 convolutional layer. Up
indicates the upsample operation based on nearest interpola-
tion.

Ultimately, CFLS enhances the ability of Encoder II to ex-
tract common features by minimizing the gap between NcM
and Lnc through a hybrid loss function and backpropagation
method [58]. For comprehensive information about the hybrid
loss function, please consult Section III-E .

D. Hybrid Feature Aggregation
How to efficiently utilize hybrid features is a topic worth

studying. Shallow hybrid features contain more detailed infor-
mation about changed regions, including the boundaries and
spatial structure. Deeper hybrid features contain more abstract
semantic information. Therefore, we first identify change
regions by utilizing deep semantic information, and then use
the detailed information from shallow features to enhance the
boundary and structure of the change region, thereby achieving
a better CD. Based on this, a HyFA module is developed which
comprises four aggregation blocks (A−Blocks). As depicted
in Fig 5, the aggregated feature AF ∈ R(H )×(W ) is computed
as follows for a set of hybrid features [HF1 ,HF2 ,HF3 ]:

HF 4 = ReLU(BN(Conv3×3(HF 3))) (13)

AF = A−BlockIV (Ipair, A−BlockIII(HF1,

A−BlockII(HF2, A−BlockI(HF3, HF4))))
(14)

As shown in Fig 5, A-BlockI, A-BlockII, A-BlockIII, and
A-BlockIV have the same structure. For two given inputs,
XLR and XHR, with different spatial resolutions, the A-Block
computes the output YAB using the following equations:

Xconc = Concat (XHR, Up (XLR)) (15)

Ymiddle = ReLU (BN (Conv3×3 (Xconc))) (16)

YAB = ReLU(CBAM(Ymiddle) + Ymiddle) (17)

where, XLR represents inputs with lower spatial resolution
and XHR represents inputs with higher spatial resolution,
Concat refers to concatenate.

Fig. 6 illustrates the CBAM. Specifically, given an input
feature F1, the output feature F2 is computed according to
the following equation:

F2 = (F 1 ⊗ CAM(F1))⊗ SAM(F
1
⊗ CAM(F1)) (18)

where, ⊗ denotes pixel-level multiplication, CAM denotes
the channel attention module, and SAM denotes the spatial
attention module.

Specifically, given an input Xc, the channel attention map
Mc is computed according to the following equation:

Mc = σ(MLP (AP (Xc)) + MLP (MP (Xc))) (19)

where, σ denotes the Sigmoid activation function. AP
denotes an avg-pooling layer. MLP represents the multi-layer
perceptron with one hidden layer.

For a given input Xs, Ms is computed as the following
equation:

Ms = σ( Conv7×7(Concat(AP (Xs),MP (Xs)))) (20)

where, Conv7×7 represents a 7×7 convolutional layer.

E. Hybrid Loss Function

During model training, the binary cross-entropy (BCE) is
used as the fundamental loss function, denoted by Equation
21. Based on the DS technology, we introduce an auxiliary
output to train the common feature extraction capability of
Encoder II during model training. Consequently, the overall
loss function is represented by Equation 22:

LBCE (P,L) =

1

H ×W

∑
i,j

[−Llog (P )− (1− L) log(1− P )] (21)

LHL = LBCE (Pc, Lc) + LBCE (Pnc, Lnc) (22)

where, Pc denotes the change map, Pnc refers to the non-
change map, Lc signifies the label of change regions, and Lnc

signifies label of non-change regions.
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IV. EXPERIMENTS

A. Datasets
1) WHU-CD [59]: A high-resolution building CD dataset,

proposed by Wuhan University, was captured in Christchurch,
New Zealand. Pairs of images captured in 2012 and 2016
formed the dataset. These images have the dimensions of
32,507 x 15,354 pixels and a spatial resolution of 0.2 me-
ters per pixel. In this experiment, we followed the method
described in the BIT [9] to crop the overlapping images
into 256×256 patches. The training/validation/test set was
randomly divided into 6096/762/762.

2) LEVIR-CD [20]: A large-scale, high-definition CD
dataset, proposed by Beihang University, was captured at
20 different locations in Texas, USA. The dataset includes
637 pairs of images spanning 5-14 years, with the image
dimensions of 1024×1024 and a spatial resolution of 0.5
meters per pixel. In this experiment, we followed the original
dataset division method and cropped the images into non-
overlapping 256x256 patches. The ratio of training, validation
and test sets are 7120, 1024 and 2048 respectively.

3) SYSU-CD [21]: A high-resolution CD dataset, proposed
by Sun Yat-sen University, includes changes in buildings,
ships, roads, and vegetation. The dataset was captured in Hong
Kong, China, and contains 20,000 pairs of 256x256 images
with a spatial resolution of 0.5 meters per pixel. For our
experimental tests, we followed the original dataset division
method of SYSU-CD, which uses a training/validation/test set
ratio of 12000/4000/4000.

B. Performance Metrics
We utilized five metrics to assess the performance of CD

methods on the aforementioned datasets: Precision (Pre.),
Recall (Rec.), F1-score (F1), Intersection over Union (IoU),
and Overall Accuracy (OA). The five metrics are computed as
follows:

Pre. = TP/ (TP + FP ) (23)

Rec. = TP/ (TP + FN) (24)

F1 =
2× Pre.×Rec.

Pre.+Rec.
(25)

IoU = TP/ (TP + FP + FN) (26)

OA = (TP + TN) / (TP + TN + FP + FN) (27)

where, TPs - True Positives, TNs - True Negatives, FPs -
False Positives, and FNs - False Negatives

C. Baseline Methods and Implementation Details
The existing state-of-the-art methods including FC-EF [18],

FC-Siam-Conc [18], FC-Siam-Diff [18], STANet [20], BIT
[9], DSIFN [50], SNUNet [48], P2V [52], and GeSANet [60]
are used to be the baseline methods for comparing with DS-
HyFA-Net. More details on the existing methods are provided
below:

1) FC-EF: This is a U-shaped CD network that utilizes a
single encoder and a single decoder structure.

2) FC-Siam-Conc: This is a U-shaped Siamese CD net-
work that utilizes a dual-encoder single-decoder structure. It
employs a feature fusion method for channel-wise concate-
nation and integrates the distinct features generated by the
Siamese encoder before feeding the distinct features into the
decoder.

3) FC-Siam-Diff: This is a U-shaped Siamese CD network
that utilizes a dual-encoder single-decoder structure. This
network calculates the pixel-wise differences between distinct
features and passes the results to the decoder.

4) STANet: This is an Encoder-Decoder structured CD
network that utilizes a Siamese ResNet-based network as the
encoder. It introduces a pyramid spatial-temporal attention for
the aggregation of distinct features and utilizes a contrastive
loss-based measurement module as the decoder.

5) BIT: This is a CNN-Transformer CD network that
utilizes a Siamese ResNet as the encoder for feature extraction.
It incorporates a Transformer to retrieve interactions between
distinct features.

6) DSIFN: Using VGG16 to extract distinct features and
applying DS technique for CD, this approach introduces a deep
supervision image fusion network.

7) SNUNet: Combining the Siamese network with Nested-
UNet, this method introduces an ECAM based on CBAM.

8) P2V: Combining CD with the video understanding
techniques, this approach models CD from both temporal and
spatial dimensions. It proposes a decoupled CD network for
time and space.

9) GeSANet: A geographic spatial perception network that
utilizes a multi-level adjustment-based geographic spatial loca-
tion matching mechanism (PMM) and a multi-factor pseudo-
change information filtering-based geographic spatial content
reasoning mechanism (CRM). It uses ResNet-18 to extract
distinct features.

The models were executed in PyTorch. A single NVIDIA
RTX 3060 GPU with 12GB of VRAM was used to support the
training of the models. The batch sizes for all three datasets
were set to 8, and the network parameters were updated
using the Adam optimizer [61]. During training, the data were
randomly augmented by flipping, shifting, and rotating by 90
degrees. The models were trained for 77,000 iterations with
a learning rate (lr) of 0.0004 for WHU-CD, 72,000 iterations
with a lr of 0.002 for LEVIR-CD, and 90,000 iterations with a
lr of 0.002 for SYSU-CD, respectively. A step decay strategy
was employed for regulating the learning rate. The decay rate
and step (in terms of epochs) were set to 0.2 and 30 for WHU-
CD and LEVIR-CD, and 0.2 and 10 for SYSU-CD. After each
epoch, the best model was selected based on the highest F1
score during a validation step. Subsequently, the performance
of the selected models on the test set was reported.

D. Performance Comparison with Baseline Methods
1) Experiments on WHU-CD: Table I presents the quanti-

tative comparisons on WHU-CD. Our DS-HyFA-Net achieved
the highest performance in F1, IoU, and OA, with values of
93.33%, 87.50%, and 99.43%, respectively. DSIFN achieved
the highest precision, indicating that it had fewer FPs. How-
ever, this came at the cost of lower recall. DSIFN’s recall was
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TABLE I
QUANTITATIVE RESULTS OF ALL METHODS ON THE WHU-CD DATASET

Metric(%) Pre Rec F1 IoU OA
FC-EF 78.58 86.65 82.42 70.10 98.4

FC-Siam-Conc 59.14 85.46 69.90 53.74 96.81
FC-Siam-Diff 66.30 80.11 72.55 56.93 97.37

STANet 73.77 90.53 81.30 68.49 98.19
BIT 89.16 91.21 90.17 82.10 99.14

DSIFN 95.4395.4395.43 86.25 90.61 82.83 99.22
SNUNet 81.21 85.81 83.45 71.60 98.52

P2V 89.65 86.95 88.28 79.01 99.00
GeSANet 89.64 93.0493.0493.04 91.31 84.00 99.23

DS-HyFA-Net 94.98 91.74 93.3393.3393.33 87.5087.5087.50 99.4399.4399.43

TABLE II
QUANTITATIVE RESULTS OF ALL METHODS ON THE LEVIR-CD DATASET

Metric(%) Pre Rec F1 IoU OA
FC-EF 90.57 86.84 88.67 79.64 98.87

FC-Siam-Conc 90.94 87.88 89.38 80.81 98.94
FC-Siam-Diff 91.79 87.95 89.83 81.53 98.99

STANet 80.74 84.37 82.52 70.24 98.18
BIT 92.25 86.83 89.46 80.93 98.96

DSIFN 92.29 85.75 88.90 80.02 98.91
SNUNet 92.29 89.17 90.70 82.99 99.07

P2V 92.36 89.5489.5489.54 90.93 83.37 99.09
GeSANet 92.07 89.5489.5489.54 90.79 83.13 99.07

DS-HyFA-Net 92.9192.9192.91 89.12 90.9890.9890.98 83.4583.4583.45 99.1099.1099.10

9.18% lower than its precision, resulting in a lower F1 score.
The best recall was obtained by GeSANet, demonstrating its
capability to reduce FNs. However, its precision was only
89.64%, with a 3.4% difference from the recall, resulting in a
lower F1 score. To provide a more comprehensive evaluation
of model performance, the ROC curves and AUC values
for all models on WHU-CD are presented in Fig. 7. Our
proposed model exhibits the highest AUC, approximately
0.99911, demonstrating the superiority of our approach.

The qualitative comparisons on WHU-CD were depicted
in Fig. 9. Fig. 9 (a)-(c) demonstrate our method’s superiority
in detecting minor building changes compared to other CD
methods. In Fig. 9 (a), FC-Siam-conc, FC-Siam-diff, and
STANet exhibit higher FPs, while SNUNet and GeSANet
have higher FNs. In Fig. 9 (c), FC-Siam-conc and P2V have
higher FPs. Fig. 9 (d)-(e) demonstrate that our method has
superior performance in detecting significant building changes.
In Fig. 9, DSIFN and SNUNet exhibit higher FNs. In Fig. 9
(e), GeSANet has higher FPs, while FC-Siam-conc, SNUNet
and FC-Siam-diff exhibit more severe FNs. BIT and DSIFN
also have higher FPs. Fig. 9 (f)-(g) indicate that our method
achieves superior performance in detecting changes in groups
of buildings. As shown in Fig. 9, WHU-CD focuses on
changes in buildings. However, in reality, there may be other
types of changes between the bitemporal images, introducing
more complex image information. Using only distinct or
common features may not fully exploit the image information,
but employing hybrid features can more effectively reveal
the image information. Therefore, the proposed DS-HyFA-Net
achieves better CD.

2) Experiments on LEVIR-CD: Table II presents the quan-
titative comparisons on LEVIR-CD. Our DS-HyFA-Net ac-
quires the highest values in Pre (92.91%), F1 (90.98%), IoU

Fig. 7. ROC Curves for All Models on WHU-CD.

(83.45%), and OA (99.10%). The best recall is achieved by
P2V and GeSANet. This indicates that they are able to achieve
fewer FNs. However, their precision is lower, indicating that
more FPs are being generated. As a result, their combined
performance metrics of F1, IoU, and OA are lower. Fig. 8(a)
presents the ROC curves and AUC values for all models on
LEVIR-CD. Our proposed model achieves the highest AUC,
approximately 0.99723, which demonstrates the superiority of
our approach

Fig. 10 demonstrates the qualitative comparisons on
LEVIR-CD. From Fig. 10 (a)-(b), it is observed that our DS-
HyFA-Net outperforms when dealing with isolated or sparsely
distributed buildings. In comparison, STANet, BIT, DSIFN,
SNUNet, P2V, and GeSANet are more prone to generating
FPs when encountering objects that resemble buildings in the
lower right corner. In Fig. 10 (b), FC-EF and P2V exhibit FNs
due to lights and the absence of a building. On the other side of
the coin, FC-Siam-conc, FC-Siam-diff, STANet, BIT, DSIFN,
SNUNet, and GeSANet exhibit varying levels of FPs. Fig. 10
(c)-(e) demonstrate the performance of all methods for small
building clusters. In Fig. 10 (c), when faced with interference,
STANet and P2V exhibit higher frequency of FPs. In Fig. 10
(d), when dealing with small building edges, STANet, P2V,
and GeSANet clearly exhibit FNs. In Fig. 10 (e), FC-EF
and SNUNet have higher FNs, while DSIFN and GeSANet
show higher FPs. For large and dense building clusters, as
shown in Fig. 10 (f) and (g), STANet, SNUNet, and P2V have
higher FPs in Fig. 10 (f). In Fig. 10 (g), FC-EF, FC-Siam-
diff, STANet, BIT, DSIFN, SNUNet, and GeSANet exhibit
different levels of FNs. As shown in Fig. 10, similar to WHU-
CD, LEVIR-CD exists various changes of non-building types.
In the presence of complex image information, the proposed
DS-HyFA-Net, based on HyFA, achieves improved CD.

3) Experiments on SYSU-CD: Table III presents the quan-
titative results on the SYSU-CD. It is observed that our DS-
HyFA-Net is best in terms of Pre (83.38%), F1 (81.14%), IoU
(68.27%), and OA (91.34%). The best recall is achieved by
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(a) (b)

Fig. 8. ROC Curves for All Models on (a)LEVIR-CD and (b)SYSU-CD.

Image T1 Image T2 Ground Truth FC-EF FC-Siam-conc FC-Siam-diff STANet BIT DSIFN SNUNet P2V GeSANet DS-HyFA-Net 
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Fig. 9. Qualitative comparisons of all methods on the WHU-CD dataset. (a)–(g) Different image pairs along with their ground truth labels and the predictions
of all methods. Images T1 and T2 form a pair of CD samples. Ground Truth represents the actual change regions. The rest are the predictions of different
methods. TPs, TNs, FPs, and FNs are represented in white, black, red, and blue, respectively.

DSIFN, indicating that it is able to minimize the number of
FNs. However, it has lower precision, resulting in a lower F1
score. The ROC curves and AUC values for all models on
SYSU-CD are illustrated in Fig. 8(b), clearly highlighting the
superiority of our model. Our proposed model achieves the
highest AUC, approximately 0.95997.

The qualitative comparisons on SYSU-CD were presented
visually in Fig. 11. Fig. 11 (a)-(c) demonstrate the detection
performance of all models for changes in suburban expansion.
In Fig. 11 (a), STANet, BIT, and DSIFN show a signifi-

cant number of FPs, while SNUNet and GeSANet exhibit
a substantial number of FNs. In Fig. 11 (b), BIT exhibits a
more severe FP, and FC-Siam-conc, STANet, SNUNet, and
GeSANet also show a significant number of FPs. In Fig. 11 (c),
both FC-Siam-conc and SNUNet exhibit a significant number
of FNs. Fig. 11 (d)-(e) showcase the detection performance
of all methods for changes in urban development. In Fig.
11 (d), FC-Siam-conc, DSIFN, SNUNet, and GeSANet show
significant FPs, while FC-siam-diff, STANet, and P2V also
display different degrees of FPs. Additionally, FC-EF, BIT,
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Image T1 Image T2 Ground Truth FC-EF FC-Siam-conc FC-Siam-diff STANet BIT DSIFN SNUNet P2V GeSANet DS-HyFA-Net 

Fig. 10. Qualitative comparisons of all methods on the LEVIR-CD dataset. (a)–(g) Different image pairs along with their ground truth labels and the predictions
of all the methods. Images T1 and T2 form a pair of CD samples. Ground Truth represents the actual change regions. The rest are the predictions of different
methods. TPs, TNs, FPs, and FNs are represented in white, black, red, and blue, respectively.

Image T1 Image T2 Ground Truth FC-EF FC-Siam-conc FC-Siam-diff STANet BIT DSIFN SNUNet P2V GeSANet DS-HyFA-Net 
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Fig. 11. Qualitative comparisons of all methods on the SYSU-CD dataset. (a)–(g) Different image pairs along with their ground truth labels and the predictions
of all methods. Images T1 and T2 form a pair of CD samples. Ground Truth represents the actual change regions. The rest are the predictions of different
methods. TPs, TNs, FPs, and FNs are represented in white, black, red, and blue, respectively.

and SNUNet have a significant number of FNs. In Fig. 11
(e), SNUNet and GeSANet have a significant number of FPs,
while FC-Siam-conc and BIT exhibit a substantial number of

FNs. Fig. 11 (f)-(g) demonstrate the performances in detecting
vegetation changes. In Fig. 11 (f), BIT, SNUNet, P2V, and
GeSANet exhibit a significant number of FNs. In Fig. 11
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Fig. 12. Ablation study of the proposed hybrid features on WHU-CD, LEVIR-CD, and SYSU-CD datasets.

TABLE III
QUANTITATIVE RESULTS OF ALL METHODS ON THE SYSU-CD DATASET

Metric(%) Pre Rec F1 IoU OA
FC-EF 79.26 76.40 77.80 63.67 89.72

FC-Siam-Conc 81.80 75.76 78.66 64.83 90.31
FC-Siam-Diff 80.40 77.36 78.85 65.08 90.21

STANet 77.19 79.24 78.20 64.20 89.58
BIT 77.20 76.39 76.79 62.23 89.11

DSIFN 80.05 80.7880.7880.78 80.41 67.25 90.72
SNUNet 76.45 69.56 72.84 57.28 87.77

P2V 81.00 74.51 77.62 63.43 89.87
GeSANet 79.44 76.89 78.14 64.12 89.86

DS-HyFA-Net 83.3883.3883.38 79.02 81.1481.1481.14 68.2768.2768.27 91.3491.3491.34

(g),FC-Siam-diff and SNUNet result in a significant quantity
of FPs, whereas DSIFN and P2V exhibit a considerable
number of FNs. SYSU-CD focuses not merely on building
changes but also on road and land changes. It is influenced
by other types of changes, especially sun light changes and
seasonal changes, making the underlying image information
more complex. Therefore, the proposed DS-HyFA-Net uti-
lizes hybrid features to better explore the image information,
achieving superior CD, as presented in Fig. 11 .

E. Ablation Studies

Ablation studies were carried out to further confirm the
contributions of various modules within DS-HyFA-Net:

1) Integrating Distinct and Common Features: In this
study, the DS-HyFA-Net utilizes multi-encoders to model CD
by integrating distinct and common features. The subsequent
experiments were undertaken to showcase the efficacy of the
integration:

TABLE IV
ABLATION STUDY OF THE PROPOSED HYBRID FEATURE ON WHU-CD,

LEVIR-CD AND SYSU-CD DATASETS

Dataset Model Pre Rec F1 IoU OA
DF Only 88.64 92.5692.5692.56 90.56 82.74 99.16

WHU-CD CF Only 84.57 83.39 83.98 72.38 98.62
HyF(Ours) 94.4894.4894.48 91.74 93.3393.3393.33 87.5087.5087.50 99.4399.4399.43
DF Only 90.87 90.0890.0890.08 90.47 82.60 99.03

LEVIR-CD CF Only 91.66 88.75 90.18 82.12 99.02
HyF(Ours) 92.9192.9192.91 89.12 90.9890.9890.98 83.4583.4583.45 99.1099.1099.10
DF Only 83.9583.9583.95 75.93 79.74 66.38 90.90

SYSU-CD CF Only 81.37 77.34 79.30 65.70 90.48
HyF(Ours) 83.38 79.0279.0279.02 81.1481.1481.14 68.2768.2768.27 91.3491.3491.34

a) “Distinct Features (DF) Only”: In this experiment, En-
coder II, responsible for extracting common features, was
removed, while keeping everything else unchanged.

b) “Common Features (CF) Only”: In this experiment,
Encoder I, responsible for extracting distinct features, was
removed, while keeping everything else unchanged.

The quantitative experimental results in Table IV make
clear that utilizing hybrid features simultaneously results in
a superior performance compared to “Distinct Features (DF)
Only” and “Common Features (CF) Only”. This is because
hybrid features contain more information from the bitemporal
RSIs. Specifically, the three well-recognized datasets using hy-
brid features resulted in improvements in the main evaluation
metrics F1/IoU, when compared to “Distinct Features (DF)
Only”: 2.77%/4.76% (WHU-CD), 0.51%/4.76% (LEVIR-CD),
1.4%/1.89% (SYSU-CD), respectively. Compared to “Com-
mon Features (CF) Only”, the DS-HyFA-Net has better F1/IoU
for WHU-CD (9.35%/15.12%), LEVIR-CD (0.8%/1.33%),
SYSU-CD (1.84%/2.57%), respectively.

Fig. 12 presents qualitative experimental results, demon-
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Fig. 13. Ablation study of Encoder I on WHU-CD, LEVIR-CD, and SYSU-CD datasets. The Encoder I of the DS-HyFA-Net is based on ResNet-18.
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Fig. 14. Ablation study of Encoder II on WHU-CD, LEVIR-CD, and SYSU-CD datasets. The Encoder II of the DS-HyFA-Net is based on Single-Input.

strating that the use of hybrid features results in a reduction in
both FPs and FNs. This is because relying solely on a single
type of feature, whether distinct or common, poses a challenge
in fully exploiting the information within bitemporal images.
Existing models struggles to accurately detect changes with
limited information. However, utilizing hybrid features allows
for a more comprehensive exploration of image information,
thus enabling the CD models to capture a more thorough
understanding of the image context.

2) Encoder I: To validate the impact of Encoder I for the
model, we performed ablation experiments using ResNet-18,
ResNet-34, and ResNet-50. Table V presents the quantitative

comparisons. ResNet-18 achieved the best primary evaluation
metrics, F1 and IoU, on WHU-CD, with the fewest parameters
and FLOPs. ResNet-18 achieved the highest IoU, which is
the primary evaluation metric, on SYSU-CD. Both ResNet-
18 and ResNet-34 achieved the best F1. However, ResNet-34
has a larger number of parameters and higher computational
requirements, making ResNet-18 the preferable option overall.
ResNet-34 achieved the best primary evaluation metrics, F1
and IoU, on LEVIR-CD. Nevertheless, it came with more
parameters and higher FLOPs. Fig. 13 represents the quantita-
tive experimental results, which demonstrate that ResNet-18,
ResNet-34, and ResNet-50 are capable of accurately detecting
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Fig. 15. Ablation study of the HyFA Module, CBAM and CFLS on WHU-CD, LEVIR-CD, and SYSU-CD datasets.

TABLE V
COMPARISON OF RESNET-18, RESNET-34 AND RESNET-50 ON WHU-CD, LEVIR-CD AND SYSU-CD DATASETS

Dataset Backbone Pre(%) Rec(%) F1(%) IoU(%) OA(%) Parm(M) FLOPs(G)
ResNet-18 94.4894.4894.48 91.74 93.3393.3393.33 87.5087.5087.50 99.4399.4399.43 10.5810.5810.58 28.5428.5428.54

WHU-CD ResNet-34 92.92 92.9492.9492.94 92.93 86.79 99.39 15.96 30.65
ResNet-50 92.76 91.55 92.15 85.44 99.32 60.58 44.38
ResNet-18 92.9192.9192.91 89.12 90.98 83.45 99.10 10.5810.5810.58 28.5428.5428.54

LEVIR-CD ResNet-34 92.61 89.9189.9189.91 91.2491.2491.24 83.8983.8983.89 99.1299.1299.12 15.96 30.65
ResNet-50 92.37 89.76 91.05 83.56 99.10 60.58 44.38
ResNet-18 83.3883.3883.38 79.02 81.1481.1481.14 68.2768.2768.27 91.3491.3491.34 10.5810.5810.58 28.5428.5428.54

SYSU-CD ResNet-34 81.52 80.7680.7680.76 81.1481.1481.14 68.26 91.15 15.96 30.65
ResNet-50 82.73 78.96 80.80 67.78 91.15 60.58 44.38

TABLE VI
ABLATION STUDY OF THE ENCODER II ON WHU-CD, LEVIR-CD AND

SYSU-CD DATASETS

Dataset Model Pre(%) Rec(%) F1(%) IoU(%) OA(%) Parm(M)

WHU-CD

Siam-Input 89.60 89.38 89.49 80.98 99.09 15.00
Single-Res18 91.43 92.80 92.11 85.38 99.31 12.19
Siam-Res18 91.74 90.10 90.91 83.34 99.22 16.61

Single-Input(Ours) 94.4894.4894.48 91.74 93.3393.3393.33 87.5087.5087.50 99.4399.4399.43 10.5810.5810.58

LEVIR-CD

Siam-Input 92.10 89.69 90.88 83.28 90.08 15.00
Single-Res18 91.96 89.62 90.78 83.11 99.07 12.19
Siam-Res18 91.74 89.86 90.79 83.13 99.07 16.61

Single-Input(Ours) 92.9192.9192.91 89.12 90.9890.9890.98 83.4583.4583.45 99.1099.1099.10 10.5810.5810.58

SYSU-CD

Siam-Input 83.30 76.42 79.94 66.58 90.95 15.00
Single-Res18 84.3084.3084.30 78.20 81.1481.1481.14 68.26 91.4291.4291.42 12.19
Siam-Res18 82.20 78.77 80.45 67.29 90.97 16.61

Single-Input(Ours) 83.38 79.0279.0279.02 81.1481.1481.14 68.2768.2768.27 91.34 10.5810.5810.58

changed regions. Among the three models, ResNet-18 exhibits
fewer FPs.

3) Encoder II: The method put forward in this article
introduces Encoder II as a common feature encoder. We
believe that concatenating bitemporal images along channels
as input, instead of using Siamese inputs, is more effective in
extracting the common features of RS images. Additionally,
this approach reduces the quantity of model parameters and
computational requirements. The following experiments were
undertaken to showcase the efficacy of Encoder II.

a) ”Siam-Input”: The input for Encoder II has been modified
from concatenated bitemporal images to separate input for
each individual bitemporal image.

b) ”Siam-Res18”: Utilized Siamese ResNet-18 as Encoder
II.

c) ”Single-Res18”: Utilized single-branch ResNet-18 as
Encoder II. The input consisted of the concatenation of bitem-
poral images from various channels.

Table VI showcases the quantitative comparisons, which
indicate that our DS-HyFA-Net achieved the best primary
evaluation metrics, namely F1 and IoU, with fewer parameters.
Fig. 14 presents qualitative experimental results, demonstrat-
ing that our method resulted in fewer FPs and FNs and
exhibited superior performance.

4) Common Feature Learning Strategy: Our model uti-
lizes CFLS to enhance the effectiveness of learning common
features. We performed ablation experiments by removing the
technique for the purpose of determining its effectiveness.
Both the qualitative comparisons in Fig. 15 and the quantitative
comparisons in Table VII, VIII, IX demonstrate the positive
impact of CFLS on the model.

5) Hybrid Feature Aggregation Module: We validate the
HyFA module and the CBAM module through the following
experiments:
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TABLE VII
ABLATION STUDY OF THE HYFA MODULE, CBAM AND CFLS ON THE

WHU-CD DATASET

HyFAM CBAM CFLS Pre(%) Rec(%) F1(%) IoU(%) OA(%)

× ✓ ✓ 90.38 85.96 88.11 78.75 98.99
✓ × ✓ 93.18 90.78 91.96 85.12 99.31
✓ ✓ × 90.82 90.24 90.53 82.69 99.18
✓ ✓ ✓ 94.4894.4894.48 91.7491.7491.74 93.3393.3393.33 87.5087.5087.50 99.4399.4399.43

TABLE VIII
ABLATION STUDY OF THE HYFA MODULE, CBAM AND CFLS ON THE

LEVIR-CD DATASET

HyFAM CBAM CFLS Pre(%) Rec(%) F1(%) IoU(%) OA(%)

× ✓ ✓ 89.15 86.63 87.87 78.37 98.78
✓ × ✓ 92.04 89.36 90.68 82.95 99.06
✓ ✓ × 91.85 89.6389.6389.63 90.73 83.02 99.07
✓ ✓ ✓ 92.9192.9192.91 89.12 90.9890.9890.98 83.4583.4583.45 99.1099.1099.10

a) ”Without HyFA module”: In this experiment, the HyFA
module was removed.

b) ”Without CBAM”: In this experiment, CBAM was re-
moved.

The quantitative comparisons in Table VII,VIII,IX indicate
that the performance of DS-HyFA-Net exhibited a noticeable
decline without the assistance of the HyFA module and
CBAM. Fig. 15 presents the qualitative experimental results,
demonstrating that the model performs better and can achieve
fewer FPs and FNs with the assistance of the HyFA module
and CBAM.

F. Feature visualization
To provide additional validation for the efficacy of hybrid

features, CFLS, the HyFA module, and CBAM, the Grad-
CAM technique described in [62] was employed to visualize
the input features for the predictor. As depicted in Fig. 17, the
model using only Common Feature or only Distinct Feature,
is susceptible to pseudo-changes and may miss real changes.
Similarly, without the assistance of CFLS, the HyFA module,
or CBAM, the model is difficult to identify real change.

G. Discussion
In this paper, we propose DS-HyFA-Net, a CD network

that predicts changes by integrating the distinctness and com-
monality in bitemporal images. While the effectiveness and
superiority of DS-HyFA-Net have been demonstrated, it is
beneficial to further analyze and discuss its limitations, as

TABLE IX
ABLATION STUDY OF THE HYFA MODULE, CBAM AND CFLS ON THE

SYSU-CD DATASET

HyFAM CBAM CFLS Pre(%) Rec(%) F1(%) IoU(%) OA(%)

× ✓ ✓ 82.73 71.60 76.76 62.29 89.78
✓ × ✓ 80.67 81.16 80.92 67.95 90.97
✓ ✓ × 78.35 81.1881.1881.18 79.74 66.31 90.27
✓ ✓ ✓ 83.3883.3883.38 79.02 81.1481.1481.14 68.2768.2768.27 91.3491.3491.34

(a)

(b)

(c)

Image T1 Image T2 Ground Truth DS-HyFA-Net 

Fig. 16. Examples of Failure Cases in Detecting Challenging Areas.

this will provide valuable insights and guidance for future
research. As illustrated in Fig. 16, DS-HyFA-Net exhibits
certain false detections and missed detections at the edges
of change regions. On one hand, this may be attributed to
the fact that edges often contain high-frequency information,
which traditional CNNs struggle to capture and process ef-
fectively, leading to the neglect of crucial edge details. On
the other hand, it has been observed that the edges of change
regions often contain gradual transitions or mixed pixel values,
introducing a level of ambiguity that complicates detection.
Therefore, future research should focus on exploring more
efficient encoders, such as multi-scale CNNs, introducing a
feature enhancement mechanism based on decoupled high-
frequency and low-frequency features [63], and investigating
feature fusion mechanisms to improve the detection of change
region edges.

V. CONCLUSION

In this work, an innovative method, DS-HyFA-Net, is pro-
posed to enhance CD by thoroughly exploiting and utiliz-
ing image information. Different from previous methods that
solely rely on the distinct features of bitemporal images, the
DS-HyFA-Net focuses on both distinct and common features,
or hybrid features. It addresses the limitations of existing CD
models extracting distinct features. To extract hybrid features,
the DS-HyFA-Net implements multiple encoders: Encoder
I, to extract distinct features, and Encoder II, to extract
common features. In addition, the DS-HyFA-Net incorporates
CFLS to augment the common feature learning capability of
Encoder II. Furthermore, the HyFA module in the DS-HyFA-
Net effectively aggregates hybrid features. Compared with the
existing methods, the DS-HyFA-Net has been validated to
be superior and effective. Some persisting challenges include
the detection of edges in change regions, the relatively large
number of parameters, and significant computational com-
plexity. In future studies, we plan to further explore image
analysis and improve the efficiency of information utilization.
Specifically, we will focus on the mechanisms of CD in
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Fig. 17. Visual results of HyFA, CFLS, the HyFA Module and CBAM on the WHU-CD, LEVIR-CD, and SYSU-CD datasets.

bitemporal images, investigate feature extraction theories to
develop efficient encoders capable of capturing high-frequency
features, explore feature fusion mechanisms to enhance edge
awareness in regions of change, and improve feature process-
ing efficiency. Additionally, we will study feature mapping
principles to achieve a smooth transition from feature space
to image space. Our goal is to enhance CD performance while
simultaneously reducing the number of model parameters and
computational complexity.
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