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Preface

The use of typical tools from Analysis to shed light on geometric properties
is at the core of modern Global Differential Geometry. The aim of the book is to
discuss the influence of the structure of a manifold M on the qualitative behaviour
of solutions to certain classes of elliptic PDE’s arising in a Riemannian context.
The differential inequalities that we shall consider are elliptic, possibly degenerate,
with a left-hand side described by a quasilinear operator ∆ϕ, shortly called the
ϕ-Laplacian. Depending on the choice of ϕ, the class encompasses well known
examples, including for instance the p-Laplacian and the mean curvature operator.
To illustrate our results, in the first two chapters we have chosen to discuss some
geometric and physical problems where such inequalities naturally appear, and
in what follows we shall often address special attention to the mean curvature
operator, that arises when considering the graph associated to a smooth function u
on the manifold. This prototype case leads to investigate a large class of differential
inequalities whose right-hand side not only depends on x ∈M and on the solution
u, but also on the gradient of u. Having motivated our study, a key part of the book
deals with various generalized forms of the maximum principle for ∆ϕ, that serve
as a bridge to relate the Geometry of M to the analytical properties of the PDE
under consideration. Our technical achievements will provide a bulk of flexible
methods to describe qualitative properties of solutions to a variety of problems.
In the last chapters, Liouville type theorems and compact support principles are
investigated in detail, with special emphasis on the role played by the integrability
requirements that, in the literature, are known as the Keller-Osserman conditions.
Geometric applications, among others, touch upon Bernstein type theorems for
graphs with prescribed mean curvature (notably, minimal or solitons for the mean
curvature flow), Yamabe and capillarity equations. We refer to the “Contents” for
a more exhaustive list.

The book presents the most recent points of view and trends in the field,
and is therefore to be considered at an advanced level suitable to researchers and
senior post-graduate students with a solid knowledge in Differential Geometry
and elliptic PDE’s. Besides the presentation of new theorems, we collect and or-
ganize sharp refinements of some research results obtained by the authors and
their collaborators in a period of about twenty years. In this respect, we mention
the monographs of P. Pucci and J. Serrin [196], of S. Pigola, M. Rigoli and A.G.
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Setti [181], and of L.J. Aĺıas, P. Mastrolia and M. Rigoli [6], that could serve as
a starting introduction for the present work. In fact, we will consistently refer to
them as well as to the references therein for the previous literature. Non-expert
readers that are interested in the topic and have an eye on geometric applications
can profit from the introductory chapters in [6]. The monograph fulfills two pur-
poses. First, it provides an exposition of some fundamental tools in Geometric
Analysis and elliptic PDE’s on complete manifolds, a subject that has become of
general interest in the last decades, second it also enables researchers to get famil-
iar with the necessary results and concepts to proceed towards a further study of
the specialized literature on the subject. We included an extensive and commented
bibliography in the attempt to make it a reference book for future research.

We end by expressing our deep gratitude to the colleagues and students
who made this book possible. Special thanks go also to Sabrina Hoecklin from
Springer Nature Switzerland AG, Birkhäuser, for her useful help at all stages of
the editing process, and to Daniel Jagadisan, Sarah Annette Goob and Rajendran
Mahalakshmi for taking care of the production process.

August 2020,

The authors



Chapter 1

Some geometric motivations

Let (M, 〈 , 〉) be a complete Riemannian manifold of dimension m ≥ 2, and
let ∆ϕ be a quasilinear operator depending on a real function ϕ, to be detailed
in the next chapter. For instance, the family ∆ϕ includes the Laplace-Beltrami
operator ∆, defined with the sign agreement that

∆u = div(∇u) =

m∑
j=1

∂2u

∂x2
j

on Rm.

Since the birth of Geometric Analysis, several geometric applications lead to the
study of differential inequalities of the type

∆ϕu ≥ b(x)f(u) on M, (1.1)

for given b : M → R and f : R → R. Here, u is a function encoding some prop-
erty of the problem under consideration, and the determination of the qualitative
properties of u can therefore be read in terms of constraints for the original ge-
ometric problem. Hence, it is fundamental to understand how the geometry of
M influences the behaviour of u. By now, (1.1) is faily well understood for most
of the operators ∆ϕ. A thorough investigation, with applications ranging from
Lorentzian Geometry to the theory of Ricci and mean curvature flow solitons,
to Kähler manifolds, Yang-Mills fields and minimal submanifolds, among many
others, can be found in the monograph [181] and in the book [6]. However, some
relevant problems are also characterized by the appearing of gradient terms in the
right-hand side of (1.1), notably those related to the mean curvature operator

div

(
∇u√

1 + |∇u|2

)
, (1.2)

and consequently to graphs with prescribed mean curvature. Despite the many
works devoted to the study of (1.2) (some of them will be described in the next
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section), the existing literature is not sufficiently complete from the point of view
that we are going to consider in this book. In particular, the results in the above
mentioned references are not sufficient to provide a full picture of how geometry
influences the behaviour of u. Although the mean curvature operator should be re-
garded as the main focus of the present work from the geometric point of view, the
techniques that we present apply to a wide class of quasilinear elliptic inequalities
of the type

∆ϕu ≥ b(x)f(u)l(|∇u|) on M (1.3)

for rather general b, f, l. This book can be considered as a natural continuation of
[181, 6] as well as of [196], that are an invaluable source of material and whose
results will be repeatedly commented herein. However, both our focus and our
results significantly depart from those in [181, 6, 196], and in various instances,
they give new insight even for equations of the type (1.1). It will be later underlined
how the study of equations with a nonconstant gradient term l will be also crucial
to achieve sharp Liouville theorems for (1.4), where “apparently” no gradient term
appears. This is remarkably the case of the capillarity equation, as we shall detail in
Chapter 2. The purpose of this chapter is to motivate, via some natural examples,
the study of (1.3) with a nontrivial gradient term.

Prescribing the mean curvature of a graph

The mean curvature operator arises when considering the graph immersion

ϕ : M → R×M, ϕ(x) =
(
u(x), x

)
associated to a smooth function u : M → R. Precisely, we endow R×M with the
product metric ds2 + 〈 , 〉, and M with the induced graph metric

g = ϕ∗
(
ds2 + 〈 , 〉

)
,

so that the image ϕ(M) is isometric to (M, g). Then, the unnormalized mean cur-
vature H of ϕ(M) in the upward pointing normal direction satisfies the differential
equation

div

(
∇u√

1 + |∇u|2

)
= H on M,

where the gradient ∇ and the divergence operator are those of the metric 〈 , 〉. For
instance, if ϕ(M) is minimally immersed, that is, H = 0, the equation becomes

div

(
∇u√

1 + |∇u|2

)
= 0 (MSE)

and, already in the case M is the Euclidean plane R2, its study has brought to
deep connections between Geometry and Analysis. We refer the reader to the
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old, but still actual, monumental work of J.C.C. Nitsche [172], to the book of E.
Giusti [102] and to the informative survey of L. Simon [222], to appreciate the
breadth of viewpoints and the depth of the techniques necessary to understand
equation (MSE).

Hereafter, a solution of a differential equation or inequality is said to be
entire if it is defined on the whole of M . In particular, differently from part of the
existing literature, the term “entire” does not indicate a specific behaviour of u at
infinity.

A basic question related to (MSE) is whether there exist entire solutions pos-
sibly with some restrictions such as, for instance, a controlled growth at infinity
or the boundedness on one side. Classically, the problem has first been considered
in Euclidean space Rm, and the efforts to solve it favoured the flourishing of Ge-
ometric Analysis. In 1915, S. Bernstein [18] proved that the only entire solutions
of (MSE) over R2 are affine functions (a topological gap in his highly nontrivial
argument has been pointed out and corrected in [159, 125]). Various other proofs
later appeared in the literature, [171, 118, 97, 76, 188, 222, 160], each one infer-
ring the validity of Bernstein’s theorem from some peculiarities of R2 and thus
not extendible to higher dimensions. We suggest to consult Farina’s survey [85]
for more details. The first proof to allow for a higher-dimensional generalization
has been given by W.H. Fleming [99], and since then, in few years, fundamental
contributions of E. De Giorgi ([68, 69], m = 3), F. Almgren ([8], m = 4) and J.
Simons ([224], m ≤ 7) extended the validity of Bernstein theorem up to dimension
m = 7. In 1969, E. Bombieri, De Giorgi and E. Giusti [29] gave the first example
of entire minimal graph over Rm for m ≥ 8 (further examples were later given by
L. Simon [223]), thus leading to the following remarkable result:

each minimal graph over Rm is affine ⇐⇒ m ≤ 7. (B1)

If the graph is subjected to some a priori bound, then further tools are available
and more rigidity is expected. We mention that

(B2) by work of Bombieri, de Giorgi and M. Miranda [28], positive solutions of
(MSE) over Rm are constant for every m ≥ 2;

(B3) coupling [28] with works of De Giorgi [68, 69] and J. Moser [164], every entire
solution of (MSE) over Rm with at most linear growth is affine.

We also mention that an entire solution of (MSE) having m−7 derivatives bounded
on one side is necessarily affine. This result was shown by A. Farina [84], improving
on [30, 83].

If M 6= Rm, the set of solutions of (MSE) may drastically change. For
instance, if M is the hyperbolic space Hm of curvature −1, then (MSE) has
plenty of bounded solutions: for every φ continuous on the boundary at infin-
ity ∂∞Hm ≈ Sm−1, there exists u solving (MSE) on Hm and approaching φ at
infinity. A proof of this result is contained in [169] for m = 2, and in [82] for larger
m. Up to defining ∂∞M appropriately, the same Plateau’s problem at infinity can
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be considered on any Cartan-Hadamard manifold, that is, on any complete, simply
connected manifold whose sectional curvature satisfies

Sec ≤ 0 on M.

Since the problem is solvable on Hm but not on Rm because of (B2), it is natural to
wonder about the sharp thresholds on Sec, the sectional curvature, that guarantee
its solvability. The question has recently been addressed in a series of works [211,
40, 41, 42, 123, 44]. The picture is indeed subtle, and in general a negative upper
bound on Sec does not suffice to guarantee that the Plateau’s problem has a
solution. A thorough discussion of the above results would lead us a bit too far
from the main focus of this introductory chapter, so we refer the interested reader
to the above mentioned works, as well as to the surveys [116, 22]. Similarly, it is
natural to consider the following

Question. Which geometric conditions on M can guarantee the validity of results
analogous to those in (B1), (B2) and (B3)?

To present, a thorough answer to the above question is still far from reaching,
and for instance we are aware of no results adressing (B1) on manifolds different
from Rm. In view of the structure theory initiated by J. Cheeger and T. Colding
in [46, 47, 48, 49], it is reasonable to hope that results similar to those holding in
Rm could be obtainable on manifolds with non negative Ricci curvature:

Ric ≥ 0.

Nevertheless, a complete solution of the question would be relevant even on man-
ifolds with Sec ≥ 0. The guess might also be motivated by the fact that (MSE)
rewrites as

∆gu = 0 on M,

with ∆g the Laplace-Beltrami operator of the graph metric g, and by the theory of
harmonic functions on manifolds with non-negative Ricci or sectional curvature.
Nevertheless, by Gauss equation it should be stressed that no control on any of
these curvatures on the graph (M, g) would easily follow from a control on the
corresponding one on the base manifold (M, 〈 , 〉), so the analogy does not allow
to directly apply techniques from the theory of harmonic functions to the realm of
minimal graphs. To the best of our knowledge, some interesting results regarding
(B2) and (B3) are known under both Ricci and sectional curvature requirements,
see [212, 73, 44]. Very recently in [59, 72], the authors independently obtained the
following extension of (B2) without the need of sectional curvature bounds:

Theorem 1.1 ([59, 72]). If M is a complete manifold with Ric ≥ 0, then every
positive solution of (MSE) is constant.

A complete solution to the above question is likely to significantly improve
the current understanding of the geometry of the mean curvature operator on
Riemannian manifolds.
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Together with the minimal case, it is of interest to study graphs whose mean
curvature H is a prescribed function of the height, possibly via a non-homogeneous
weight, namely we investigate solutions to

div

(
∇u√

1 + |∇u|2

)
= b(x)f(u) (1.4)

on M , for some f ∈ C(R) and 0 < b ∈ C(M). Equation (1.4) models hypersurfaces
that, on every Ω bM , are stationary for the functional

u 7→
∫

Ω

[√
1 + |∇u|2 + b(x)F (u)

]
dx,

where

F (t) =

∫ t

0

f(s)ds, (1.5)

with respect to variations compactly supported inside Ω. A notable example is
that of the capillarity equation, for which b ≡ 1 and f(t) = κt for some constant
κ > 0. In this case, the graph of u describes the surface of a fluid, and the equation
arises from balancing forces of tension (proportional to the mean curvature of the
capillarity surface) with the weight of the fluid supported. The physical constant
κ is positive or negative depending on whether the surface is an upper or lower
boundary of the fluid. Various aspects of capillarity surfaces were studied in detail
in R. Finn’s book [96].

In Euclidean space and if f is non-decreasing, the behaviour of solutions of
(1.4) is well understood thanks to the following beautiful Liouville theorem, due
to V. Tkachev [225] for b ≡ 1 and later improved by Y. Naito and H. Usami [168]
and J. Serrin [218], see also [85, Thm. 10.4].

Theorem 1.2 ([225, 168, 218]). Assume that

b(x) ≥ C
(
1 + |x|

)−µ
on Rm,

for some constants C > 0 and µ < 1. If u ∈ C2(Rm) solves (1.4) with f non-
decreasing and f 6≡ 0, then u is constant.

In particular, the result guarantees that the only solution of the capillar-
ity equation on the entire Rm is u ≡ 0, and guarantees that entire graphs with
constant mean curvature H must be minimal. This last property of Rm was first
proved by E. Heinz [117] if m = 2, and by S.S. Chern [54] and H. Flanders [98]
for general m, see also improvements by I. Salavessa [213]. Condition f 6≡ 0 is
necessary, as the example of affine functions shows. As we shall detail later, the
restriction µ < 1 is sharp.

It is instructive to observe that the proof of Theorem 1.2 splits into two parts:

(a) first, the author shows the identity f(u) ≡ 0 on Rm, thus u solves (MSE);
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(b) then, since f 6≡ 0 and is non-decreasing, u must be bounded from one side,
so the constancy of u follows from (B2) above.

Let us comment on the above two steps with a simple, heuristic argument: here-
after, we define

u∗
.
= sup

M
u, u∗

.
= inf

M
u.

Suppose that M is compact, and that u solves (1.4). Evaluating the equation at a
point x0 where u achieves its maximum u∗, and recalling that the mean curvature
operator is elliptic, we deduce f(u∗) ≤ 0. Similarly, evaluating at a minimum point
gives f(u∗) ≥ 0. Since f is non-decreasing, we therefore deduce f(u) ≡ 0 on M .
Step (a) can therefore be obtained as a consequence of a maximum principle for
u. Assume for convenience that b ≡ 1. If M is non-compact and we assume that u
is bounded, even though u may fail to attain its maximum or minimum, the same
conclusion f(u) ≡ 0, with the same argument, can be achieved provided that there
exist sequences {xk}, {yk} of points of M such that

u(xk)→ u∗, div

(
∇u√

1 + |∇u|2

)
(xk) < 1

k ,

u(yk)→ u∗, div

(
∇u√

1 + |∇u|2

)
(yk) > − 1

k .

The existence of {xk, yk} is not guaranteed on each manifold, but depends on
the geometry of M at infinity: if such sequences can be found for each bounded
u ∈ C2(M), then we say that the mean curvature operator satisfies the (weak)
maximum principle at infinity. Maximum principles at infinity have first been
introduced in the celebrated papers by H. Omori [174] and S.T. Yau ([239] and
[50], the second with S.Y. Cheng), for the Laplace-Beltrami operator, and proved
to be an essential tool in Geometric Analysis. Their use, in suitable forms, is
ubiquitous in the present monograph, and identifying the optimal thresholds for
their validity is one of the central problems to reach sharp existence-nonexistence
results for equations like (1.4) and many more. In the setting of Theorem 1.2,
however, the function u is not known to be bounded a-priori, so one needs further
arguments.

The seeming lack of a Keller-Osserman condition

Even though the actual proof of Step (a), for Theorem 1.2, is rather special, it
is convenient for the moment to think that the strategy to show f(u) ≡ 0 proceeds
via the following substeps:

- first, prove that a solution of (1.4) is bounded;

- then, show that a maximum principle at infinity holds for the mean curvature
operator on the underlying manifold.
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In fact, this will be a general strategy applied to classes of PDEs that we are going
to study, that includes (1.4). It is illustrative to compare Theorem 1.2, say in the
case b ≡ 1, to the situation occurring for solutions of

∆u = f(u) on Rm, (1.6)

with f ∈ C(R). It is known that positive solutions of ∆u = 0 are still constant, that
is, the corresponding of Step (b) holds; indeed, by Yau’s theorem [239], positive
solutions of ∆u = 0 are constant on every complete manifold M with non-negative
Ricci curvature. However, it is false that every solution of (1.6) enjoys f(u) ≡ 0
on Rm: for instance, by a result of D. Fisher-Colbrie and R. Schoen [97], and W.F.
Moss and J. Piepenbrink [166], there are plenty of positive solutions of

∆u = κu on Rm

for constants κ > 0. As we show in a moment, the choice f(t) = κt is sharp
for the existence of nontrivial solutions. In two seminal works, J.B. Keller and
R. Osserman [134, 175] independently studied conditions on f to guarantee that
solutions of (1.6) satisfy L∞ bounds which, in many instances, make them trivial.
Their investigation arose in connection to the type problem for Riemann surfaces
[175] and to uniqueness problems for charged fluids in a container [135]. If f(t) > 0
for t >> 1, both of the authors identified the integrability requirement

1√
F
∈ L1(∞) (1.7)

where F is defined in (1.5), that hereafter will be called a Keller-Osserman con-
dition. Note that f satisfies (1.7) if, loosely speaking, it grows faster than linearly
at infinity; for instance, f(t) = tσ satisfies (1.7) if and only if σ > 1. Under the
validity of (1.7) and assuming that

f is non-decreasing on R,

the authors prove that a solution of the inequality

∆u ≥ f(u) on Rm

must satisfy
u∗ <∞, f(u∗) ≤ 0. (1.8)

Furthermore, if (1.7) fails (the non-decreasing assumption on f is dropped here),
the authors constructed a radial, positive unbounded solution of (1.6) on Rm. It
should be stressed that claim (1.8) is a reformulation of the results in [134, 175] in
a form more suited to our purposes. For convex f , a characterization of solutions to
(1.6) depending on the validity of (1.7) was previously obtained by E.K. Haviland
[110]. Claim (1.8) easily implies the following Liouville theorem via a “reflection”
argument that we shall repeatedly use hereafter. Assume that

tf(t) > 0 on R\{0},
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and that Keller-Osserman conditions hold both at ∞ and −∞, that is,

1√
F
∈ L1(∞) ∩ L1(−∞), (1.9)

(note that, in our assumptions, F is positive on R\{0}). Then, the only solution
u of (1.6) is u ≡ 0. Indeed, Claim (1.8) implies that f(u∗) ≤ 0, so u∗ ≤ 0. On the
other hand, ū

.
= −u solves

∆ū = f̄(ū) on Rm, where f̄(t)
.
= −f(−t),

and the integrability at −∞ in (1.9) guarantees the validity of (1.7) with f̄ replac-
ing f . Thus, f̄(ū∗) ≤ 0, equivalently f(u∗) ≥ 0. Concluding, u∗ ≤ 0 ≤ u∗, that is,
u ≡ 0.

Turning to the mean curvature operator, in Theorem 1.2 no growth condition
of Keller-Osserman type is required on f , a fact that shows a further, striking
difference with the Laplacian. In the next section and in Chapter 10, we aim to
clarify the reasons for their absence, and to investigate the behaviour of solutions
of (1.4) on more general manifolds. As we shall see, the picture will be quite
interesting and Keller-Osserman conditions will appear again in a somehow hidden
way for equation (1.4), as soon as the volume of geodesic balls centred at a fixed
origin of M grows faster than polynomially. The case of the capillarity equation
reveals quite instructive.

Geodesic graphs in R×h M

Although sufficiently general to be analytically challenging, ambient mani-
folds of the type R ×M leave aside various cases of interest, notably that of the
hyperbolic space Hm+1. For this reason, it is useful to consider ambient manifolds
that can be written as the warped product

M̄m+1 = R×hMm,

that is topologically R×M endowed with the Riemannian metric

( , ) = ds2 + h(s)2〈 , 〉,

for some positive h ∈ C∞(R). Recall that the hyperbolic space Hm+1 of constant
sectional curvature −1 admits the following three different representations as a
warped product of the above type:

- if we remove a fixed origin o, and we endow Hm+1\{o} with polar coordinates
(r, θ) ∈ R+ × Sm, we can write

Hm+1 = R+ ×sinh s Sm

where Sm is the round sphere of curvature 1;
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- consider the upper half-space model

Hm+1 =
{

(x0, x) ∈ R× Rm : x0 > 0
}

with metric

( , ) =
1

x2
0

(
dx2

0 + 〈 , 〉Rm
)
.

With the change of variables s = − log x0 we express ( , ) as the warped
product

Hm+1 = R×es Rm, ( , ) = ds2 + e2s〈 , 〉Rm ,
whose slices {s = const} are horospheres;

- similarly, we can view Hm+1 as a warped product

Hm+1 = R×cosh s Hm, ( , ) = ds2 + cosh2 s〈 , 〉Hm

along totally umbilical hyperspheres, that in the upper half-space model cor-
respond to Euclidean spheres having the same (m−1)-dimensional sphere as
a trace on the boundary at infinity {x0 = 0}.

Given a function v : M → R, one can consider the graph

Σm =
{

(s, x) ∈ R×M, s = v(x)
}
.

Note that X = h(s)∂s is a conformal field with geodesic flow lines, as a direct
computation gives

∇̄vX = h′(s)v ∀ v ∈ TM̄,

with ∇̄ the connection on M̄ . For this reason, we call Σ a geodesic graph. We let
Φt be the flow of X, and note that the flow parameter satisfies

t =

∫ s

0

dσ

h(σ)
, t : R→ t(R) = I. (1.10)

We let s(t) be its inverse. For convenience, we express the prescribed mean cur-
vature equation in terms of the function u(x) = t(v(x)). Let ∇ be the connection
on (M, 〈 , 〉). If H is the normalized mean curvature of Σ with respect to the
upward-pointing unit normal

ν =
1

λ(u)
√

1 + |∇u|2
(
∂t − (Φu)∗∇u

)
, (1.11)

then a computation in [62] shows that u : M → I solves

div

(
∇u√

1 + |∇u|2

)
= mλ(u)H +m

λt(u)

λ(u)

1√
1 + |∇u|2

= mh(v)H +
mh′(v)√
1 + |∇u|2

on M

(1.12)
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where λt is the derivative of λ with respect to t, and h′ is the derivative of h with
respect to s. In particular, entire minimal graphs satisfy

div

(
∇u√

1 + |∇u|2

)
=

mh′(v)√
1 + |∇u|2

on M, (1.13)

that belongs to the family described in (1.3). The behaviour of solutions to (1.12),
of course, depends on the relation between the geometry of M and the growth
of H,h′. In the hyperbolic space Hm+1, the existence of graphs with constant
mean curvature (CMC) along horospheres or hyperspheres has been considered
in a paper by M.P. Do Carmo and H.B. Lawson [75], who proved the following
remarkable result:

Theorem 1.3. Let Σm → Hm+1 be a graph over a horosphere or a hypersphere
M . Suppose that Σ has constant mean curvature H ∈ [−1, 1]. Then, the following
occurs:

(i) if M is a horosphere, then H = ±1 and Σ is a horosphere;

(ii) if M is a hypersphere, then H ∈ (−1, 1) and Σ is a hypersphere.

In other words, in the above setting the graph function is constant. Note that,
differently from the Euclidean case, no restriction appears on the dimension m.
The result applies in fact to the much more general setting of properly embedded
hypersurfaces, but its proof, relying on the moving plane method, is not suited
to ambient manifolds with few isometries or to graphs with nonconstant mean
curvature, and calls for new ideas and techniques. It is natural to ask for which
classes of M and h a result like Theorem 1.3 holds for CMC graphs in R×hM .

Mean curvature flow solitons

A further example leading to an equation of the type (1.3) is that of solitons
for the mean curvature flow. We recall that a smooth map

ϕ : [0, T )× Σm → M̄m+1

with ϕt = ϕ(t, ·) an immersion for each t, is said to be a mean curvature flow
(shortly, MCF) if

∂ϕ

∂t
=
−→
H t,

where
−→
H t the unnormalized mean curvature vector of ϕt. The MCF ϕ is called a

soliton if there exists a conformal vector field Y on M̄ such that

ϕt(M) = Ψτ(t)(ϕ0(M)) for every t ∈ [0, T ),

where Ψτ is the flow of Y and τ(t) is a time reparametrization. In other words,
we require

ϕ(t, x) = Ψ
(
τ(t), η(t, x)

)
∀ (x, t) ∈ Σ× [0, T ),
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with η the flow of some time-dependent tangential vector field on M . Differen-

tiating at t = 0, a soliton satisfies the identity
−→
H 0 = τ ′(0)Y ⊥, where ⊥ is the

orthogonal projection on the normal bundle. Up to rescaling Y , we can assume
that τ ′(0) = 1, obtaining

−→
H = Y ⊥. (1.14)

Solitons in Rm+1 with respect to the homothetically shrinking and to the trans-
lating vector fields Y give rise, respectively, to classical self-shrinkers and self-
translators, that model the singularities developed under the MCF (cf. [150]).
Bernstein type theorems for shrinkers that are graphs over Rm have been proved
in [79, 234], and for translators in [15]. Although solitons in more general ambient
spaces can no longer describe the blow-up picture near a singularity, nevertheless
they are still relevant since they act as barries for the MCF evolution. Suppose
that Σ is a geodesic graph, with graph function u : M → I along the lines of the

conformal field X = ∂t, and note that
−→
H = mHν. If the soliton field Y coincides

with ±X, equation (1.12) specifies to

div

(
∇u√

1 + |∇u|2

)
=

[
mλt(u)± λ3(u)

λ(u)

]
1√

1 + |∇u|2

=
mh′(v)± h2(v)√

1 + |∇u|2

(1.15)

In particular, the equation for a self-translator in Rm+1 that is a translating graph
in the vertical direction is

div

(
∇u√

1 + |∇u|2

)
=

±1√
1 + |∇u|2

.

Equidistant graphs in M ×h R
Together with geodesic graphs in R ×h M , it is natural to study graphs in

products M ×h R endowed with the metric

( , ) = 〈 , 〉+ h(x)2ds2,

for some 0 < h ∈ C∞(M). In this case, X = ∂s is Killing but not parallel, unless h
is constant. Curves {x = x̄} for x̄ constant have the property that the intersection
of any two of them with a slice {s = const} is a pair of points whose distance
does not depend on the slice, and for this reason graphs of u : M → R will be
named equidistant graphs. For instance, Hm+1 admits two such warped product
decompositions, according to whether X has one or two fixed points at infinity: the
first can be obtained by isolating the coordinate s = xm in the upper half-space
model, leading to

Hm+1 = Hm ×h R with h(x0, . . . , xm−1) =
1

x0
; (1.16)
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the second can be written as

Hm+1 = Hm ×cosh r R, ( , ) = 〈 , 〉Hm +
(

cosh2 r(x)
)
ds2, (1.17)

with r : Hm → R the distance from a fixed origin in Hm, and corresponds, in the
upper half–space model, to the fibration of Hm+1 via Euclidean lines orthogonal
to the totally geodesic hypersphere {x2

0 + |x|2 = 1}. Having defined the normal
direction

ν =
1

h
√

1 + h2|∇u|2
(
∂t − h2(Φu)∗∇u

)
,

a computation in [61] shows that u solves

div

(
h∇u√

1 + h2|∇u|2

)
= mH −

〈
h∇u√

1 + h2|∇u|2
,
∇h
h

〉
on M. (1.18)

If we consider the conformal deformation

〈̂ , 〉 = h−2〈 , 〉,

and we denote with ‖ · ‖, D and d̂iv, respectively, the norm, connection and diver-

gence in the metric 〈̂ , 〉, then (1.18) is equivalent to

d̂ivh

(
Du√

1 + ‖Du‖2

)
= mHh2 on

(
M, 〈̂ , 〉

)
, (1.19)

where d̂ivh is the following weighted divergence:

d̂ivhY = hm−1d̂iv
(
h1−mY

)
.

In particular, if ϕ is a soliton for Y = ±X then (1.19) becomes

d̂ivh

(
Du√

1 + ‖Du‖2

)
=

±h(x)3√
1 + ‖Du‖2

on
(
M, 〈̂ , 〉

)
. (1.20)

Up to replacing the Riemannian divergence with a weighted one, (1.19) and (1.20)
belong to the family of equations that are considered in the present book. Indeed,
the proof of some of our major results proceed verbatim in the case of a weighted
divergence in the left-hand side of (1.3). However, to apply our main non-existence

results we shall need that the metric 〈̂ , 〉 be complete, which impose restrictions
on h and excludes graphs in Hm+1 along the two decompositions mentioned above.
In fact, rigidity does not hold for such graphs in Hm+1, at east in the CMC case:
the Plateau’s problem at infinity for graphs with constant H ∈ (0, 1) is always
solvable, by work of P. Guan and J. Spruck [108] for (1.17), and J. Ripoll and M.
Telichevesky [210] for (1.16). Nevertheless, our theorems apply when h ∈ L∞(M),
notably for h vanishing at infinity, that is analytically the most subtle case of
(1.20). Existence for the prescribed mean curvature equation on more general
products M ×h R is studied in [39].
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A problem from the theory of Stochastic Control

Equation (1.12) for geodesic graphs with prescribed mean curvature suggests
to consider more general problems of the type

∆ϕu ≥ b(x)f(u) + b̄(x)f̄(u)l̄(|∇u|), (1.21)

for suitable b, b̄ positive on M , f, f̄ ∈ C(R) and l̄ ∈ C(R+
0 ), where we set R+

0
.
=

[0,∞). Here, ∆ϕ denotes a general quasilinear operator that depends on an in-
creasing function ϕ on R+

0 , whose properties will be listed in the next chapter.
For suitable ϕ, the family includes the mean curvature operator a well as the
Laplace-Beltrami and the p-Laplacian

∆pu
.
= div

(
|∇u|p−2∇u

)
, p > 1.

As a matter of fact, a prototype case appears in Stochastic Control Theory, and
a detailed description of the model can be found in J.-M. Lasry and P.-L. Lions
[140]. It can be roughly summarized as follows: given an open subset Ω ⊂ Rm,
and given a continuous function a : Ω → Rm, the state of a controlled system is
assumed to be a diffusion process Xt valued in Ω that satisfies the stochastic PDE

dXt = a(Xt)dt+ dBt,

where Bt is a Brownian motion and a(Xt) models a feedback control. The function
a is assumed to lie a suitable class A ⊂ C(Ω,Rm) to guarantee that Xt is valued
in Ω almost surely, so typically |a(x)| → ∞ on ∂Ω. In this case, no boundary
conditions have to be imposed on ∂Ω. For b ∈ C(Ω) ∩ L∞(Ω), one can consider a
cost function J : Ω×A → R given by

J(x, a) = E
[∫ ∞

0

(
1

q
|a(Xt)|q − b(Xt)

)
e−λtdt

]
Here, λ > 0 represents a discount factor, and q > 1. In view of Bellman’s dynamic
programming principle, the Bellman function

u(x) = inf
a∈A

J(x, a) ∀x ∈ Ω

solves

∆u =
1

p
|∇u|p + λu+ b(x) on Ω, where p =

q

q − 1
. (1.22)

(at least heuristically: as pointed out in [140], the restrictions on a,Xt require
nontrivial arguments to justify (1.22)). The case q ≥ 2, that is, a running cost
blowing up fast at infinity, is particularly interesting, and corresponds to 1 < p ≤ 2.
It is also meaningful to consider the problem set in the entire space Ω = Rm, and in
this case to consider large solutions, i.e. solutions satisfying u(x)→∞ as |x| → ∞.
Needless to say, the case of manifold-valued processes X is also natural, so is the
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study of (1.22) on Riemannian manifolds. Note that (1.22) implies an inequality
of the type (1.21) under various reasonable assumptions on b, λ. In particular, the
ergodic limit λ→ 0 leads to the study of

∆u = b(x) +
1

p
|∇u|p on M.

As another example, assume b ≥ 0 on Rm and λ ≥ ‖b‖∞, in which case

∆u ≥ 1

p
|∇u|p + b(x)(u+ 1)

is matched on the set {u > 0} (open, if we assume u ∈ C(Rm)). In particular,
choosing ε > 0 and f ∈ C(R) with f(t) = t + 1 for t > ε, f ≡ 0 on (−∞, 0) and
0 ≤ f(t) ≤ t+ 1 on R, v

.
= u+ solves

∆v ≥ b(x)f(v) +
1

p
|∇v|p on M.

The existence and nonexistence problem on the entire Rm for solutions to

∆u = b(x)f(u) + c|∇u|p, with c > 0, p > 0,

where 0 < b ∈ C(Rm), f ∈ C(R), was studied by A.V. Lair and A.W. Wood [139],
M. Ghergu and V. Radulescu [103], F. Toumi [227] and R. Filippucci, P. Pucci
and M. Rigoli [94]. On complete manifolds, it was addressed in [156]. Although
the main results of the present book are restricted to inequalities of the type

∆ϕu ≥ b(x)f(u)l(|∇u|),

we mention that most of them can be applied in the more general setting of (1.21).
However, a direct study of (1.21) would have lead to much more involved results,
making hardly readable our attempt to describe in detail the influence of geometry
on the behaviour of solutions.



Chapter 2

An overview of our results

The study of differential inequalities of the type

divA(x, u,∇u) ≥ B(x, u,∇u) (2.1)

on Euclidean space Rm is a classical subject, and a great deal of work has been
devoted to the analysis of the qualitative properties of solutions. The literature is
vast, and, as said in Chapter 1, we restrict ourselves to the special case

B(x, u,∇u) = b(x)f(u)l(|∇u|), (2.2)

for continuous b, f, l. With no claim of completeness, we quote [14, 63, 86, 87, 92,
95, 105, 144, 162, 197], and for similar inequalities in the sub-Riemannian setting
of Carnot groups, [34, 35, 64, 33, 147, 4]. The results in the references above will
be related to those in our work in a more precise way later on.

To the best of our knowledge, only a few authors have analyzed the influence
of geometry on the behaviour of solutions of (2.1), (2.2) in a general setting,
for instance see [193, 156, 147, 6], leaving however the picture still fragmentary,
especially in case where l in (2.2) is a non-constant function. As one of the main
purposes of the present work, we aim to give a detailed account of how geometry
comes into play at the global level. Nevertheless, some interesting questions and
problems remain open, and will be specified in due course in the book.

2.1 Setting and main properties under investigation

From now on, we let (M, 〈 , 〉) be a Riemannian manifold of dimension m ≥ 2.
We shall assume throughout this book that M is non-compact. To avoid exces-
sive technicalities, while still keeping a good amount of generality, we study the
following subclass of (2.1): we consider a quasilinear operator ∆ϕ, called the ϕ-
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Laplacian, weakly defined by

∆ϕu = div

(
ϕ(|∇u|)
|∇u|

∇u
)
,

where we assume

ϕ ∈ C(R+
0 ), ϕ(0) = 0, ϕ(t) > 0 on R+; (2.3)

hereafter, R+
0 = [0,∞) and R+ = (0,∞). Different choices of ϕ give rise to well-

known operators including, for instance, those presented in the examples below.

Example 2.1. The p-Laplace operator ∆p for p > 1, where ϕ(t) = tp−1:

∆pu = div
(
|∇u|p−2∇u

)
.

Besides its importance in Physics and Image Processing, the p-Laplacian is also
interesting since it allows to efficiently bridge between two relevant operators ob-
tained formally as (suitably normalized) limits as p→ 1 and p→∞:

∆1u
.
= div

(
∇u
|∇u|

)
, ∆∞u

.
= ∇2u

(
∇u
|∇u|

,
∇u
|∇u|

)
.

The 1-Laplacian ∆1u describes the mean curvature of the level set {u = const} in
the normal direction −∇u/|∇u|, and is therefore important in the study of level set
methods for the weak definition of geometric flows driven by the mean curvature.
In fact, approximation with the p-Laplacian works well, for instance, to construct
solutions of the inverse mean curvature flow, see [165, 137, 155]. On the other hand,
the (normalized) ∞-Laplacian ∆∞u is tightly related to the metric geometry of
the underlying manifold, and indeed the geodesic completeness of a Riemannian
metric can be detected in terms of a potential theory for the ∞-Laplacian (see
[153, 154]).

Example 2.2. The mean curvature operator, for which ϕ(t) = t(1 + t2)−1/2.

Example 2.3. The operator of exponentially harmonic functions, where ϕ(t) =
t exp

(
t2
)
, was introduced in [80, 78]. The operator has connections with the non-

linear Hodge-De Rham theory developed in [221], and has interesting applications
in gas dynamics: indeed, following [221], if u represents the velocity potential of
a compressible fluid, and if the density of the fluid is assumed to be a positive
function ϕ(|∇u|)/|∇u| of the speed |∇u|, in view of the motion and continuity
equations, and because of Bernoulli’s law, u satisfies

∆ϕu = 0.

The ellipticity condition ϕ′ > 0 characterizes the flow to be subsonic. A prototype
case is that of the polytropic flow, corresponding to the choice

ϕ(t) = t

(
1− γ − 1

2
t2
) 1
γ−1
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for a given adiabatic constant γ > 1, that is subsonic whenever

t <

√
2

γ + 1
.

In this case, our techniques can be applied provided that we know, a priori, that
|∇u|2 is less than the sonic value 2/(γ + 1). More details on the physical interpre-
tation can be found in [19].

Example 2.4. The (p, q)-Laplacian

∆p,qu = ∆pu+ ∆qu,

associated to ϕ(t) = tp−1 + tq−1 with 1 < p < q. This operator was independently
introduced by V.V. Zhikov [240] and P. Marcellini [152], and can be regarded as
a model example related to functionals with non-standard growth conditions. In
particular, Zhikov introduced the operator in his study of anisotropic materials,
homogenization and elasticity, cf. also [241]. The (p, q)-Laplacian also appears
in models for quantum and plasma physics, and in chemical reaction design: for
instance, in [71], G.H. Derrick proposed to use operators like ∆p,q in an attempt
to overcome a problem arising in the description of elementary particles by means
of static solutions with finite energy to the generalized Klein-Gordon equation.
The problem has been tackled in [16], see also [53].

We focus our attention on the differential inequalities

(P≥) ∆ϕu ≥ b(x)f(u)l(|∇u|)

(P≤) ∆ϕu ≤ b(x)f(u)l(|∇u|)

(P=) ∆ϕu = b(x)f(u)l(|∇u|)
(2.4)

in a connected open set, that is, a domain Ω ⊂M . Typically, we do not require Ω
to be relatively compact, indeed Ω might coincide with M or with an end of M ,
that is, with a non relatively compact connected component of M\K, for some
compact set K.
We fix the next basic assumptions on b, f, l:

b ∈ C(M), b > 0 on M,

f ∈ C(R),

l ∈ C(R+
0 ), l > 0 on R+.

(2.5)

Because of the positivity of b and l, if f ≥ 0 the problems in (2.4) are called
completely coercive in the recent literature (see [86, 87, 66]). Obviously, solutions
of (2.4) are considered in the weak sense and, in view of geometric applications,
we confine ourselves to locally Lipschitz or C1 solutions. It should be stressed that
relaxing their regularity class is by no means a trivial or just a technical issue. For
instance, under our requirements on ϕ, b, l, we are not aware of the validity of weak
Harnack inequalities for (2.4), and solutions may not even be locally bounded.
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Definition 2.5. A function u : Ω→ R is a C1 solution (respectively, Liploc solution)
of (P≥) in (2.4) if u ∈ C1(Ω) (resp., u ∈ Liploc(Ω)) and satisfies (P≥) in the weak
sense, that is,

−
∫

Ω

ϕ(|∇u|)
|∇u|

〈∇u,∇ψ〉 ≥
∫

Ω

b(x)f(u)l(|∇u|)ψ for each ψ ∈ C∞c (Ω), ψ ≥ 0,

where integration is performed with respect to the Riemannian measure. The
analogous statement, with the reverse inequality, defines C1 and Liploc solutions
of (P≤).

We make a preliminary observation. Suppose that f has at least a zero on
R: then, by the translation invariance of (2.4) with respect to u, without loss of
generality we can assume that f(0) = 0. The function u ≡ 0 is then a solution of
(P=) on M , and the reduction principle in [66] (see Lemma 6.6 below, [141] and
the appendix of [4]) guarantees that

u+ = max{u, 0} solves (P≥) weakly on Ω.

Therefore, when f has a zero, without loss of generality we can restrict ourselves to
investigate (P≥) under the further assumption f(0) = 0 and, if u > 0 somewhere,
we can also suppose u ≥ 0 on Ω.

Definition 2.6. We say that:

• the compact support principle (shortly, (CSP)) holds for (P≥) if each non-
negative C1 solution of (P≥) on an end Ω of M , satisfying u(x) → 0 as
x ∈ Ω, dist(x, ∂Ω) → ∞, has compact support in Ω, that is, u ≡ 0 outside
some compact set of Ω;

• the finite maximum principle (shortly, (FMP)) holds for (P≤) on the domain
Ω ⊂M if any non-negative C1 solution of (P≤) for which u(x0) = 0 at some
x0 ∈ Ω, satisfies u ≡ 0 on Ω;

• the strong Liouville property (shortly, (SL)) holds for (P≥) if there exist no
non-negative, non-constant C1 solutions of (P≥) on all of M .

• the Liouville property (shortly, (L)) holds for (P≥) if there exist no non-
negative, non-constant, bounded C1 solutions of (P≥) on all of M .

Remark 2.7. We emphasize that the only difference between properties (L) and
(SL) is that, in (L), we require that the solution of (P≥) be a-priori bounded.

Remark 2.8. In some but not all of our results, we will indeed prove (SL), (L) when
u is just assumed to be locally Lipschitz (actually, even an appropriate Sobolev
regularity would suffice). If this were the case, we accordingly say that (SL), (L)
hold for Liploc solutions.

Remark 2.9 (Constant solutions). It is clear, by the properties of b, f, l in (2.5),
that a constant u = u∗ solves (P≥) if and only if

l(0) = 0, independently of f , or

l(0) > 0, f(u∗) ≤ 0.
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Therefore, in what follows we will always concentrate on non-constant solutions.

Note that (FMP) is of a local nature, and thus its validity should not depend
on the considered manifold. On the other hand, (CSP), (L) and (SL) are global
properties, and for this reason they are expected to depend on the geometry at
infinity of M and not only on the structure of the operator related to ϕ, b, f, l.
More precisely, the next scheme summarizes what occurs in general:

geometric conditions

related both to b

and to ϕ, f, l

 +

{
condition

on ϕ, f, l

}
=⇒


either (SL),

or (L),

or (CSP)

 .

2.2 Keller-Osserman conditions

We now describe the requirements on ϕ, f, l needed in order to possibly obtain
(SL) or (FMP), (CSP), and next we will consider the role of geometry and of
b. Our conditions will measure the combined growth/decay of f, l with respect
to ϕ, respectively in a neighbourhood of zero (for (FMP) and (CSP)) and in
a neighbourhood of infinity (for (SL)), and will extend in a nontrivial way the
classical Keller-Osserman integrability assumption

1√
F
∈ L1(∞) (2.6)

which has been recalled in Chapter 1. We assume
ϕ ∈ C1(R+), ϕ′ > 0 on R+,

tϕ′(t)

l(t)
∈ L1(0+).

Then, the function

K(t) =

∫ t

0

sϕ′(s)

l(s)
ds (2.7)

realizes a homeomorphism of R+
0 onto its image [0,K∞), with inverse

K−1 : [0,K∞)→ R+
0 .

Unless otherwise specified, we set

F (t) =

∫ t

0

f(s)ds. (2.8)

To deal with (FMP) and (CSP), we further suppose that

f ≥ 0 on some [0, η0), η0 > 0.
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The validity of (FMP) and (CSP) is related to the next integrability requirement:

1

K−1 ◦ F
∈ L1(0+). (KO0)

More precisely, (FMP) depends on the failure of (KO0) while (CSP) on its validity.
Regarding (SL), the relevant condition becomes an integrability at infinity, that
to be expressed needs the further assumption

tϕ′(t)

l(t)
6∈ L1(∞), (2.9)

in order for K−1 to be defined on R+
0 (i.e. K∞ =∞). If we now suppose that

f ≥ 0 on R+,

then (SL) depends on the requirement

1

K−1 ◦ F
∈ L1(∞). (KO∞)

An important feature of (KO0) and (KO∞) to notice is their independence on the
underlying space and on the weight b. If l ≡ 1, K coincides with the function

H(t) = tϕ(t)−
∫ t

0

ϕ(s)ds, t ≥ 0, (2.10)

that represents the pre-Legendre trasform of

Φ(t) =

∫ t

0

ϕ(s)ds,

and in this case we recover the necessary and sufficient conditions for (CSP),
(FMP) and (SL) thoroughly investigated in [168, 195, 196, 198] on Rm, see also
the references therein. In the case of the p-Laplacian where ϕ(t) = tp−1, and for
l ≡ 1, (KO0) and (KO∞) take, respectively, the well-known form

1

F 1/p
∈ L1(0+),

1

F 1/p
∈ L1(∞). (2.11)

In particular, for p = 2 the latter recovers the Keller-Osserman condition described
by J.B. Keller and R. Osserman [134, 175] for the prototype case

∆u ≥ f(u) (2.12)

on Rm. In [196, p. 125] and in [195] the reader can find a thorough account of the
existing literature which concerns the relations between the validity (respectively,
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failure) of the first in (2.11) and that of, respectively, (CSP) an (FMP). For con-
venience, in what follows we name both (KO0) and (KO∞) the Keller-Osserman
conditions.

To our knowledge, the study of the relations between Keller-Osserman con-
ditions and the geometry of M initiated with the influential paper [50] by S.Y.
Cheng and S.T. Yau, for the semilinear example (2.12). In [50, Section 5], they
proved that a complete manifold M satisfying

Ric ≥ −(m− 1)κ2 (2.13)

for some constant κ > 0, has the following property: if f matches the Keller-
Osserman condition (2.6), then any solution of (2.12) satisfies

u∗ <∞, f(u∗) ≤ 0. (2.14)

Nowadays, it is known that (2.13) can be weakened, and much effort has been
done to identify the sharp curvature conditions for estimates (2.14) to hold (cf.
[181]). It is also known that (2.14) may fail, under the validity of the Keller-
Osserman condition, without some control on the geometry at infinity of M . The
way geometry relates to the Keller-Osserman conditions in order to give (SL) and
(CSP) is one of the primary concerns of the present work, and will be expressed
in terms of sharp curvature or volume growth bounds on M , and sharp estimates
for b. In this respect, even when l is constant, in many instances such interplay is
still partially unclear.

The bridge between geometry and the properties in Definition 2.6 is provided,
at least in this book, by the validity of the weak and strong maximum principles
at infinity, that we now define:

Definition 2.10. Assume (2.3) and fix b, l satisfying (2.5). We say that

• (bl)−1∆ϕ satisfies the weak maximum principle at infinity, shortly, (WMP∞),
if for each non-constant u ∈ Liploc(M) such that u∗ = supM u <∞, and for
each η < u∗,

inf
Ωη

{(
b(x)l(|∇u|)

)−1

∆ϕu
}
≤ 0,

where
Ωη = {x ∈M : u(x) > η}

and the inequality has to be intended in the following sense: if u solves

∆ϕu ≥ Kb(x)l(|∇u|) on Ωη,

for some K ∈ R, then necessarily K ≤ 0.

• (bl)−1∆ϕ satisfies the strong maximum principle at infinity, shortly, (SMP∞),
if for each non-constant u ∈ C1(M) such that u∗ = supM u < ∞, and for
each η < u∗, ε > 0, the set

Ωη,ε = {x ∈M : u(x) > η, |∇u(x)| < ε} (2.15)
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is non-empty and

inf
Ωη,ε

{(
b(x)l(|∇u|)

)−1

∆ϕu
}
≤ 0,

where, again, the inequality has to be intended in the way explained above.

Remark 2.11. Condition Ωη,ε 6= ∅ in (2.15) is not automatic: for example, consider
the function u(x) = exp(−|x|) on Rm\{0}, for which |∇u| → 1 when u→ u∗ = 1.
However, it is easy to see that Ωη,ε is always non-empty ifM is complete: by contra-
diction, if |∇u| ≥ ε on Ωη, take any maximal flow line γ of X = ∇u/|∇u| starting
from some x ∈ Ωη (it might be locally non-unique since X is just continuous, but
it exists by Peano theorem). Note that γ is defined on R+, since X is bounded
and M is complete, and that γ(R+) ⊂ Ωη. Thus, integrating (u ◦ γ)′ = |∇u| ≥ ε
on R+ we contradict u∗ <∞. This reasoning can also be seen as a consequence of
I. Ekeland quasimaximum principle.

As we shall see in a short while, (WMP∞) and (SMP∞) hold under mild
geometric assumptions, involving the Ricci curvature or the volume growth of
geodesic balls. Moreover, (WMP∞) is equivalent to (L) for Liploc solutions, for
each f with f(0) = 0 and f > 0 on R+. Both principles relate to (KO0) and
(KO∞) to guarantee, respectively, (CSP) and (SL). To better describe our results
and properly place them in the literature, we separately comment on each of the
properties in Definitions 2.6 and 2.10.

2.3 Notation and conventions

Hereafter, given two non-negative functions h1, h2 : R→ R, we write

h1 � h2 on an interval (a, b) ⊂ R

to indicate that there exists a constant C ≥ 1 such that

C−1h1(t) ≤ h2(t) ≤ Ch1(t) ∀ t ∈ (a, b).

Given a complete manifold M , we denote with r(x) the distance of x from a fixed
subset O ⊂ M that we call an origin. The origin may be a point (in this case,
we denote it by o) or a relatively compact, open set with smooth boundary. It is
known that r is smooth on an open, dense subset DO ⊂M\O, and we denote as
usual cut(O) = M\(DO ∪ O) the cut-locus of O, see Chapter 3 for more details.
A geodesic ball of radius r centred at O will be denoted with Br, and |A| will
mean either the Riemannian volume measure or the induced (m− 1)-dimensional
Hausdorff measure of a set A, according to the case and provided that there is no
risk of confusion. For instance, |Br| and |∂Br| denote, respectively, the volume of
a geodesic ball Br and the (m− 1)-Hausdorff measure of ∂Br. On DO, we define
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the radial sectional curvature Secrad to be the restriction of the sectional curvature
Sec to planes containing ∇r. Henceforth, with the notation

Secrad ≤ G(r)

for some G ∈ C(R+), we mean that

Sec(X ∧∇r)(x) ≤ G
(
r(x)

)
for each x ∈ DO and X ⊥ ∇r(x), |X| = 1, where X ∧ ∇r is the 2-plane spanned
by X and ∇r.

2.4 The finite maximum principle (FMP)

Beyond the basic requirements (2.3) and (2.5), assume also
ϕ ∈ C1(R+), ϕ′ > 0 on R+,

tϕ′(t)

l(t)
∈ L1(0+).

(2.16)

We construct F and K respectively as in (2.7) and (2.8). If f > 0 in a right
neighbourhood of zero, the validity of (FMP) turns out to depend on the next
non-integrability requirement:

1

K−1 ◦ F
6∈ L1(0+). (¬KO0)

If l ≡ 1, that is, K coincides with the function H in (2.10), and if f is non-
decreasing and positive, in [195, 198] property (FMP) is shown to be equivalent to
(¬KO0), see also Chapter 5 and Theorem 1.1.1 of [196]. We presently extend such
a characterization to the case of a non-constant function l. The literature on the
finite maximum principle for quasilinear inequalities is fairly intricate, with con-
tributions from a number of different mathematicians. A detailed and commented
account of previous works can be found in [196, p. 125] and in [195]. To introduce
our main result, we begin with

Definition 2.12. Given a constant C ≥ 1, we say that a function h : R → R is
C-increasing on (a, b), −∞ ≤ a < b ≤ ∞, if

∀ t ∈ (a, b), sup
a<s<t

h(s) ≤ Ch(t).

Clearly, 1-increasiness corresponds to h being non-decreasing, but on the
other hand C-increasiness allows oscillations of h, so that, for example,

h(t) = t2(2 + sin t) is 3-increasing on [0,∞).
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Theorem 2.13. Let M be a Riemannian manifold, and assume that ϕ, b, f, l satisfy
(2.3), (2.5) and (2.16). Suppose further that

- f(0)l(0) = 0;

- f is non-negative and C-increasing on (0, η0), for some η0 > 0;

- l is C-increasing on (0, ξ0), for some ξ0 > 0.

Then, (FMP) holds for non-negative solutions u ∈ C1(Ω) of (P≤) on a domain
Ω ⊂M if and only if either

f ≡ 0 on [0, η0),

or

f > 0 on (0, η0), and
1

K−1 ◦ F
6∈ L1(0+).

Remark 2.14. For the sake of clarity, in [195] no differentiability of ϕ is needed:
indeed, ϕ′ does not appear in the definition of H, and the authors just require
ϕ to be strictly increasing. However, the presence of a possibly only continuous
function l forces us to increase the regularity of ϕ to be able to define K.

Example 2.15. Observe that Theorem 2.13 applies to the inequality

∆pu ≤ uω|∇u|q,

with p > 1, ω ≥ 0, q ∈ [0, p), to guarantee that (FMP) holds if and only if

ω + q ≥ p− 1.

The proof of Theorem 2.13 follows the standard method used to prove Hopf
type lemmas, that is, it relies on the construction of suitable radial solutions of
(P≥) defined on annuli (see [195, 196]). However, the study of the related ODE
is, for nontrivial gradient terms l, considerably more involved than that in [196].
This calls for a detailed investigation of singular Dirichlet and mixed Dirichlet-
Neumann problems for quasilinear ODEs, accomplished in Section 5. The results
therein have independent interest, and are central in many of the main theorems
of the present book.

For inequalities of the type

∆p,qu ≤ f(u),

where ∆p,q is the operator in Example 2.4, very recently in [191] the authors
succeeded to prove Theorem 2.13 without requiring the C-monotonicity of f . It is
likely that the same is possible also for (P≤) in our generality, and so we propose
the following

Problem 1. Is it possible to prove Theorem 2.13 without requiring the C-monoto-
nicity of f and l? Or, at least, keeping the C-monotonicity of just one of them?



2.5. Strong and weak maximum principles at infinity 25

2.5 Strong and weak maximum principles at infinity

We start describing the origin of properties (SMP∞) and (WMP∞), and for
simplicity we restrict to the case b ≡ 1, l ≡ 1 and ∆ϕ = ∆, the Laplace-Beltrami
operator. In this case, when u ∈ C2(M), (SMP∞) and (WMP∞) can equivalently
be restated as the existence of a sequence of points {xk}k∈N ⊂M such that

u(xk) > u∗ − 1

k
, ∆u(xk) <

1

k
, |∇u|(xk) <

1

k
(2.17)

for (SMP∞) to hold, and

u(xk) > u∗ − 1

k
, ∆u(xk) <

1

k

for (WMP∞) to hold. The property is obvious if u attains its supremum, in par-
ticular if M is compact, since each xk can be chosen to be equal to a maximum
point of u. We can therefore argue that (SMP∞), (WMP∞) are ways to guarantee
that M is, loosely speaking, “not too far from being compact”, and in fact they
effectively replace the lack of compactness of M in the investigation of geometric
problems. The validity of (SMP∞) has first been studied in the pioneering papers
by H. Omori [174] and S.T. Yau (cf. [239] and [50]), and for this reason is called
the Omori-Yau principle: it proved to be a fundamental tool, and currently there is
a huge number of results deriving from suitable applications of the principle. The
interested reader is referred to [181] and [6] for a detailed account and for a thor-
ough set of references. Omori in [174] realized that the validity of (SMP∞) is not
granted on a generic Riemannian manifold, although it is sufficient that M enjoys
very mild requirements. For example, by combining works of [52, 201, 181, 31], see
[6, Thm. 2.4], ∆ satisfies (SMP∞) whenever

Ric(∇r,∇r) ≥ −G(r) on Do, (2.18)

r(x) being the distance from a point o, and G ∈ C1(R) has the following properties:

G > 0, G′ ≥ 0,
1√
G
6∈ L1(∞). (2.19)

Clearly, in (2.18) and (2.19) what really matters is the growth of G at infinity. A
borderline example is given, for instance, by

G(t) � 1 + t2 on R+,

This is a particular case of a criterion discovered in [201, 181], granting the validity
of (SMP∞) provided that M supports a function satisfying

w ∈ C(M) ∩ C2(M\K) for some compact K,

w(x)→ +∞ as x diverges in M,

|∇w| ≤
√
G(w), ∆w ≤

√
G(w) on M\K,

(2.20)
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where G meets the requirements in (2.19). Note that the second in (2.20) means
that all lower level sets {w ≤ const} are compact. Indeed, it is sufficient that
w ∈ C(M) and solves the inequalities in (2.20) in the viscosity sense (cf. [153]):
under the assumption (2.18), for instance, the function

w(x) = log

∫ r(x)

0

ds√
G(s)

for r >> 1

satisfies (2.20) in the viscosity sense. For reasons that will be soon justified, we call
w a strong Khas’minskii potential. To the best of our knowledge, this is essentially
the only effective known condition, and w is often explicitly given not exclusively
via curvature bounds like (2.18), but also by the geometrical nature of the problem
at hand. This is the case, for instance, of immersed submanifolds, where w depends
on extrinsic data, and of generic Ricci soliton structures, see [6].

When the operator is nonlinear and non-homogeneous, to guarantee (SMP∞)
we need, instead of a single function w, an entire family of strong Khas’minskii
potentials, see Section 8 below, [3] and Chapter 3 in [6]. For b−1∆ϕ, (SMP∞) has
been studied in [181, Sec. 6] and [192, Thm 1.1], and again a family of potentials
of strong Khas’minskii type is exhibited to ensure (SMP∞) under an appropriate
Ricci curvature bound. The construction of the potential in these papers is hand-
made and appears not easily generalizable to cover the case of a non-constant l.
Therefore, although our present strategy to prove (SMP∞) for (bl)−1∆ϕ is still
based on finding a strong Khas’minskii potential family, the construction of the
latter relies on a different approach involving the study of the maximal domain
of existence and the asymptotic behaviour of solutions of a singular two-points
boundary ODE problem, see Sections 5 and 8.1.

For the convenience of the reader, we summarize the assumptions of ϕ, l in
the following:

ϕ ∈ C(R+
0 ) ∩ C1(R+), ϕ(0) = 0, ϕ′ > 0 on R+;

l ∈ C(R+
0 ), l > 0 on R+;

tϕ′(t)

l(t)
∈ L1(0+).

(2.21)

We shall also require the growth conditions l(t) ≥ C1
ϕ(t)

tχ
on (0, 1], for some C1 > 0, χ ≥ 0;

ϕ(t) ≤ C2t
p−1 on [0, 1], for some C2 > 0, p > 1.

(2.22)

Remark 2.16. Since l is continuous up to zero, if ϕ(t) � tp−1 near t = 0 the
first condition in (2.22) forces the upper bound χ ≤ p − 1. For example, in the
p-Laplacian case where ϕ(t) = tp−1, chosen l(t) = tq, the first in (2.22) holds if
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and only if q ∈ [0, p − 1]. Furthermore, to recover the case l constant the best
choice of χ is

χ = p− 1;

the choice χ = 0 represents the borderline case of strong gradient dependence
l(t) � ϕ(t) near t = 0. The latter often needs a special care to be treated.

We express our main result in terms of a sharp condition on the Ricci tensor.

Theorem 2.17. Let M be a complete m-dimensional manifold such that, for some
fixed origin o ∈M , the distance r(x) from o satisfies

Ric(∇r,∇r) ≥ −(m− 1)κ2
(
1 + r2

)α/2
on Do, (2.23)

for some κ ≥ 0, α ≥ −2. Let l and ϕ satisfy (2.21) and (2.22). Consider 0 < b ∈
C(M) such that

b(x) ≥ C
(
1 + r(x)

)−µ
on M,

for some constants C > 0, µ ∈ R. If

µ ≤ χ− α

2
and either

{
α ≥ −2 and χ > 0, or

α = −2, χ = 0 and κ̄ ≤ p−1
m−1 ,

(2.24)

with κ̄ = 1
2

(
1 +
√

1 + 4κ2
)
, then (bl)−1∆ϕ satisfies (SMP∞).

In particular, the Euclidean space M = Rm is recovered by choosing κ =
0, α = −2, while, to deal with the hyperbolic space Hm of constant sectional
curvature −1 we choose κ = 1, α = 0. Even for these model manifolds, Theorem
2.17, in the above generality on b and l, is new. As an example, Corollary 8.7 in
Section 8.1 expresses the result for the mean curvature operator both in Rm and
in Hm.

Next, we turn our attention to (WMP∞), introduced in [179] following the
observation that, in many geometric applications, the gradient condition in (2.17)
was unnecessary. It has various advantages with respect to (SMP∞): first, it can
be stated for u ∈W 1,p

loc (M), p ≥ 1, which is a natural regularity class for solutions
of (P≥); second, the absence of the gradient bound allows to directly use the
weak formulation together with refined integral estimates, to obtain sharp criteria
for (WMP∞) that just depend on the volume growth of geodesic balls Br, a
requirement implied, but not equivalent, to (2.23). This approach will be described
in more detail below.

Remark 2.18. It is important to observe that there exist manifolds satisfying
(WMP∞) but not (SMP∞), hence the two principles are different. Counterex-
amples are very easy to construct in the setting of incomplete manifolds (indeed,
Rm\{0} satisfies (WMP∞) but not (SMP∞), see [181]), and a nice example in the
complete case appeared recently in [32].

First, we introduce the following characterizazion improving on [179, 183,
157]. Despite the simplicity of the proof, the equivalences stressed below are par-
ticularly useful in geometric applications.
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Proposition 2.19. Let ϕ and b, f, l satisfy respectively (2.3) and (2.5). Then, the
following properties are equivalent:

(i) (bl)−1∆ϕ satisfies (WMP∞);

(ii) (L) holds for Liploc solutions, for some (equivalently, every) f with

f(0) = 0, f > 0 on R+;

(iii) each solution u ∈ Liploc(M) solving (P≥) on M and bounded above satisfies
f(u∗) ≤ 0.

It should be stressed that, by a generalization of work of R.Z. Khas’minskii
[132] (see [107] for a nice exposition), (L) with the choice f(t) = λt and λ > 0
is related to the theory of the (minimal) Brownian motion on M , and indeed
equivalent to the stochastic completeness of M , that is, the infinite lifetime of a.e.
Brownian path. Exploiting this last equivalence, A. GrigorYan in [107, Thm. 9.1]
found the weakest known geometric condition on a complete M for ∆ to satisfy
(L) with f(t) = λt and λ > 0, that is,

r

log |Br|
6∈ L1(∞).

However, the beautiful method of proof in [107] relies on the linearity of the
Laplace-Beltrami operator. Hence, the search for similar volume conditions for
general ∆ϕ calls for different ideas, developed in a series of works [131, 180, 207,
208] and refined in [181, 156]. Our contributions are contained in Theorems 7.5
and 7.15 below.

Remark 2.20. A characterization similar to that of Proposition 2.19 holds for
(L) when f ≡ 0 in a right neighbourhood of zero. In fact, by [183, Thm. A]
(for ∆p) and [181] (general ∆ϕ), for these f ’s property (L) is equivalent to the
parabolicity of ∆ϕ, see also [157]. For the p-Laplace operator, parabolicity is more
often introduced via capacity estimates, see Section 4.1 below for details and
references.

Remark 2.21. Khas’minskii introduced a sufficient condition for M to be stochas-
tically complete in terms of the existence of w satisfying all of the properties in
(2.20) but that on the gradient, with G(t) = λt, λ > 0, see [132, 107]. This justifies
the name strong Khas’minskii condition given to (2.20). It should be observed that,
for a large class of operators including some geometrically relevant fully nonlinear
ones, appropriate Khas’minskii conditions turn out to be equivalent to suitably
defined maximum principles at infinity, see [157] and the recent [153].

To introduce a special case of our second main Theorem 7.5, observe that
(2.23) implies, via the Bishop-Gromov comparison theorem, the following esti-
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mates:

lim sup
r→∞

log |Br|
r1+α/2

<∞ if α > −2,

lim sup
r→∞

log |Br|
log r

≤ (m− 1)κ̄+ 1 if α > −2,

(2.25)

with

κ̄ =
1

2

(
1 +

√
1 + 4κ2

)
.

Regarding our assumptions on ϕ and l, differently from (2.21) we now require
the milder {

ϕ ∈ C(R+
0 ), ϕ(0) = 0, ϕ > 0 on R+;

l ∈ C(R+
0 ), l > 0 on R+.

(2.26)

We also need the next growth conditions, to be compared to those in (2.22).


l(t) ≥ C1

ϕ(t)

tχ
on R+, for some C1 > 0, χ ≥ 0;

ϕ(t) ≤ C2t
p−1 on [0, 1], for some C2 > 0, p > 1;

ϕ(t) ≤ C̄2t
p̄−1 on [1,∞), for some C̄2 > 0, p̄ > 1.

(2.27)

The use of different upper bounds for ϕ(t) related to its behaviour near t = 0
and t = ∞ is crucial to obtain sharp results in the setting, for instance, of the
mean curvature operator as well as of the (p, q)-Laplacian, that is ∆p,q = ∆p+∆q.
We are now ready to state

Theorem 2.22. Let M be a complete m-dimensional manifold. Fix α ≥ −2 and
suppose that

lim inf
r→∞

log |Br|
r1+α/2

= V∞ <∞ if α > −2;

lim inf
r→∞

log |Br|
log r

= V∞ <∞ if α = −2.
(2.28)

Let ϕ and l satisfy (2.26) and (2.27), and consider 0 < b ∈ C(M) such that

b(x) ≥ C
(
1 + r(x)

)−µ
on M,

for some constants C > 0, µ ∈ R. Suppose:

µ ≤ χ− α

2
and either



α ≥ −2, χ > 0, or

α ≥ −2, χ = 0, µ < −α2 , or

α > −2, χ = 0, µ = −α2 , V∞ = 0, or

α = −2, χ = 0, µ = −α2 , V∞ ≤ p.

(2.29)
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Then, (bl)−1∆ϕ satisfies (WMP∞).

Remark 2.23. As underlined in Remark 2.16, p and p̄ are implicitly related to
bounds on χ via (2.27). However, we feel remarkable that p, p̄ do not appear in
conditions (2.29), apart from the last borderline case. A detailed discussion follows
the statement of Theorem 7.5 in Section 7.

Suitable counterexamples show the sharpness of Theorem 7.5, and conse-
quently of Theorem 2.22, with respect to each parameter involved. In particular,
the restrictions in (2.29) are sharp.

Conjecture 2.24. In the setting of Theorem 2.17, the full (SMP∞) holds if the
range (2.24) is replaced by (2.29).

To better appreciate the range of applicability of Theorem 2.22, we state as a
direct corollary the following extension of Do Carmo-Lawson’s Theorem 1.3 in the
minimal setting. The result is a particular case of Theorems 7.17 and 7.18 below.

Theorem 2.25. Let M be a complete manifold, and consider the warped product
M̄ = R×hM , with warping function h satisfying either

(i) h is strictly convex and h−1 ∈ L1(−∞) ∩ L1(∞), or

(ii) h′ > 0 on R, h′(s) ≥ C for s >> 1 and h−1 ∈ L1(∞).

If

lim inf
r→∞

log |Br|
r2

<∞,

then

under (i), the only entire minimal graph over M is the constant u = s0,
where s0 is the unique minimum of h.

under (ii), there exists no entire minimal graph over M .

The corresponding statement for variable mean curvature will be given in
Theorem 8.11, under the validity of (SMP∞). It should be noted that, besides
bounded solutions, in Theorem 7.5 we can also consider solutions u of

∆ϕu ≥ b(x)f(u)l(|∇u|) on Ωη = {u > η}

with a controlled growth at infinity. Indeed, under appropriate assumptions, the
theorem guarantees both that u∗ <∞ and that f(u∗) ≤ 0. The result is a signifi-
cant improvement of [156, Thm 5.1] and [4, Thm. 2.1]; it applies, for instance, to
differential inequalities with borderline gradient dependence of the type

∆ϕu ≥ b(x)f(u)ϕ(|∇u|) on M,

to ensure that, under mild assumptions, any solution that grows polynomially is
bounded from above and satisfies f(u∗) ≤ 0. Recall that, by definition, u grows
polynomially if there exists σ ≥ 0 such that

|u(x)| = O
(
r(x)σ

)
as r(x)→∞.
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The reader that is interested in such borderline examples can see Corollary 7.9,
as well as Theorem 7.12 in the particular setting of the mean curvature operator.
Results in the spirit of Corollary 7.9 below, with a dependence on the gradient,
appear in [86, 87] on Euclidean space Rm, and will be compared with ours in
Section 7. In a manifold setting, due to the possible lack of a polynomial bound
for the growth of the volume of geodesic balls, the integral methods in [86, 87, 66,
64, 36] are, in most of the cases, not sufficient to get sharp conclusions. Indeed,
even in the polynomial setting of Euclidean space, Theorem 7.5 complements and
in some cases improves on the existing literature.

We report here the following application to entire vertical self-translators of
the mean curvature flow:

Theorem 2.26. Let (Mm, 〈 , 〉) be a complete manifold and consider the product
M̄m+1 = R×M . Fix 0 ≤ σ ≤ 2 and suppose that either

σ < 2 and lim inf
r→∞

log |Br|
r2−σ <∞, or

σ = 2 and lim inf
r→∞

log |Br|
log r

<∞.
(2.30)

Then, there exist no entire graph Σ ⊂ M̄ of v : M → R which is a self-translator
for the MCF with respect to the vertical direction ∂s and satisfies

|u(x)| = o
(
r(x)σ

)
as r(x)→∞, if σ > 0;

u∗ <∞, if σ = 0.

Remark 2.27. Specializing Theorem 2.26 in Euclidean space Rm+1, there is no
entire graph v : Rm → R over the horizontal Rm which is a self-translator in the
vertical direction and satisfies v = o(r2) as r →∞. The result is sharp, since the
bowl soliton in Rm+1 (cf. [9] and [55, Lem. 2.2]) and the non-rotational manifolds
in [233] for m ≥ 3 are examples of entire (convex) graphs which translate vertically
by MCF and have order of growth r2.

Other applications for entire self-translators in Rm+1 (not necessarily verti-
cal) and for entire self-expanders will be given in Theorems 7.20 and 7.23, respec-
tively.

We conclude with the next observations: in view of the volume estimates
(2.25) that follow from the Ricci bound (2.23), Theorems 2.17 and 2.22 hold pre-
cisely for the same range of α, µ, χ (aside from some borderline cases covered by
(2.29) but not by (2.24)). In view of this, the following problem seems interesting
to us:

Problem 2. Prove or disprove by exhibiting a counterexample (in a complete man-
ifold), the validity of (SMP∞) in the assumptions of Theorem 2.22.
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2.6 The strong Liouville property (SL)

In the literature, the validity of (SL) has been mainly investigated by means
of two different approaches: radialization techniques and refined comparison the-
orems [156, 197, 193, 33], or integral estimates, in the spirit of the work of E.
Mitidieri and S.I. Pohozaev [162], see [64, 86, 87, 66, 219]. Assume the validity of
(2.16) and (2.9), in order for the function K in (2.7) to realize a homeomorphism
of R+

0 onto itself. Suppose that

f > 0 on (T,∞), for some T ≥ 0,

and set

F (t) =

∫ t

T

f(s)ds. (2.31)

Under these assumptions, the proof of the validity of (SL) via radialization tech-
niques relies on the construction of suitable blowing-up radial supersolutions, ex-
plicitly related to the Keller-Osserman condition

1

K−1 ◦ F
∈ L1(∞). (KO∞)

As far as we know, (KO∞) first appeared for nontrivial l in the work of R. Redheffer
[202] (Corollary 1 therein) for the inequality

∆u ≥ f(u)l(|∇u|).

Since then, it has been systematically studied by various authors. Among them,
for nontrivial l we quote

- [37] (for the 1-dimensional problem), [14, 105, 91] (when ∆ϕ is the mean
curvature operator) and [158, 95, 91] (when ∆ϕ is the p-Laplacian);

- in a sub-Riemannian setting, [147, 35, 33, 34, 4].

For further generalizations to quasilinear inequalities, possibly with singular or
degenerate weights, we refer to [63, 65, 92, 162].

We first discuss the necessity of (KO∞) for (SL), and recall that a point
o ∈M is said to be a pole if the exponential map

expo : ToM ≈ Rm →M

is a diffeomorphism. It can be proved that o is a pole for M if and only if the dis-
tance function r(x) = dist(x, o) is smooth outside of o, see [177] and the references
therein. As a particular case of Theorem 10.3 below, we obtain the next theorem
(recall Section 2.3 for the definition of the radial sectional curvature Secrad).
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Theorem 2.28 (Necessity of (KO∞)). Let Mm be a complete Riemannian manifold
with a pole o ∈M , and assume that

Secrad ≤
1

4r2
on M\{o}. (2.32)

Let ϕ, b, f, l satisfy (2.21), (2.9), (2.5) and

f(0) = 0, f > 0 and C-increasing on R+.

Then, (KO∞) is necessary for the validity of (SL).

Inequality (2.32) is a mild requirement just needed to ensure that the model
to be compared to M is complete and the volume of its geodesic spheres increases.
It allows to apply Theorem 2.28 to all Cartan-Hadamard manifolds (cf. Definition
3.3), a class that includes both the Euclidean and the hyperbolic space. This might
suggest that (2.32) be just a technical assumption (although seemingly not easy
to remove) and thus, loosely speaking, that geometry does not affect implication
(SL) ⇒ (KO∞).

On the contrary, the sufficiency of (KO∞) heavily depends on the validity of
maximum principles at infinity. To investigate the interplay, it is worth to consider
(SL) as the combination of two properties:

- an L∞-estimate for non-negative solutions of (P≥);

- property (L) for bounded, non-negative solutions of (P≥).

Note that (KO∞) plays a role in the first property, while, by Proposition 2.19,
the second property is equivalent to (WMP∞) provided that f(0) = 0 and f > 0
on R+. As a first result, Theorem 10.5 below relates directly (SMP∞) to (SL), by
showing that for some classes of operators, notably including the p-Laplacian with
constant b, and for general f with f > 0 on R+,

(KO∞) + (SMP∞) =⇒ (SL). (2.33)

However, for more general operators, in particular for non-homogeneous ones, such
a simple relation is currently unknown. Nevertheless, for large classes of functions
ϕ, b, f, l, we can guarantee (SL) by coupling (KO∞) with the lower Ricci curva-
ture bounds considered in Theorem 2.17, the latter being sharp for the validity
of (SMP∞). This is the content of Theorems 10.19 and 10.20 below, dealing re-
spectively with the case χ > 0 and χ = 0, that should be considered the main
results of Subsection 10.2. We refer therein for the statements in full generality,
and quote the following corollary for the mean curvature operator:

Theorem 2.29. Let Mm be complete and assume that

Ric(∇r,∇r) ≥ −(m− 1)κ2
(
1 + r2

)α/2
on Do,
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for some constants κ ≥ 0, α ≥ −2 and some origin o. Let b, f, l satisfy (2.5) and

b(x) ≥ C1

(
1 + r(x)

)−µ
on M,

f(0) = 0, f > 0 and C-increasing on R+,

l(t) ≥ C1
t1−χ√
1 + t2

on R+,

for some constants C,C1 > 0, µ ∈ R, χ ∈ (0, 1] with

µ ≤ χ− α

2
.

Then, under the validity of the Keller-Osserman condition

F−
1

χ+1 ∈ L1(∞) (2.34)

with F as in (2.31), (SL) holds for C1 solutions of

div

(
∇u√

1 + |∇u|2

)
≥ b(x)f(u)l(|∇u|) on M.

Suitable counterexamples will show the sharpness of (2.34), that seems to be
new even in the Euclidean and hyperbolic space settings, corresponding, respec-
tively, to α = −2 and α = 0.

Remark 2.30. If χ = 0 and no Keller-Osserman condition is assumed, a Liouville
theorem that well matches with the above result can be found in Theorem 7.12
below.

When f(t) is a power of t, say f(t) � tω in a neighbourhood of infinity,
(2.34) becomes ω > χ. In this case, we will prove (SL) under a mere volume
growth requirement. More precisely, we have the following

Theorem 2.31. Assume that the conditions in Theorem 2.22 are satisfied, with the
second and third of (2.27) replaced by

ϕ(t) ≤ Ctp−1 for t ∈ R+,

for some p > 1, C > 0. Let f ∈ C(R) satisfy

f(t) ≥ C2t
ω for some C2 > 0 and each t >> 1.

If ω > χ, then any non-constant u ∈ Liploc(M) solution of (P≥) on M is bounded
from above and satisfies f(u∗) ≤ 0. In particular, if f > 0 on R+, (SL) holds for
Liploc solutions.
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The argument of the proof of Theorem 2.31, though close in spirit to that
of Theorem 2.22, uses a different combination of integral estimates. Nevertheless,
unlike [162, 64, 86, 87, 66] which treat similar results in Rm, our method has again
the advantage to work in settings where the volume growth of geodesic balls is not
polynomial. This requires an iterative procedure originally due to [180, 181], of
independent interest, but the appearance of the function l also requires a careful
mixing with techniques in [87].

To describe the range of applicability of Theorem 2.31, we consider the cap-
illarity equation

div

(
∇u√

1 + |∇u|2

)
= κ(x)u on M, (2.35)

modelling a graphical interface in M ×R whose mean curvature is proportional to
the height of the graph via the non-homogeneous coefficient κ(x). Then, we have

Theorem 2.32. Suppose that M is complete and that

κ(x) ≥ C
(
1 + r(x)

)−µ
on M, (2.36)

for some constants C > 0 and µ < 2. If there exists ε > 0 such that

lim inf
r→∞

log |Br|
r2−ε−µ <∞, (2.37)

then the only solution of the capillarity equation (2.35) on M is u ≡ 0.

To the best of our knowledge, Theorem 10.39 seems to us to be the first result
considering entire solutions of (2.35) in a manifold setting, in particular allowing
the volume of geodesic balls to grow faster than polynomially. Nevertheless, it
is of interest even for Euclidean space, guaranteeing u ≡ 0 whenever µ < 2. To
our knowledge, when κ > 0 is constant the vanishing of u on Rm solving (2.35)
was first obtained in [225, 168] with no growth assumptions on u (cf. also [196,
Thm. 8.1.3] for u growing polynomially). The methods in [225, 168] are different
from one another; in particular, that in [225] has later been extended in [218] to
more general inequalities, and Theorem 2.32 is shown to hold on Rm but only for
µ < 1. Recently, in [86] the authors were able to achieve the sharp bound µ < 2 for
solutions on Rm. In Section 10.6, we will describe in more detail the relationship
between our result and those in [86], and we will improve on [225, 168, 196, 218, 86]
for a class of equations including (2.35). We stress that none of the methods therein
easily adapt to manifolds just satisfying (2.37).

Remark 2.33. Theorem 2.32 has a curious and unexpected feature: although (2.35)
does not contain a gradient term, the “artificial” inclusion of a suitable l(|∇u|) in
the right-hand side of (2.35) is the key to prove the corollary as a consequence
of the Keller-Osserman condition ω > χ in Theorem 2.31 (note that ω = 1 for
(2.35)). This is in striking contrast with previous results for equation

div

(
∇u√

1 + |∇u|2

)
= b(x)f(u), (2.38)
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in a manifold setting: for instance, to obtain the vanishing of u in (2.38) when
f(t)t ≥ C|t|ω+1 on R, Theorem 4.8 in [181] needs inequality ω > 1, which does
not hold for (2.35). Loosely speaking, inserting a suitable gradient term enables
us to weaken the requirement in the Keller-Osserman condition up to include the
capillarity equation.

Observing that the volume growth conditions in Theorem 2.31 coincide with
those in Theorem 2.22 for the validity of (WMP∞), one might wonder whether
(2.33) can be weakened to

(KO∞) + (WMP∞) =⇒ (SL). (2.39)

In Example 10.11 below, we will show that (WMP∞) is not sufficient, and
the full strength of (SMP∞) is needed. The counterexample is, however, on an
incomplete manifold, and suggests the following

Problem 3. Prove or disprove: if M is a complete manifold, then the implication
(2.39) holds at least for a subclass of operators ∆ϕ and b, f, l.

2.7 The compact support principle (CSP)

Unlike that on (L) and (SL), the literature on (CSP) is not so extensive.
The subject initiated with the seminal paper by R. Redheffer [204], and received
a renewed interest in the last 15 years starting from [198], see also [109, 190, 88]
and the monograph [196]. However, all these works consider the problem in the
setting of Euclidean space, and to our knowledge just [193, 205, 209] analyze the
role played by the geometry of the underlying manifold. As we shall see, the link
between geometry and (CSP) does not depend on the validity of a maximum
principles at infinity: to explain which geometric conditions are to be expected,
we first comment on the following result in [193, Thm. 1.1]:

Theorem 2.34 ([193]). Let M be a complete manifold, and let r be the distance
from a fixed origin o. Assume (2.3) and that ϕ is strictly increasing on R+. Let
f ∈ C(R) satisfy

f(0) = 0, f > 0 and non-decreasing on some [0, η0), η0 > 0. (2.40)

Then, in order for (CSP) to hold for (P≥) with b(x) = 1, l(t) = 1 it is necessary
that

1

H−1 ◦ F
∈ L1(0+), (2.41)

where F and H are defined in (2.8) and (2.10). Viceversa, (2.41) is also sufficient
for (CSP) provided that

inf
M

∆r > −∞ (2.42)

holds in the weak sense.
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As a matter of fact (cf. Proposition 3.10 in Section 3.2), (2.42) forces the
origin o to be a pole for M , in particular r is smooth on M\{o}. With the aid
of the Hessian comparison theorem, (2.42) holds for a large class of manifolds
including Cartan-Hadamard ones, such as the Euclidean and hyperbolic spaces.
On the other hand, the topological restriction imposed by the existence of a pole
is binding, and it would be desirable to remove it. However, already in [193] the
authors realized that a condition like (2.42) or some other extra assumption needs
necessarily to be included. Their example, reported below, is illustrative.

Example 2.35. Consider the radially symmetric model

Mg = (Rm,ds2
g), ds2

g = dr2 + g(r)2dθ2,

where dθ2 is the standard round metric of curvature 1 on the unit sphere, and
0 < g ∈ C∞(R+) satisfy g(r) = r for r ∈ [0, 1] and g(r) = exp{−rα} for r ≥ 2, for
some α > 2. Clearly, M is a manifold with pole o ∈ Rm. Then, for each ω ∈ (0, 1)
the function

u(r) = r−β , β ∈
(

0,
α− 2

1− ω

]
solves ∆u ≥ Cuω on the end Ω = M\BR, for R large enough and for a suitable
constant C > 0. Although (2.41) holds, u clearly contradicts (CSP). Note that in
this case ∆r = −(m− 1)αrα−1, hence (2.42) is violated.

A more elaborated example along these lines will be given in Section 7 below.
The construction shows that, in sharp contrast with (SL) and (L), what matters
in this case is that M should not possess ends shrinking too rapidly at infinity.
This is the content of our first contribution to (CSP). We begin defining a weaker
notion of a pole, to allow a nontrivial topology on M .

Definition 2.36. Let O ⊂ M be a relatively compact, open set with smooth
boundary in M . We say that O is a pole of M if the normal exponential map
expO : TO⊥ →M\O realizes a diffeomorphism.

Here, TO⊥ is the subset of the normal bundle of ∂O consisting of vectors
pointing outward from O. The case of a point o being a pole can easily be recovered
by choosing O = Bε(o) for ε small enough. Let r be the distance function from O,
which is therefore smooth on M\O. Denote with II−∇r the second fundamental
form of ∂O with respect to the inward unit normal −∇r, and let

BR(O) = {x ∈M : 0 < r(x) < R}.

Beyond the standard requirements (2.3) and (2.5) we assume (2.16), in order for
K to be defined, and the following condition corresponding to (2.40):

f is positive and C-increasing on (0, η0), for some η0 > 0.

l is C-increasing and locally Lipschitz on (0, ξ0), for some ξ0 > 0.

f(0)l(0) = 0.

(2.43)
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Set F as in (2.8). We first address the necessity of the Keller-Osserman condition

1

K−1 ◦ F
∈ L1(0+). (KO0)

In analogy with Theorem 2.34, we see that there is no geometric obstruction, at
least on manifolds with a pole.

Theorem 2.37 (Necessity of (KO0)). Let M be a manifold with a pole O. Assume
(2.3), (2.5), (2.16) and (2.43). Then, (KO0) is necessary for the validity of (CSP)
for (P≥).

The proof relies on the construction of a suitable radial solution of a Dirichlet
problem at infinity for singular ODEs, of independent interest. As for the suffi-
ciency part, geometry enters into play, and the statement is considerably more
elaborated. We state the following corollary of our main result, Theorem 9.13 in
Section 9.

Theorem 2.38. Let (M, 〈 , 〉) be a manifold with a pole O, whose radial sectional
curvature satisfies

Secrad ≤ −κ2(1 + r)α on M\O, (2.44)

for some κ ≥ 0, α ≥ −2. Suppose

II−∇r ≥ −Cα,κ〈 , 〉 on T∂O, (2.45)

with

Cα,κ =

 κ if α ≥ 0 or κ = 0,[
α+
√
α2+16κ2

4

]
otherwise.

Consider ϕ, b, f, l satisfying (2.3), (2.5), (2.16) and (2.43). Fix χ, µ ∈ R with

χ > 0, µ ≤ χ− α

2
(2.46)

and assume that

l(t) � t1−χϕ′(t) for t ∈ (0, 1),

b(x) ≥ C1

(
1 + r(x)

)−µ
for r(x) ≥ r0,

(2.47)

for some constants r0, C1 > 0. If there exists a constant cF ≥ 1 such that

F (t)
χ
χ+1 ≤ cF f(t) for each t ∈ (0, η0), (2.48)

then,

(CSP) holds for (P≥) ⇐⇒ (KO0).
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Remark 2.39. By (2.47), (KO0) is equivalent to

F−
1

χ+1 ∈ L1(0+).

Note also that the C-increasing property of l implies that t1−χl(t) is C-increasing
too, possibly with a different C, and this forces a bound on the vanishing of l near
t = 0. For instance, if

ϕ′(t) � tp−2, f(t) � tω for t ∈ (0, t0),

for some p > 1, ω > 0, then (2.47) holds with l C-increasing if and only if χ ≤ p−1,
(2.48) is satisfied whenever ω ≤ χ, and (KO0) is equivalent to ω < χ.

The bound (2.45) means, roughly speaking, that ∂O should not be too con-
cave in the inward direction. In particular, if κ = 0, (2.45) requires O to have a con-
vex boundary. By choosing O = Bε(o), the theorem applies to Cartan-Hadamard
manifolds.

Example 2.40. Another example to which Theorem 2.38 applies is that of hy-
perbolic manifolds with finite volume. It is known by the thick-thin decompo-
sition (see Theorem D.3.3 and Proposition D.3.12 in [17]) that a manifold Mm

with sectional curvature −1 and finite volume decomposes as the disjoint union
O∪Ω1 ∪ · · · ∪Ωs, where O is a smooth, relatively compact open set and, for each
j, Ωj is a non-compact cusp end isometric to the warped product R+

0 ×e−r Nm−1,
for some compact flat manifold (N, gN ), with metric dr2 + e−2rgN . Therefore, O
is a pole of M , r is the distance from O and a direct computation gives

II−∇r = −〈 , 〉 on T∂O,

precisely the borderline case in (2.45).

Remark 2.41. Observe that the bound µ ≤ χ− α
2 in (2.46) is the same as that in

(2.24) and (2.29) for the validity, respectively, of (SMP∞) and (WMP∞). Example
9.4 below shows that it cannot be weakened (see the range (9.18) of the parameter
there).

Because of the presence of nontrivial b, l, the proof of Theorem 2.38 is tech-
nically considerably more demanding than that of Theorem 2.34, and calls for a
few extra-assumptions guaranteeing certain mild “homogeneity properties”, which
account for conditions (2.47). However, the underlying principle is the same and
relies on the explicit construction of a radial, compactly supported, C1 solution of

∆ϕw ≤ b(x)f(w)l(|∇w|) on M\BR(O),

w ≥ 0 on M\BR(O),

w ≡ 0 on M\BR1
(O),

(2.49)

for some R1 > R, via a direct use of (KO0). We provide two variants of the
construction, that work under a mildly different set of assumptions: one of them
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is quite involved and closely related to that in [205] (which seems to be the only
reference investigating (CSP) with a gradient term l), while the other is new and
considerably simpler.

Athough sharp, Theorem 2.38 still requires the presence of a pole in order
to apply the Laplacian comparison theorem from below and deduce, from the
combination of (2.44) and (2.45), the lower bound

∆r ≥ −Cr α2 for r ≥ 1,

and some constant C > 0, which is the weighted version of (2.42). For the relevant
case of the p-Laplace operator, we introduce a different radialization method, that
we believe to be of independent interest. It is based on smooth functions replacing
the distance from O, and called for this reason fake distances. The method does not
require the existence of a pole. Suppose that M is a complete manifold satisfying

Ric ≥ −(m− 1)κ2〈 , 〉 on M, (2.50)

for some κ ≥ 0, and let vκ(r) be the volume of a geodesic sphere of radius r in the
space form of constant sectional curvature −κ2 (i.e. Rm for κ = 0 or the hyperbolic
space Hmκ of curvature −κ2 for κ > 0). We restrict here to the case

p ∈ (1,m],

the complementary case p > m being slightly different and discussed in Section
4.2. Assume

v
− 1
p−1

κ ∈ L1(∞)

(which always holds if κ > 0, while it is equivalent to p < m if κ = 0). Assume
that ∆p is non-parabolic on M , equivalently, that for each fixed origin o there
exists a positive Green kernel G(x, o) for ∆p with pole at o, that is, a solution of{

∆pG = −δo distributionally,

G(x, o) > 0 for x ∈M\{o},

where δo is the Dirac’s distribution at o. In view of the comparison theory for
kernels (cf. Chapter 6), in this case we can take G to be the minimal, positive
Green kernel on M , and define the fake distance % : M → R implicitly via the
equation

G(x, o) =

∫ ∞
%(x)

vκ(s)−
1
p−1 ds.

In the literature, the fake distance modelled on the Green kernel of the Laplace-
Beltrami operator has been used with great success to study the geometry in the
large of manifolds with non-negative Ricci curvature, see for instance the works of
Cheeger-Colding [46, 47, 48, 49], Colding-Minicozzi [57] and Colding [56], together
with the references therein. On the contrary, in a quasilinear setting and especially
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for the purposes of the present book, its use seems to be new. Differentiating the
identity defining %, we get

∆p% =
v′κ(%)

vκ(%)
|∇%|p.

Consequently, for each diffeomorphism ψ : R→ R we obtain

∆pψ(%) =
[
v−1
κ

(
vκ|ψ′|p−2ψ′

)′]
(%)|∇%|p. (2.51)

Since v−1
κ

(
vκ|ψ′|p−2ψ′

)′
is the expression of the p-Laplacian of a radial function in

the model of curvature −κ2, (2.51) enables us to construct solutions of (2.49) by
radializing with respect to % instead of r. The striking advantage is that % is smooth
and p-subharmonic, hence a bound of the type in (2.42) is automatically satisfied.
However, to be able to conclude the validity of (CSP), we need to control |∇%|
from above and to guarantee that % be an exhaustion function, equivalently, we
need the vanishing of G as x diverges. Both problems have been tackled in the very
recent [155], that has been conceived at the same time of the present monograph.
Indeed, our results in Chapter 4 are based on those in [155]. Concerning the
gradient bound, the main Theorem 4.15 below establishes the sharp estimate

|∇%| ≤ 1 on M\{o}.

On the other hand, sufficient conditions for the vanishing of G follow, for instance,
from the validity of Sobolev inequalities on M . We apply these ideas to obtain
a characterization of (CSP) on a class of manifolds satisfying (2.50), which is a
particular case of Theorem 9.24 and is somehow complementary to Theorem 2.38.
Unfortunately, a technical point forces us to make a further assumption on the
geometry of the Green kernel of ∆p. Although the requirement is rather weak, we
are aware of no result that guarantees its validity in a general setting.

Definition 2.42. We say that the weak Sard property (WS) holds if, for some origin
o, there exists a sequence sj → 0 such that the upper level sets Usj = {G > sj} of
the Green kernel with pole at o have the exterior ball condition:

∀x ∈ ∂Usj , there exists a ball B ⊂M\Usj such that x ∈ ∂B.

In view of Sard’s and the implicit function Theorems, (WS) is satisfied whenever
G ∈ Cm(M\{o}), which is clearly the case if p = 2. Refined versions of Sard’s
Theorem for Sobolev functions can be found in [70, 90, 12]. In a few special cases,
sharp results about the structure of the set of critical points of a p-harmonic
function were given, notably in R2 [129, 143] and for the p-capacity potential
of convex rings in Rm [142]. However, it seems reasonable to hope that (WS)
holds without geometric conditions on M at least in the range p ∈ (1, 2], which is
considered in our next result. We stress that the result is new and of interest even
in the semilinear case p = 2, for which (WS) is automatic.
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Theorem 2.43. Let (M, 〈 , 〉) be a complete m-dimensional Riemannian manifold
with

Ric ≥ −(m− 1)κ2〈 , 〉 on M, (2.52)

and assume that, for some p ∈ (1, 2] and ν > p, the Sobolev inequality(∫
|ψ|

νp
ν−p

) ν−p
ν

≤ Sp,ν
∫
|∇ψ|p (2.53)

holds for each ψ ∈ Lipc(M). Fix χ ∈ (0, p− 1] and

if χ ∈ (0, p− 1) and p ∈ (1, 2), assume property (WS).

Let f ∈ C(R) satisfy

f(0) = 0, f > 0 on (0, η0), f is C-increasing on (0, η0),

for some η0 > 0. Define F as in (2.8), and furthermore suppose

F (t)
χ
χ+1 ≤ cF f(t) on (0, η0),

for some cF > 0. Let Ω be an end of M . Then, (CSP) holds for solutions of ∆pu ≥ f(u)|∇u|p−1−χ on Ω

u ≥ 0, lim
x∈Ω, x→∞

u(x) = 0

if and only if

F−
1

χ+1 ∈ L1(0+).

Example 2.44. Conditions for the validity of (2.53) with ν = m will be given in
Section 4.4, see Examples 4.20, 4.21, 4.22 and 4.23. In particular, we stress that
(2.53) holds with ν = m if M is (complete and) minimally immersed in a Cartan-
Hadamard ambient space N . By Gauss equations, in this setting Theorem 2.43
can be applied provided that the minimal immersion M → N has bounded second
fundamental tensor in order to satisfy (2.52).

We stress that Theorem 9.24 below allows a dependence on the function b,
which is required to be bounded from below in terms of a decaying function of
%. However, to bound % from below with the more manageable r, one needs to
know an effective decay estimate for G at infinity. A particularly neat case is when
Ric ≥ 0 and

lim
r→∞

|Br|
rm

> 0,

namely, M has maximal volume growth compatible with the condition on Ric.
If m ≥ 3, it is known that M supports an isoperimetric inequality (cf. Example
4.21), thus our estimates for G and |∇%| guarantee that, for some constant C ≥ 1,

% ≤ r ≤ C% on M.
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The reader is referred to Theorem 9.26 below for the precise statement of the
result.

Observe that in Theorem 2.43 we require p ∈ (1, 2], that is, that the p-
Laplacian be non-degenerate. This condition is technical, and is necessary to apply
the comparison theorems that are currently available in the literature. For this
reason, we feel interesting to investigate the following

Problem 4. Prove or disprove the validity of Theorem 2.43 (or, more generally,
Theorems 9.24 and 9.26 below) in the full range p ∈ (1,∞).

When l is constant a further fake distance, recently constructed in [20], allows
to improve on Theorems 2.43 and 9.26 when u solves

∆u ≥ (1 + r)−µf(u),

by reducing the geometric conditions to the only

Ric ≥ −(m− 1)κ2
(
1 + r2

)α/2〈 , 〉,
for some κ > 0 and α ∈ (−2, 2]. The threshold α = 2 is sharp and related to a
probabilistic requirement called the Feller property, cf. [13, 185]. More details on
this issue are given at page 185.

2.8 More general inequalities

The techniques discussed in the present book are also effective to investigate
more general inequalities of the type

∆ϕu ≥ b(x)f(u)l(|∇u|)− b̄(x)f̄(u)l̄(|∇u|). (2.54)

This class includes (1.12), describing a geodesic graphs with a prescribed mean
curvature that is neither minimal nor a MCF soliton, and the inequality

∆pu ≥ f(u)− c|∇u|q, with q > 0, c > 0,

that, in the last section of the previous chapter, is discussed in connection to a
stochastic control problem (cf. [140, 199]). Existence and nonexistence of entire
solutions have been investigated in a series of papers, notably

- [139, 104], where the authors consider solutions of

∆u± b̄(x)|∇u|q = b(x)uγ on Rm, (2.55)

for q, γ ∈ R+ and non-negative b, b̄ that are allowed to vanish in a controlled
(yet very general) way. See also improvements in [227].
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- [94, 156], that concern quasilinear analogues of (2.55) when the driving op-
erator is, respectively, a weighted p-Laplacian and a general ϕ-Laplacian in
a manifold setting. Although related, their techniques differ from those in
[139, 104].

- [89], that considers a fully nonlinear version of (2.55) of the type

M[u] ≥ f(u)± g(|∇u|),

where the driving operator M is uniformly elliptic.

Apart from some special cases, the existence-nonexistence problem for such in-
equalities is far from being completely understood, and many interesting questions
are still unanswered even in the Euclidean setting. For instance, none of the refer-
ences considers the interplay of the weights and nonlinearities in the generality of
(2.54). By a way of example, with the aid of (SMP∞), in Corollary 8.8 we establish
sharp estimates for solutions of the differential inequality

∆pu ≥ b(x)f(u)|∇u|q − b̄(x)f̄(u)|∇u|q̄

that are bounded from above.



Chapter 3

Preliminaries from Riemannian
Geometry

We briefly recall some facts from Riemannian Geometry, mostly to fix no-
tation and conventions. Our main source for the present chapter is P. Petersen’s
book [177]. Let (Mm, 〈 , 〉) be a connected Riemannian manifold. We denote with
∇ the Levi-Civita connection induced by 〈 , 〉, and with R the (4, 0) curvature
tensor of ∇, with the usual sign agreement:

R(X,Y, Z,W )
.
= 〈∇Z∇WY −∇W∇ZY −∇[Z,W ]Y,X〉.

We also denote with Sec the sectional curvature of M , defined as usual on 2-planes
X ∧ Y ∈ Λ2(TM) by the formula

Sec(X ∧ Y ) =
R(X,Y,X, Y )

|X|2|Y |2 − 〈X,Y 〉2

The Ricci tensor is obtained by tracing the curvature tensor in the second and
fourth indices:

Ric(X,Y ) =
∑
i

R(X, ei, Y, ei),

where, at a given point x, {ei} is an orthonormal basis for TxM . In particular,

Ric(X,X) =
∑
α

Sec(X ∧ eα) ∀X ∈ TxM, |X| = 1,

where {eα}, 2 ≤ α ≤ m is an orthonormal basis for X⊥. The distance induced by
〈 , 〉 via the formula

dist(x, y) = inf

{∫ 1

0

|γ′(t)|dt : γ : [0, 1]→M curve from x to y

}
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turnsM into a metric space, and we say thatM is complete provided that (M,dist)
is so as a metric space. The metric ball of radius r centred at a fixed origin o ∈M
will be denoted with Br(o), or simply with Br when no possible confusion about
the chosen origin arises. If x, y ∈ M are sufficiently close, dist(x, y) is realized by
a unique curve that solves ∇γ′γ′ = 0, called a geodesic. For given o ∈ M , the
exponential map is defined as follows:

expo : U ⊂ ToM →M, v 7→ γv(1),

where γv the unique geodesic issuing from o with velocity v. The identity γtv(1) =
γv(t) for t ∈ [0, 1] shows that U is geodesically starshaped with respect to o, that
is, expo v ∈ U implies expo(tv) ∈ U for every t ∈ [0, 1]. Also, expo is smooth on U .
By the Hopf-Rinow theorem, M is complete if and only if for some (equivalently,
every) o ∈ M the exponential map is defined on the entire ToM , namely, if and
only if geodesics issuing at any given origin can be extended on the entire [0,∞).
If M is complete, every pair of points x, y can be joined by a geodesic realizing
dist(x, y), hereafter called a segment. We let Do be the maximal set where expo is a
diffeomorphism, and Do be its image. It turns out that Do is an open, dense subset
of M which is geodesically starshaped with respect to o. Furthermore, the distance
function r(x)

.
= dist(x, o) is smooth on Do\{o}. Since expo : Do → Do is a chart,

the set Do is called the maximal domain of normal coordinates. Its complement
cut(o)

.
= M\Do is a closed subset of measure zero, called the cut-locus of o. All of

these facts can be found in [177, Sec. 5.7].

Definition 3.1. Let M be a complete Riemannian manifold. A point o ∈M is said
to be a pole for M if expo : ToM →M is a diffeomorphism, namely, if cut(o) = ∅.
Remark 3.2. If o is a pole for M , observe that M is diffeomorphic to Rm and that
the distance from o is smooth on M\{o}.

Relevant examples of manifolds for which every origin is a pole include
Cartan-Hadamard ones, according to the following

Definition 3.3. (M, 〈 , 〉) is said to be a Cartan-Hadamard manifold if M is com-
plete, simply connected and satisfies Sec ≤ 0.

As anticipated in the Introduction, we shall also be interested in considering
the distance from a relatively compact, smooth open subset. To this aim, hereafter
an origin O ⊂ M will be be either a single point, or a relatively compact, open
subset with smooth boundary. In the second case, assume from the very begin-
ning that M is complete for convenience. Let TO⊥ be the normal bundle of ∂O
restricted to directions that are either vanishing or outward-pointing, and denote
with DO, DO the maximal domains where the normal exponential map

expO : DO ⊂ TO⊥ −→ DO ⊂M\O

v 7−→ γv(1)

is a diffeomorphism. As in the case of a point, DO is open in M\O, starshaped
with respect to normal geodesics issuing from ∂O, and r(x) = dist(x,O) is smooth
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on DO and up to ∂O. Note moreover that the Hessian of r satisfies

∇2r = II−∇r on ∂O,

where II−∇r is the second fundamental form of ∂O in the inward direction −∇r.
The cut-locus

cut(O)
.
= M\(O ∪DO)

is still a closed set of measure zero. If it is empty, we say that O is a pole for
M . As introduced in Section 2.3, on DO we define the radial sectional curvature
Secrad to be the restriction of the sectional curvature Sec to planes containing ∇r
and we write

Secrad ≤ G(r)

for some G ∈ C(R+), whenever

Sec(X ∧∇r)(x) ≤ G
(
r(x)

)
for each x ∈ DO and X ⊥ ∇r(x), |X| = 1.

3.1 Model manifolds

Comparison theory in Riemannian geometry allows to deduce the behaviour
of relevant geometric quantities on M depending on the distance r from a fixed
origin, from the knowledge of the corresponding ones on a simpler, rotationally
symmetric model example. The conditions needed to compare the two are bounds
on the curvatures of M in terms of those of the model. Classical comparison
theorems, as described for instance in Chapters 6 and 7 of [177] or in Chapter 2 of
[184], involve radially symmetric manifolds Mg defined as being topologically Rm
with a metric given, in polar coordinates

(r, θ) ∈ R+ × Sm−1 on Rm\{0}

as follows:
ds2
g = dr2 + g(r)2dθ2,

with dθ2 the round metric of curvature 1 on Sm−1. If no conditions are posed on
g, even for g ∈ C∞(R+

0 ) the metric might be singular at the puncture 0, obtained
as the limit r → 0. However, the metric is C2 on the entire Mg (that suffices for
all of our purposes) provided that

g ∈ C2(R+
0 ), g(0) = 0, g′(0) = 1, (3.1)

and r is in fact the geodesic distance from the origin 0. Indeed, ds2
g is a smooth

metric if and only if g ∈ C∞(R+
0 ) and satisfies the further condition g(2j)(0) = 0

for every j ≥ 0. Hereafter, (Mg,ds
2
g) will be called a model . We will mostly assume

that g > 0 on R+, although the case in which g is positive only on some maximal
(0, R) ⊂ R+ is of interest. Important examples include the space forms of constant
curvature in Riemannian geometry:
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- the sphere of curvature κ2 for some κ ∈ R+, where

g(r) =
sin(κr)

κ

on the chart (0, π/κ)× Sm−1 with the north and south poles removed;

- the Euclidean space, where g(r) = r;

- the hyperbolic space of curvature −κ2 for some κ ∈ R+, for which

g(r) =
sinh(κr)

κ
.

In the next chapters, particularly, in the study of (CSP), we need to consider
the distance r from a relatively compact, open subset O ⊂ M , not necessarily
coinciding with a point. Consequently, we will need to compare M to models
whose defining function g does not satisfy (3.1) at r = 0, but rather g(0) = 1,
g′(0) = λ for some λ ∈ R.

A direct computation shows that the radial sectional curvature Secrad and
the Ricci curvature Ric in the radial direction ∇r satisfy

Sec(X ∧∇r) = −g
′′(r)

g(r)

.
= −G(r) for every 0 6= X ∈ T(r,θ)Mg, X ⊥ ∇r;

Ric(∇r,∇r) = −(m− 1)
g′′(r)

g(r)

.
= −(m− 1)G(r).

In particular, a model Mg can also be constructed given the radial sectional cur-
vature G ∈ C(R+

0 ), by letting g ∈ C2(R+
0 ) be the solution of{

g′′ −Gg = 0 on R+

g(0) = 0, g′(0) = 1

(resp. with g(0) = 1, g′(0) = λ). In this case, Mg is thought to be defined on the
maximal interval (0, R) where g > 0.

Remark 3.4. As shown in [23, Prop. 1.21], if g(0) = 0, g′(0) = 1 a sufficient
condition to guarantee that g > 0 and g′ > 0 on R+ is

t

∫ ∞
t

G−(s)ds ≤ 1

4
∀ t ∈ R+ (3.2)

with G− = −min{G, 0}. This condition allows for model manifolds of positive
curvature that open at infinity like paraboloids, and strengthens a classical con-
dition due to A. Kneser, cf. [74]. For instance, (3.2) holds if G(r) ≥ −(4r2)−1 on
R+.
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The Hessian and Laplacian of r on Mg have the following expression:

∇2r =
g′(r)

g(r)

(
ds2
g − dr ⊗ dr

)
,

∆r = (m− 1)
g′(r)

g(r)
.

In particular, if Mg has a boundary {r = 0}, its second fundamental form II−∇r
and its (unnormalized) mean curvature H−∇r in the direction −∇r satisfy

II−∇r =
g′(0)

g(0)
ds2
g, H−∇r = (m− 1)

g′(0)

g(0)
.

We also define

vg(r) = ωm−1g(r)m−1, Vg(r) =

∫ r

0

vg(t)dt,

where ωm−1 = |Sm−1| is the volume of the unit (m− 1)-dimensional sphere. Note
that vg(r) and Vg(r) are, respectively, the volume of a geodesic sphere and ball
centred at {r = 0} in Mg.

3.2 Comparison theory for the distance function

Although a thorough and well-organized account of comparison theorems can
already be found in [177, 184, 23] for the distance to a point, the less standard case
when the model has a boundary requires some adaptation that we feel better to
made explicit for the ease of reference. For this reason, we also provide (sketchy)
proofs. The starting point of comparison theory is the Riccati equation satisfied
by the second fundamental form of the level sets of r, namely, by ∇2r restricted
to ∇r⊥. For each x ∈ DO, let γ : [0, r(x)] → DO be the unique unit speed,
minimizing geodesic normal to O, starting from ∂O and ending at x. Fix a par-
allel, orthonormal basis {γ′, E2, . . . , Em} along γ and note that {Eα(0)}α≥2 span
Tγ(0)∂O. Differentiating twice the identity |∇r|2 = 1 and using Schwarz lemma
together with the Ricci commutation rules

vjik = vjki + vlRljik ∀ v of class C3,

where Rljik are the components of the curvature tensor R in an orthonormal basis,
we get

0 = 1
2 (riri)jk = ririjk + rijrik

= rirjik + rijrik

= rirjki + rirlRljik + rijrik.
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Contracting with respect to {Eα}, the matrix-valued function

B : [0, r(x)]→ Sym2(Rm−1)

Bαβ(t) = ∇2r
(
Eα(t), Eβ(t)

)
,

representing the second fundamental form of {r = t} at γ(t), solves the matrix
Riccati equation

B′ +B2 +Rγ = 0, (3.3)

where
(Rγ)αβ(t) = R

(
∇r, Eα(t),∇r, Eβ(t)

)
,

with initial condition

B(0)αβ = II−∇r
(
Eα(0), Eβ(0)

)
.

We begin with the matrix Riccati comparison theorem, as stated in [81], see also
[23, Thm. 1.14]).

Theorem 3.5. Let R1, R2 : [0, T ] → Sym2(Rm−1) be continuous, and let B1, B2 :
(0, T ]→ Sym2(Rm−1) solve{

B′1 +B2
1 +R1 ≤ 0 on (0, T ],

B′2 +B2
2 +R2 ≥ 0 on (0, T ],

with initial condition (B1 −B2)(0+) ≤ 0. If R1 ≥ R2 on [0, T ], then

B1 ≤ B2 on (0, T ],

and dim ker(B2−B1) is non-increasing. In particular, if B1(t0) = B2(t0) for some
t0, then B1 ≡ B2 on [0, t0].

The Hessian comparison theorem is a direct corollary.

Theorem 3.6 (Hessian comparison from below). Let (Mm, 〈 , 〉) be a complete
Riemannian manifold, define O, DO, r as above and suppose that

Secrad ≤ −G(r) on DO, (3.4)

for some G ∈ C2(R+
0 ). Fix λ ∈ R such that

inf
∂O

II−∇r ≥ λ, (3.5)

consider a solution g of {
g′′ −Gg ≤ 0 on R+

g(0) = 1, g′(0+) ≤ λ,
(3.6)

and let [0, R) be maximal interval where g > 0. Then,

∇2r ≥ g′(r)

g(r)

(
〈 , 〉 − dr ⊗ dr

)
on DO ∩BR(O). (3.7)
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Proof. Let x ∈ DO and let γ,B,Rγ be as above. Clearly, by (3.4)

Rγ ≥ G(r)Im−1, B(0) ≥ λIm−1.

Since the function B̄ = g′/gIm−1 solves{
B̄′ + B̄2 −G(t) ≤ 0 on (0, R),

B̄(0+) ≤ λIm−1,

by Riccati comparison we get B ≥ B̄ on [0,min{r(x), R}). In other words,

∇2r ≥ g′(r)

g(r)
〈 , 〉 on ∇r⊥.

Taking into account that ∇2r(∇r, ·) = 0 (this can be seen by differentiating
|∇r|2 = 1), estimate (3.7) follows at once. �

The Laplacian comparison from below simply follows by taking traces in
(3.7):

Theorem 3.7 (Laplacian comparison from below). Let (Mm, 〈 , 〉) be a complete
manifold, let O, DO, r be as above and suppose that

Secrad ≤ −G(r) on DO,

for some G ∈ C2(R+
0 ). Fix λ ∈ R such that

inf
∂O

II−∇r ≥ λ.

If g solves (3.6) and is positive on [0, R), then

∆r ≥ (m− 1)
g′(r)

g(r)
on DO ∩BR(O).

The Hessian comparison from above is obtained by reversing all the inequal-
ities in (3.4), (3.5) (that is, assume sup∂O II−∇r ≤ λ), (3.6) and (3.7). As a matter
of fact, in this case one can also prove that DO ⊂ BR(O) and that (3.7) (with the
reversed sign) holds on all of M\O in the support sense (Calabi sense, see [177]).
The Laplacian comparison from above, on the other hand, requires a milder cur-
vature requirement and an initial estimate just involving the unnormalized mean
curvature H−∇r of ∂O.

Theorem 3.8 (Laplacian comparison from above). Let (Mm, 〈 , 〉) be a complete
manifold, let O, DO, r be as above and suppose that

Ric(∇r,∇r) ≥ −(m− 1)G
(
r) on DO, (3.8)
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for some G ∈ C2(R+
0 ). Fix λ ∈ R such that

sup
∂O

H−∇r ≤ (m− 1)λ, (3.9)

consider a solution g of {
g′′ −Gg ≥ 0 on R+

g(0) = 1, g′(0+) ≥ λ,
(3.10)

and let [0, R) be the maximal interval where g > 0. Then, DO ⊂ BR(O) and

∆r ≤ (m− 1)
g′(r)

g(r)
(3.11)

holds pointwise on DO and weakly on M\O.

Proof. Taking traces in (3.3) and applying Newton’s inequality tr(B2) ≥ (tr(B))2

m− 1
one deduces that the function

u(t) =
trB(t)

m− 1
=

∆r(γ(t))

m− 1

solves

u′ + u2 + Ric(γ′, γ′) ≤ 0, u(0) =
1

m− 1
H−∇r

(
γ(0)

)
≤ λ.

On the other hand, ū = g′/g satisfy

ū′ + ū2 −G ≥ 0, ū(0+) ≥ λ.

Riccati comparison now applied to B1 = uIm−1 and B2 = ūIm−1 implies u ≤ ū
on [0,min{R, r(x)}), whence (3.11) holds on DO ∩ BR. However, ū → −∞ as
t → R−, so necessarily u is unbounded from below as t → R−, which imples
r(x) < R̄. Hence, DO ⊂ BR. The weak inequality can be proved as in [184, Lem.
2.5] (see also [23, Thm. 1.19]). �

Example 3.9. The initial condition satisfied by g(r) is crucial for the validity of
the Hessian and Laplacian comparison theorems, as illustrated by the following
example. Fix δ ≥ 1 and consider the model Mδ with metric

ds2
δ = dt2 + gδ(t)

2dθ2, where


gδ ∈ C2(R+

0 ) gδ > 0 on R+

gδ(t) = t if t ≤ 1/2

gδ(t) = exp{−tδ} if t ≥ 1.
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Define O = {t < 1} and Gδ = g′′δ (t)/gδ(t). Note that r = t−1 is the distance from
O, and that on M\O,

II−∇r = −δds2
δ , ∆δr = −δ(m− 1)(1 + r)δ−1

Ricδ(∇δr,∇δr) = −(m− 1)δ
[
− (δ − 1)(1 + r)δ−2 + δ(1 + r)2δ−2

]
.

Observe that Ricδ(∇δr,∇δr) is a decreasing function of δ, but also ∆δr is so. This
is, however, not in contradiction with Theorem 3.8. Indeed, to apply the latter
with δ < δ̄, M = Mδ and G = Gδ̄, condition (3.8) would be satisfied, while
(3.9) requires −δ ≤ λ. In this way, the function gδ̄ does not solve (3.10) because
g′
δ̄
(0) = −δ̄ < λ.

For most manifolds the trace of inequality (3.7), that is,

∆r ≥ (m− 1)
g′(r)

g(r)

does not hold weakly on M\O even if g′(r)/g(r) is well defined on M\O, that is,
if R =∞. To motivate this claim, and to introduce our next result, we shall have
a closer look at the fine structure of the cut-locus. A point x belongs to cut(O) if
and only if either of the following two possibilities occurs:

- expO is not a diffeomorphism at x. These points are called focal for O (if
O = o is a point, they are said to be conjugate to o);

- x is joined to O by at least two segments.

The two possibilities do not mutually exclude. The set of non-focal points x ∈
cut(O) where exactly 2 minimizing geodesics meet is named the normal cut-locus.
The distribution ∆r, acting on φ ∈ C∞c (M) via the formula

< ∆r, φ >
.
=

∫
M

r∆φ = −
∫
〈∇r,∇φ〉,

has been investigated in [149], in the case O is a point. Their argument, however,
extends verbatim to smooth, relatively compact open sets O, see also [151] and
Section 3.9 of [10]. The singular part of the distribution ∆r with respect to the
Riemannian volume measure dx acts as a negative Radon measure concentrated
on the cut-locus cut(O), and can be written as

∆r = (∆r)ACdx− |∇+r −∇−r|Hm−1xcut(O), (3.12)

where Hm−1 is the (m− 1)-dimensional Haurdorff measure, and

• (∆r)AC coincides with the L1
loc(M\O) function given by ∆r outside cut(O);

• |∇+r−∇−r| is a function defined on the normal cut-locus, and ∇+r(x) and
∇−r(x) are the tangent vectors of the two segments from ∂O to x.
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As a consequence of the work of various authors (the reader can find an ac-
count in Section 1.1 of [23]), the normal cut-locus is a smooth (m−1)-dimensional
manifold, possibly with many connected components, and the complement of the
normal cut-locus has Hausdorff dimension at most (m− 2). In particular, the ex-
pression for the singular part of (3.12) is meaningful, being defined Hm−1 almost
everywhere on cut(O). Furthermore, the normal cut-locus is dense in the set of
non-focal cut-points. Therefore,

∆r = (∆r)ACdx ⇐⇒ cut(O) consists only of focal points.

In particular, in the assumptions of Theorem 3.7, if R =∞ the inequality

∆r ≥ (m− 1)
g′(r)

g(r)

holds weakly on M\O provided that cut(O) consists only of focal points.
In the Introduction, and in particular in Theorem 2.34, we claimed that (2.42)

implies that o be a pole of M . We prove this statement in the next

Proposition 3.10. In the above notation, suppose that the negative part (∆r)− of
the measure ∆r satisfies

(∆r)− ∈ L∞loc(M\O). (3.13)

Then, O is a pole of M .

Proof. Inequality (3.11) coming from the Laplacian comparison from above implies
that the positive part (∆r)+ ∈ L∞loc(M\O). Because of (3.13), ∆r is absolutely
continuous and represented by a locally bounded function and thus, by (3.12)
and the discussion above, cut(O) has just conjugate points. On the other hand, if
x0 ∈ cut(O) is conjugate to O and denoting with g(r, θ) the determinant of 〈 , 〉
in normal coordinates (r, θ) ∈ DO ⊂ R+

0 × ∂O for DO, by the identity

∆r =
1

2
∂r log g(r, θ)

we see that ∆r(y) → −∞ as y ∈ DO, y → x. Hence, ∆r is not bounded in a
neighbourhood of x, a contradiction which shows that cut(O) is in fact empty,
equivalently, that O is a pole. �

The volume comparison theorems can be deduced by integration. For R > 0,
we define

∂BR(O) =
{
x ∈M : r(x) = R

}
, BR(O) =

{
x ∈M : r(x) ∈ (0, R)

}
.

Note that O 6⊆ BR(O), and thus |BR(O)| → 0 as R → 0. The proof of the next
result follows verbatim the version in [184, Thm. 2.14] (see also [23, Thm. 1.24]).

Theorem 3.11 (Volume comparison). Let (Mm, 〈 , 〉) be a complete Riemannian
manifold, and define O, DO, r as above.
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(1) In the assumptions of Theorem 3.7, the functions

|∂Br(O)|
vg(r)

,
|Br(O)\Br0(O)|
Vg(r)− Vg(r0)

are non-decreasing in r provided that r0 ≤ r < R and Br(O) ⊂ DO. In
particular, there exists C > 0 such that for all such r

|∂Br(O)| ≥ Cvg(r),

|Br(O)\Br0(O)| ≥ C
(
Vg(r)− Vg(r0)

)
.

(2) In the assumptions of Theorem 3.8, the functions

|∂Br(O)|
vg(r)

,
|Br(O)\Br0(O)|
Vg(r)− Vg(r0)

are non-increasing in r for each r ≥ r0 (a.e. r for the first one). In particular,
there exists C > 0 such that for all such r

|∂Br(O)| ≤ Cvg(r),

|Br(O)\Br0(O)| ≤ C
(
Vg(r)− Vg(r0)

)
.

The comparison theorem from above, in (2), is due to Bishop-Gromov, see
[184, Sec.2] for references. In the particular case

Ric(∇r,∇r) ≥ −(m− 1)κ2
(
1 + r2

)α/2
,

for some κ ≥ 0 and α ≥ −2, and when O is a point, detailed computations of the
asymptotic behaviour of a suitable solution g of{

g′′ − κ2(1 + t2)α/2 ≥ 0 on R+,

g(0) = 0, g′(0) ≥ 1

can be found in [184, Prop. 2.1]: more precisely, the above inequality admits a
solution g with

g(r) �


exp

{
2κ

2+α (1 + r)1+α
2

}
if α ≥ 0

r−
α
4 exp

{
2κ

2+αr
1+α

2

}
if α ∈ (−2, 0)

rκ̄, κ̄ = 1+
√

1+4κ2

2 if α = −2

(3.14)
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in a neighbourhood of infinity. In particular, setting vg(r) as above, from

log

∫ r

r0

vg ∼


2κ(m− 1)

2 + α
r1+α

2 if α > −2;

2κ(m− 1)

2 + α
r1+α

2 − α(m− 1)

4
log r if α ∈ (−2, 0);[

(m− 1)κ̄+ 1
]

log r if α = −2

and from Theorem 3.11 we deduce

lim sup
r→∞

log |Br|
r1+α/2

<∞ if α > −2,

lim sup
r→∞

log |Br|
log r

≤ (m− 1)κ̄+ 1 if α = −2.

We conclude by extending the examples in (3.14) to a larger class of solutions of
(3.6) and (3.10), that enables us to include more general initial conditions. When
O reduces to a point, further examples can be found in the appendix of [24]. The
proof of the next lemma is by direct computation.

Lemma 3.12. Let G ∈ C1(R+) ∩ C(R+
0 ) be non-negative, set

θ∗ = inf
R+

G′

2G3/2
, θ∗ = sup

R+

G′

2G3/2
, D±(t) =

1

2

(
−t±

√
t2 + 4

)
.

For constants C > 0, D ∈ R consider the function

g(t) = 1 + C

{
exp

(
D

∫ t

0

√
G(s)ds

)
− 1

}
.

Then, for a fixed λ ∈ R,

(1) g solves {
g′′ −Gg ≥ 0 on R+

g(0) = 1, g′(0) ≥ λ
provided that

C ≥ 1, CD
√
G(0) ≥ λ, D ∈

(
−∞, D−(θ∗)

]
∪
[
D+(θ∗),∞

)
;

(2) g solves {
g′′ −Gg ≤ 0 on R+

g(0) = 1, g′(0) ≤ λ
provided that

C ∈ (0, 1], CD
√
G(0) ≤ λ, D ∈

[
D−(θ∗), D+(θ∗)

]
.

In both (1) and (2), if θ∗ or θ∗ are infinite then D±(θ∗), D±(θ∗) are intended in
the limit sense and are excluded from the range of D.



Chapter 4

Radialization and fake distances

The proof of some of our main results, for instance the (CSP), relies on the
construction of a suitable radial solution of (P≥) or (P≤) to be compared with a
given one. For convenience, hereafter we extend ϕ to an odd function on all of R
by setting

ϕ(s) = −ϕ(−s) for each s < 0. (4.1)

Suppose that w ∈ C1(R+
0 ) satisfies ϕ(w′) ∈ C1(R+

0 ). If u(x) = w(r(x)), where
r(x) is the distance from a fixed origin O (a point, or a relatively compact open
set with smooth boundary), then

∆ϕu = div

(
ϕ(|w′|)
|w′|

w′∇r
)

= div
(
ϕ(w′)∇r

)
=
(
ϕ(w′)

)′
+ ϕ(w′)∆r,

therefore u solves, say, (P≥) if and only if(
ϕ(w′)

)′
+ ϕ(w′)∆r ≥ b(x)f(w)l(|w′|). (4.2)

Take 0 < g ∈ C2(R+
0 ) and a model manifold Mg with metric

ds2
g = dr2 + g(r)2dθ2,

and let vg(r) = ωm−1g(r)m−1 be the volume of geodesic spheres at the pole of
Mg. By comparison theory for ∆r, given a radial bound for the function b of the
type b(x) ≥ β(r(x)), for some positive β ∈ C(R+

0 ), to find solutions of (4.2) one
is first lead to solve [

vgϕ(w′)
]′

= vgβf(w)l(|w′|) (4.3)

on an interval of R+. Furthermore, a solution of (4.3) gives rise to a solution of
(4.2) provided the sign of w′ matches appropriately with the inequalities coming
from the comparison theorems for ∆r, and with the sign of f(w). Therefore, the
monotonicity of w becomes relevant. We will devote the next chapter to the study
of the ODE (4.3).
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The investigation of the compact support principle along these lines needs the
use of comparison theorems from below, that requires r to be smooth, equivalently,
O to be a pole. As outlined in the Introduction, in this chapter we develop a
different radialization procedure that uses a “fake distance” % modelled on the
operator ∆ϕ, in the particular case of the p-Laplacian

∆pu = div
(
|∇u|p−2∇u

)
.

The goal of this section is to find conditions for the properness of % and for the
gradient estimate |∇%| ≤ 1 to hold. Our treatment closely follows [155].

4.1 Basic facts on nonlinear potential theory

We begin by recalling some terminology and basic results in nonlinear po-
tential theory. The reader can find a thorough treatment in [107] for p = 2, while
for p 6= 2 we suggest the book [115] and the papers [120, 121, 229, 228, 186].

Given K ⊂ Ω, K compact and Ω open, the p-capacity of the condenser (K,Ω)
is by definition

capp(K,Ω) = inf

{∫
Ω

|∇ψ|p : ψ ∈ Lipc(Ω), ψ ≥ 1 on K

}
.

If K is the closure of a smooth domain, and if Ω is smooth, the infimum coincides
with the energy ‖∇u‖pp of the unique solution of{

∆pu = 0 on Ω\K,

u = 0 on ∂Ω, u = 1 on ∂K,

extended with u ≡ 1 on K. The solution u is called the p-capacity potential of
(K,Ω). By the strong maximum principle, 0 < u < 1 on Ω\K. If Ω has noncompact
closure, or if it has a rough boundary (in the sense that some point of ∂Ω does
not satisfy Wiener’s test in [148]), by exhausting Ω with a family of smooth open
sets Ωj satisfying

K b Ωj b Ωj+1 b Ω for each j ≥ 1,

∞⋃
j=1

Ωj = Ω,

and using elliptic estimates, the sequence {uj} of the p-capacity potentials of
(K,Ωj) converges to a limit function u : Ω → (0, 1], still called the p-capacity
potential of (K,Ω), which is independent of the chosen exhaustion and satisfies{

∆pu = 0 on Ω\K,

u = 1 on K, 0 < u ≤ 1 on Ω\K.

Furthermore, capp(K,Ω) = ‖∇u‖pp. For a proof and more details, see [186].
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Remark 4.1 (Regularity). By the regularity theory in [226], we recall that a so-
lution u ∈ W 1,p

loc (Ω) of ∆pu = 0 belongs to C1,α
loc (Ω) for some α ∈ (0, 1). There-

fore, Schauder’s theory implies that u is C∞ away from the (closed) singular set
{|∇u| = 0}.
Definition 4.2. We say that ∆p is non-parabolic on Ω if some K ⊂ Ω compact
with non-empty interior satisfies capp(K,Ω) > 0, that is, the p-capacity potential
u of (K,Ω) is not identically 1.

If ∆p is non-parabolic on Ω, it can be proved that capp(K,Ω) > 0 holds
indeed for every compact set K with non-empty interior. Also, from [120, 121] (cf.
also [229, 228]), the non-parabolicity of ∆p is equivalent to the existence, for each
fixed o ∈ Ω, of a positive Green kernel G with pole at o, that is, to the existence
of a positive, distributional solution of ∆pG = −δo on Ω:∫

Ω

|∇G(x)|p−2〈∇G(x),∇ψ(x)〉dx = ψ(o) ∀ψ ∈ C1
c (Ω). (4.4)

A kernel G was constructed in [120, 121] by exhausting Ω with an increasing family
{Ωj} of smooth domains, and taking the limit of the Green kernels Gj with pole at
o and Dirichlet boundary conditions on ∂Ωj . The existence of each Gj was shown
in [120, Thm. 3.19] for p ∈ (1,m], and in [121] for p > m (condition p ≤ m in
[120] has to be assumed since the kernel Gj is required to diverge as x → o, cf.
[121, p. 656]). The convergence of Gj to a finite limit and its equivalence to the
non-parabolicity of ∆p on Ω can be found in [120, Thm. 3.27]. As we shall see
in a moment, a comparison theorem holds for Green kernels, in particular G is
independent of the chosen exhaustion and qualifies as the minimal, positive Green
kernel of Ω. Hereafter, we shall shortly say that G is the Green kernel of Ω.

Model manifolds

Fix a model Mg such that

g ∈ C2(R+
0 ), g > 0 on R+, g(0) = 0, g′(0) = 1.

Then, the Green kernel of a geodesic ball BgR ⊂Mg with pole at the origin is

G g
R(r)

.
=

∫ R

r

vg(s)
− 1
p−1 ds. (4.5)

For instance, if Mg = Rm, then g(r) = r and (4.5) becomes

G g
R(r) =


ω
− 1
p−1

m−1

p− 1

m− p

[
r−

m−p
p−1 −R−

m−p
p−1

]
if p 6= m

ω
− 1
m−1

m−1 log(R/r) if p = m.
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From (4.5), ∆p is non-parabolic on Mg if and only if the limit of G g
R(r) as R→∞

is finite, namely, if and only if

v
− 1
p−1

g ∈ L1(∞).

In this case,

G g(r) =

∫ ∞
r

vg(s)
− 1
p−1 ds, r ∈ R+,

is the minimal positive Green kernel of ∆p on Mg with pole at the origin. Observe
that, for every 0 < s < R, the p-capacity potential of the condenser (Bgs , B

g
R) in

Mg is

u(r, θ) =
G g
R(r)

G g
R(s)

,

in particular,

capp
(
Bgs , B

g
R

)
=

∫
BgR\B

g
s

|∇u|p = G g
R(s)1−p. (4.6)

Note also that G g
R(0+) < ∞ if and only if p > m, and in this case the origin 0 of

Mg has positive capacity G g
R(0)1−p in the ball BgR.

Uniqueness and comparison theory for G

To our knowledge, the question whether a positive Green kernel constructed
by exhaustion is unique (in particular, independent of the exhaustion) on every
Riemannian manifold has been settled only recently in [155]. Uniqueness follows
from a comparison theorem, for which one needs to know precisely the behavior
of G in neighbourhood of the puncture o. If p > m, every kernel G constructed by
exhaustion admits a continuous extension to x = o with a positive, finite value
(see [115, Thm. 6.33] and [121]), and G ∈ W 1,p

loc (Ω), in particular G is Hölder
continuous. A short proof of all these facts can be found in the Appendix of [155].
On the other hand, if p ≤ m, the local behavior of a solution G of ∆pG = −δo
on Ω has been investigated by J. Serrin in [216, Thm 12]. Striking refinements
were later obtained in [136, 232] in the Euclidean setting, see in particular pp.
243-251 in [232], and their arguments have been adapted to manifolds in [155].
The following theorem summarizes the properties of G that we need. Set

µ(r) =


ω
− 1
p−1

m−1

(
p− 1

m− p

)
r−

m−p
p−1 if p 6= m

ω
− 1
m−1

m−1 (− log r) if p = m.

Note that µ(|x|) is a solution of ∆pu = −δ0 on Rm and it is the Green kernel of
Rm for p < m. We then have

Theorem 4.3 ([155], Thms. 2.5 and 2.7). Let G be a positive Green kernel for ∆p

constructed by exhaustion on an open set Ω ⊂Mm containing o.
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- If p ≤ m, G is smooth in a punctured neighbourhood of o and, as x→ o,

(1) G ∼ µ(r),

(2) |∇G − µ′(r)∇r| = o
(
µ′(r)

)
.

- If p > m, then G ∈W 1,p
loc (Ω) ∩ C

p−m
p−1

loc (Ω), and

G(x) < G(o) =
[
capp({o},Ω)

]− 1
p−1 ∀x ∈ Ω\{o}. (4.7)

Remark 4.4. The construction of G for p > m will be necessary in a moment, so
we briefly sketch it. More details can be found in the Appendix of [155]. For ε > 0
small, let uε ∈ W 1,p

loc (Ω) be the p-capacity potential of (Bε(o),Ω), extended with
1 on Bε(o). By comparison, uε ↓ u for some bounded solution u of ∆pu = 0 on
Ω\{o}. To prove that u does not vanish identically, fix R small enough to satisfy
BR(o) b Ω ∩Do, and consider the function

w(x) =
G g
R

(
r(x)

)
G g
R(0)

,

where, having chosen κ ∈ R+ such that Ric ≥ −(m − 1)κ2 on BR(o), G g
R is the

Green kernel of the hyperbolic space of curvature −κ2. Note that the definition of
w makes sense since G g

R extends continuously at 0. By the Laplacian comparison
theorem and since G g

R is decreasing,

∆pw =
1

G g(0)p−1

[
(p− 1)|G g

R(r)′|p−2G g
R(r)′′ − |G g

R(r)′|p−1∆r
]

≥ 1

G g(0)p−1
|G g
R(r)′|p−2

[
(p− 1)G g

R(r)′′ +
vg(r)

′

vg(r)
G g
R(r)′

]
= 0

(4.8)

pointwise on the punctured ball BR(o)\{o}, with w(x) → 1 as x → o and w = 0
on ∂B. By comparison, u ≥ w and thus u→ 1 as x→ o. Passing to the limit the
identity capp(Bε(o),Ω) = ‖∇uε‖pp we deduce capp({o},Ω) = ‖∇u‖pp. To conclude,
integrating ∆pu against a test function ϕ ∈ C∞c (Ω) that is constant in a small
neighbourhood of o, we deduce ∆pu = −cδo, for some suitable c > 0. To find c,
choose {ϕδ} ⊂ C∞c (M) such that ϕδ → u as δ → 0 in W 1,p(Ω) ⊂ Cαloc(Ω). Testing
with ϕδ the weak definition of ∆pu = −cδo and letting δ → 0, we get

capp
(
{o},Ω

)
=

∫
Ω

|∇u|p = cu(o) = c.

The kernel G is therefore

G(x) = u(x)
[
capp({o},Ω)

]− 1
p−1 ,

and (4.7) holds by the strong maximum principle.
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With the aid of Theorem 4.3, one easily deduces the next corollary that can
be found in [136, Thm. 2.1]) when M = Rm, and in [155, Cor. 2.8].

Corollary 4.5. Let p > 1.

(i) If G1,G2 ∈W 1,p
loc (Ω\{o}) satisfy

∆pG1 ≥ ∆pG2 on Ω bM

G1 ≤ G2 on ∂Ω,

lim sup
x→o

G1(x)

G2(x)
≤ 1,

Then, G1 ≤ G2 on Ω.

(ii) If Ω1 ⊂ Ω2 bM are open domains containing o, and Gj be a Green kernel for
∆p constructed by exhaustion on Ωj , j ∈ {1, 2}, then G1 ≤ G2. In particular,
the Green kernel of an open set, if it exists, is unique.

Proof. (i). Suppose that

Ωε = Ω ∩ {G1 > (1 + ε)G2} 6= ∅

for some ε > 0. Since, in our assumptions, Ωε b Ω\{o}, we infer G1,G2 ∈W 1,p(Ωε)
and thus G1 ≤ (1 + ε)G2 by classical comparison results (cf. [196, Thm. 3.4.1]),
contradicting the definition of Ωε. Therefore, Ωε = ∅, and we let ε→ 0 to conclude.
(ii). We prove that the kernel G′ of a smooth domain Ω′ b Ω1 satisfies G′ ≤ G2

on Ω′, and the thesis follows by letting G′ ↑ G1. If p > m, it is enough to apply
again standard comparison, since both G′,G2 ∈W 1,p(Ω′) and ∆pG′ = ∆pG2 on Ω′,
G′ = 0 ≤ G2 on ∂Ω′. If p ≤ m, Theorem 4.3 guarantees that all of the assumptions
in item (i) are satisfied, which is enough to conclude. �

Under suitable curvature conditions, the kernels of ∆p on M and Mg can be
compared to each other, as described in the following

Proposition 4.6. Let (Mm, 〈 , 〉) be a complete manifold satisfying

Ric(∇r,∇r) ≥ −(m− 1)G(r) on M\cut(o),

for some 0 ≤ G ∈ C(R+
0 ), where r(x) is the distance from a point o. If ∆p is

non-parabolic on M for some p ∈ (1,∞), then it is non-parabolic also on Mg, the
model of radial sectional curvature −G(r). Moreover, the kernel G of ∆p on M
with pole at o satisfies the following inequalities:

(i) If p ≤ m, then

G(x) ≥ G g
(
r(x)

)
=

∫ ∞
r(x)

vg(s)
− 1
p−1 ds on M\{o}. (4.9)
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(ii) If p > m, then

G(x) ≥ 1

co
G g
(
r(x)

)
on M\{o},

where

co
.
=

[
capp({o},M)

capp({0},Mg)

] 1
p−1

∈ (0, 1].

Proof. By performing the same computations as in (4.8), the Laplacian comparison
theorem from above guarantees that, for every R > 0, the transplanted function

Ḡ(x) = G g
R

(
r(x)

)
satisfies ∆pḠ ≥ 0 weakly on BR(o)\{o}. In fact, integrating against 0 ≤ ψ ∈
C∞c (BR) we obtain∫

BR\Bε
|∇Ḡ|p−2〈∇Ḡ,∇ψ〉 = −

∫
∂Bε

ψ|∇Ḡ|p−2〈∇Ḡ,∇r〉 −
∫
BR\Bε

ψ∆pḠ

≤ −
∫
∂Bε

ψ|∇Ḡ|p−2〈∇Ḡ,∇r〉

=

∫
∂Bε

ψ

vg(ε)
→ ψ(o) as ε→ 0,

thus ∆pḠ ≥ −δo on BR(o). Moreover, by Theorem 4.3,

if p ≤ m, then Ḡ ∼ µ(r) as x→ o;

if p > m, then Ḡ ∈W 1,p(BR(o)) and the identity Ḡ(o) = coG(o) holds.

Define for convenience co = 1 for p ≤ m. It follows from Corollary 4.5 that

coG(x) ≥ G g
R

(
r(x)

)
on BR(o),

for every R > 0 and x ∈ M\{o}. Letting R → ∞ we deduce (4.9), that in
particular implies the non-parabolicity of ∆p on Mg.

To show that co ≤ 1 when p > m, observe that ūR,ε = G g
R(r)/G g

R(ε), extended
with 1 on Bε(o), is an admissible test function for cap({o},M). Using Bishop-
Gromov comparison theorem, letting ε → 0 and R → ∞, and using (4.6), we
get

capp({o},M) ≤
∫
BR

|∇ūR,ε|p = G g
R(ε)−p

∫ R

ε

|∂Bt|
vg(t)

p
p−1

dt ≤ G g
R(ε)1−p

→ G g(0)1−p = capp({0},Mg).

�
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4.2 The fake distance and its basic properties

We shall assume the following:

(Hp) (Mm, 〈 , 〉) is complete, non-compact and, for a fixed origin o ∈ M , writing
r(x) = dist(x, o) it holds

Ric ≥ −(m− 1)G(r)〈 , 〉 on M,

for some 0 ≤ G ∈ C(R+
0 ). Moreover, ∆p is non-parabolic on M .

In view of Proposition 4.6, ∆p is non-parabolic also on Mg, the model of
radial sectional curvature −G(r). Also, note that g, and therefore vg, are monotone
increasing and diverging as r →∞.

Definition 4.7. Let M satisfy (Hp), for some p > 1 and origin o ∈ M , and let G
be the Green kernel with pole at x = o. The fake distance % : M\{o} → R+

0 is
implicitly defined as follows:

- If p ≤ m we set G(x) = G g
(
%(x)

)
, that is,

G(x) =

∫ ∞
%(x)

vg(s)
− 1
p−1 ds on M\{o}. (4.10)

- If p > m we set

coG(x) =

∫ ∞
%(x)

vg(s)
− 1
p−1 ds on M\{o},

with

co =

[
capp({o},M)

capp({0},Mg)

] 1
p−1

.

Remark 4.8. Observe that % is well defined and locally in C1,α on M\{o}, positive
there and can be extended by continuity with %(o) = 0. In fact, for p ≤ m this
follows from Theorem 4.3, while if p > m it follows from (4.7) and (4.6), which,
in particular, imply the identity co = G g(0)/G(o).

If M = Mg then % coincides with r, the distance function from o. On the
other hand, the following proposition holds:

Proposition 4.9. Let M satisfy (Hp) for some p > 1, let % be the fake distance
associated to the kernel G of ∆p with pole at o. Then, % ≤ r on M .

Proof. For p ≤ m, define for convenience co = 1. Then, it follows by Proposition
4.6 and the definition of % that both if p ≤ m and if p > m,

G g
(
%(x)

)
= coG(x) ≥ G g

(
r(x)

)
on M\{o},

and the conclusion follows since G g is decreasing. �
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Differentiating (4.10) we obtain

|∇%| = vg(%)
1
p−1 |∇G| =

[
v

1
p−1
g

∫ ∞
%

ds

vg(s)
1
p−1

]
|∇ log G|

=
|∇ log G|∣∣ log(G g)′(%)

∣∣ .
(4.11)

and

∆p% =
v′g(%)

vg(%)
|∇%|p weakly on M\{o}, (4.12)

hence, for each ψ ∈ C2(R) with ψ′ 6= 0 everywhere we obtain

∆p

[
ψ(%)

]
=

∣∣ψ′(%)
∣∣p−2

ψ′(%)
[
(p− 1)ψ′′(%) +

v′g(%)

vg(%)ψ
′(%)
]
|∇%|p

=
[
v−1
g

(
vg|ψ′|p−2ψ′

)′]
(%)|∇%|p.

(4.13)

As we have already observed,

v−1
g

(
vg|ψ′|p−2ψ′

)′
is the expression of the p-Laplacian of the radial function ψ in the model Mg,
making it possible to radialize with respect to %. However, in order for this pro-
cedure to be effective we need to control the L∞-norm of |∇%| and to guarantee
properness of %. The latter, by (4.10), is equivalent to the property G(x) → 0 as
r(x)→∞.

Relations with Hardy weights

We focus our attention on estimating |∇%|. Under the validity of (Hp) with
G non-increasing, the goal is to obtain the sharp upper bound

|∇%| ≤ 1,

that in particular, by (4.11), implies

|∇ log G(x)| ≤
∣∣ log(G g)′(%(x))

∣∣ on M\{o}. (4.14)

In the linear case p = 2, and on non-parabolic manifolds with Ric ≥ 0, the
inequality has been obtained by T. Colding in [56, Thm. 3.1], see also [58] for im-
provements. The function | log(G g)′(%)| relates, via comparison theory, to weights
in Hardy-type inequalities on M , and it thus appears in geometrical problems
where stationary Schrödinger type operators (linear or nonlinear) are considered.
In fact, if ∆p is non-parabolic on M then the following Hardy inequality holds:(

p− 1

p

)p ∫
|∇ log G|p|φ|p ≤ |∇φ|p ∀φ ∈ Lipc(M).
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(cf. [26]), and for this reason we call |∇ log G|p a Hardy weight. In particular,
|(log G g)′(r)|p is a Hardy weight for Mg. In view of (4.14), |∇%| ≤ 1 can be
interpreted as a comparison result for Hardy weights, that seems however un-
able to allow to replace |∇ log G|p with a more manageable function constructed
from the model Mg. Nevertheless, comparison theory guarantees that the function
|(log G g)′(r)|p, transplanted to M , is a Hardy weight provided that cut(o) = ∅ and
that the radial sectional curvature of M is bounded from above in terms of that of
Mg (see Section 5 in [26]). For a systematic study of Hardy weights and their role
in geometric problems in the linear case p = 2 we refer the reader to [23, 24, 25].

To prove our desired gradient estimates, we shall first collect some useful
properties of the weight

|(log G g)′(r)|p

on Mg. The first is its monotonicity for a suitable G.

Lemma 4.10 ([155], Lem. 2.12). Let 0 ≤ G ∈ C(R+
0 ) be non-increasing. Then,

v′g/vg and |(log G g)′| have negative derivatives on R+.

Proof. The behaviour of vg, hence of G g, at zero guarantees that the sets{
t : (v′g/vg)

′(t) < 0
}
,

{
t : |(log G g)′|′(t) < 0

}
are both non-empty. Assume, by contradiction, that (v′g/vg)

′(t0) = 0 for some
t0 ∈ R+. Then, the Riccati equation(

g′

g

)′
+

(
g′

g

)2

= G

implies the equality (v′g/vg)(t0) = (m − 1)κ, where we have set κ
.
=
√
G(t0).

Because G is non-increasing, by Sturm comparison on (0, t0) with the model of
curvature −κ2 and volume vκ we deduce that v′g/vg ≥ v′κ/vκ on (0, t0]. However,
(v′κ/vκ)(t) = (m − 1)κ coth(κt) > (m − 1)κ for each t ∈ R+, contradiction. To
show the second part of the statement, set for convenience χ(t) = |(log G g)′(t)|.
Differentiating and using the definition of G g yields

χ′ = χ

[
χ− 1

p− 1

v′g
vg

]
.

Suppose that χ′(t0) = 0 for some t0 ∈ R+; since v′g/vg has negative derivative on
R+, then by inspecting the ODE we deduce that χ′ > 0 on (t0,∞). Therefore,
fixing t1 > t0 there exists ε > 0 such that

χ− 1

p− 1

v′g
vg
≥ εχ on [t1,∞).

By comparison, χ lies above the solution χ̄ to χ̄′ = εχ̄2 on [t1,∞). However, χ̄
explodes in finite time, contradiction. �
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The second lemma is a comparison theorem for Hardy weights on model
manifolds,

Lemma 4.11 ([23], Prop. 4.12). Suppose that h/g is increasing on R+. Then,

|(log G h)′(r)| ≥ |(log G g)′(r)| ∀ r ∈ R+.

Proof. Since both G h and G g are C1 and decreasing on R+, the inequality is
equivalent to ∫ r

R

(log G h)′(t)dt ≤
∫ r

R

(log G g)′(t)dt ∀ 0 < R < r,

that is, to the inequality ∫∞
r
v
− 1
p−1

h∫∞
R
v
− 1
p−1

h

≤
∫∞
r
v
− 1
p−1

g∫∞
R
v
− 1
p−1

g

.

Set χh = v
− 1
p−1

h and χg = v
− 1
p−1

g . By assumptions, χh/χg is non-increasing on
R+, thus[∫ ∞

R

χh

] [∫ ∞
r

χg

]
=

[∫ r

R

χh +

∫ ∞
r

χh

] [∫ ∞
r

χg

]
=

[∫ r

R

χh
χg
χg +

∫ ∞
r

χh

] [∫ ∞
r

χg

]
≥

[
χh(r)

χg(r)

∫ r

R

χg +

∫ ∞
r

χh

] [∫ ∞
r

χg

]
=

[∫ r

R

χg

] [
χh(r)

χg(r)

∫ ∞
r

χg

]
+

∫ ∞
r

χh

∫ ∞
r

χg

≥
[∫ r

R

χg

] [∫ ∞
r

χh
χg
χg

]
+

∫ ∞
r

χh

∫ ∞
r

χg

=

[∫ ∞
R

χg

] [∫ ∞
r

χh

]
,

as claimed. �

4.3 Gradient estimate

Inequality |∇%| ≤ 1 will be the consequence of a new Böchner formula for
|∇%|, recently discovered in [155] and inspired by previous work in [56] in the linear
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case. For X ∈ TM , X 6= 0 consider the linearization of the p-Laplacian

A(X) : TM → TM,

A(X) = |X|p−2
(

Id + (p− 2)
〈
·, X|X|

〉
X
|X|

)
.

The endomorphism A(X) has two distinct eigenvalues: (p − 1)|X|p−2 in the di-
rection of X, and |X|p−2 in the orthogonal complement. Define also 〈 , 〉B as the
(2, 0)-version of A(X)−1/2, and note that 〈 , 〉B is a metric for each X 6= 0. Norms
and traces with respect to 〈 , 〉B will be denoted with | · |B , trB . Setting ν = X/|X|
and considering an orthonormal frame {ei, ν}, 1 ≤ i ≤ m − 1 for 〈 , 〉 with dual
coframe {θj , θν}, for every covariant 2-tensor C we can write

〈 , 〉B = |X|−
p−2

2

{
(p− 1)−1/2θν ⊗ θν +

∑
j

θj ⊗ θj
}

trBC = |X|
p−2

2

{√
p− 1Cνν +

∑
j

Cjj

}
|C|2B = |X|p−2

{
(p− 1)C2

νν + p
∑
j

C2
νj +

∑
i,j

C2
ij

}
.

The Böchner formula was established in [155, Prop. 2.18], and we refer to it for a
complete proof. Similar, but different, identities were obtained in [58] and in [1] in
the linear case, and in [100, Thm. 3.4], [2] for generic p in the Euclidean setting.

Proposition 4.12 ([155], Prop. 2.18). Let u be a positive solution of ∆pu = 0 in
an open set Ω ⊂ M . Fix a model Mg with radial sectional curvature −G(r) and
such that ∆p is non-parabolic on Mg, and define % according to

u(x) = G g
(
%(x)

)
=

∫ ∞
%(x)

vg(s)
− 1
p−1 ds.

If p > m, also suppose that u < G g(0) on Ω. Set

µ = −mp− 3p+ 2

p− 1
, F (t) =

∫ t

0

g(s)
1√
p−1 ds. (4.15)

Then, on
{
|∇%| > 0

}
and denoting with ν = ∇%/|∇%|, we have

1

2
g−µdiv

(
gµA(∇%)∇|∇%|2

)
≥

(F ′)−p
∣∣∣∣∇2F − trB∇2F

m
〈 , 〉B

∣∣∣∣2
B

+
1

m

[
(p− 1)1/2 − (p− 1)

]2
|∇%|p−2

[
∇2%(ν, ν)2

]
+|∇%|p

[
Ric(ν, ν) + (m− 1)G|∇%|2

]
(4.16)
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where, with a slight abuse of notation, F = F (%), B = B(∇F ) and G, g are
evaluated at %.

To explain why an L∞ bound for |∇%| might be expected from (4.16), assume
for ease of presentation that G = κ2 > 0 is constant, and that u is defined on the
entire M . Setting u = |∇%|2, (4.16) can be written as

L u ≥ (m− 1)κ2u
p
2 (u− 1),

where L is a linear operator. The nonlinearity

f(u) = (m− 1)κ2u
p
2 (u− 1)

satisfies the Keller-Osserman condition

1√
F
∈ L1(∞), with F (t) =

∫ t

0

f(s)ds,

and thus, in view of the discussion in Chapters 1 and 2, it is reasonable to hope
that u satisfies

u∗ <∞, f(u∗) ≤ 0,

at least if the eigenvalues of the operator L are sufficiently well-behaved. The two
properties would lead to supM |∇%|2 = u∗ ≤ 1, as we wanted to prove. In this
respect, the proof of the next key Lemma resembles that of Theorem 10.33 below,
which is itself inspired by [181, Thm. 4.8].

Lemma 4.13 ([155], Lem. 2.20). Let 0 ≤ G ∈ C(R+
0 ) be non-increasing, consider

a model Mg with radial sectional curvature −G(r), and assume that ∆p is non-
parabolic on Mg. Let u be a positive solution of ∆pu = 0 in an open set Ω ⊂ M ,
possibly the entire M , and define % according to

u(x) = G g
(
%(x)

)
=

∫ ∞
%(x)

vg(s)
− 1
p−1 ds.

When p > m, also suppose that u < G g(0) on Ω. If

Ric ≥ −(m− 1)G(%) on Ω, (4.17)

then
sup

Ω
|∇%| ≤ max

{
1, lim sup

x→∂Ω
|∇%(x)|

}
, (4.18)

where we set

lim sup
x→∂Ω

|∇%(x)| .= inf
{

sup
Ω\V
|∇%| : V open, V ( Ω

}
.

In particular, if ∂Ω = ∅ then |∇%| ≤ 1.

Remark 4.14. The bound (4.17) holds in the following relevant cases:
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1) if

Ric ≥ −(m− 1)κ2 on Ω,

for some constant κ ≥ 0, and we choose G(t) = κ2. If κ = 0, we further
assume that p < m in order for ∆p to be non-parabolic on Mg;

2) if M satisfies (Hp) for some p > 1 and a non-increasing G, Ω ⊂M\{o} and
u is the restriction to Ω of the Green kernel of M with pole at o. Indeed,
by Proposition 4.9, the fake distance % associated to u satisfies % ≤ r and
therefore

Ric ≥ −(m− 1)G(r) ≥ −(m− 1)G(%) on M.

Proof. Suppose (4.18) fails. Then, lim supx∈∂Ω |∇%(x)|2 < ∞ and we can pick
δ0 > 0 such that, for each δ ∈ [δ0, supM |∇%|2 − 1), the set

Uδ =
{
|∇%|2 > 1 + δ

}
is non-empty and U δ ⊂ Ω. We remark that |∇%| ∈ C∞(Uδ), by the regularity
of u on the complement of its stationary points. We first examine the case G∗

.
=

inf G > 0. Inserting (4.17) into (4.16) shows that the following inequality holds on
Uδ:

1

2
g−µdiv

(
gµA(∇%)∇|∇%|2

)
≥ |∇%|p(m− 1)G(%)

[
|∇%|2 − 1

]
≥ (m− 1)G∗|∇%|p+2

[
δ
δ+1

]
≥ c0|∇%|p+2,

(4.19)

where c0 = (m− 1)δ0/(1 + δ0)G∗. For R ≥ 1 pick ψ ∈ C2
c (B2R(o)) and λ ∈ C1(R)

satisfying

0 ≤ ψ ≤ 1 on M, ψ ≡ 1 on BR(o), |∇ψ| ≤ 8

R
ψ1/2

0 ≤ λ ≤ 1 on R, supp(λ) = [1 + 2δ,∞), λ′ ≥ 0 on R.

For η, α ≥ 1 to be chosen later, we use the test function

ϕ = λ(|∇%|2)ψ(x)η|∇%|α ∈ C1
c (Uδ).
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in the weak definition of (4.19). Writing A = A(∇%), λ = λ(|∇%|2) we get

α

2

∫
〈A∇|∇%|2, λ|∇%|α−1ψη∇|∇%|〉g(%)µ + c0

∫
λψη|∇%|α+p+2g(%)µ

≤ −η
2

∫
ψη−1λ|∇%|α〈A∇|∇%|2,∇ψ〉g(%)µ

− 1

2

∫
λ′ψη〈A∇|∇%|2,∇|∇%|2〉g(%)µ

≤ −η
2

∫
ψη−1λ|∇%|α〈A∇|∇%|2,∇ψ〉g(%)µ,

(4.20)

where, in the last inequality, we used λ′ ≥ 0 and the non-negativity of A. From
the definition of A,

〈A∇|∇%|2,∇|∇%|〉 =
1

2|∇%|
〈A∇|∇%|2,∇|∇%|2〉

≥ 1

2
min{1, p− 1}|∇%|p−3

∣∣∇|∇%|2∣∣2
while, by Cauchy-Schwarz inequality,

〈A∇|∇%|2,∇ψ〉 ≤
{
〈A∇|∇%|2,∇|∇%|2〉

}1/2{
〈A∇ψ,∇ψ〉

}1/2

≤ max{1, p− 1}|∇%|p−2
∣∣∇|∇%|2∣∣|∇ψ|

≤ 8 max{1, p− 1}
R

|∇%|p−2
∣∣∇|∇%|2∣∣ψ1/2

Substituting into (4.20) we obtain

α

4
min{1, p− 1}

∫
ψηλ|∇%|p+α−4

∣∣∇|∇%|2∣∣2g(%)µ

+ c0

∫
λψη|∇%|α+p+2g(%)µ (4.21)

≤ 4ηmax{1, p− 1}
R

∫
ψη−

1
2λ|∇%|α+p−2

∣∣∇|∇%|2∣∣g(%)µ.

By Young’s inequality, for τ > 0

2ψη−
1
2λ|∇%|α+p−2

∣∣∇|∇%|2∣∣ ≤ τψηλ|∇%|α+p−4
∣∣∇|∇%|2∣∣2 +

1

τ
ψη−1λ|∇%|α+p,
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whence, choosing

τ =
αRmin{1, p− 1}
8ηmax{1, p− 1}

and inserting into (4.21), we deduce the existence of a constant cp, depending only
on p, such that

c0

∫
λψη|∇%|α+p+2g(%)µ ≤ cp

η2

αR2

∫
λψη−1|∇%|α+pg(%)µ. (4.22)

We next apply Young’s inequality again with exponents

q =
p+ α+ 2

p+ α
, q′ =

p+ α+ 2

2

and a free positive parameter τ̄ to obtain

ψη−1|∇%|p+α ≤ τ̄ q

q
ψη|∇%|p+α+2 +

1

q′τ̄ q′
ψη−q

′
.

We choose η = 2q′ = p+ α+ 2 and τ̄ such that

cp
η2

αR2

τ̄ q

q
=
c0
2
,

so that, inserting into (4.22) and rearranging, we deduce that there exists a con-
stant c1 = c1(c0, cp) such that∫

λψη|∇%|α+p+2g(%)µ

≤ c0
p+ α

[
2cp
c0

η2

αR2

p+ α

p+ α+ 2

] p+α+2
2

∫
λψη/2g(%)µ (4.23)

≤
[
c1(p+ α+ 2)

R2

] p+α+2
2

∫
λψη/2g(%)µ.

Set

I(R) =

∫
BR

λg(%)µ.

Taking into account the definition of ψ and the fact that |∇%|2 ≥ 1 + 2δ on the
support of λψ, (4.23) yields

I(R) ≤
[
c1(p+ α+ 2)

R2(1 + 2δ)

] p+α+2
2

I(2R).
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Choosing α in such a way that

c1(p+ α+ 2)

R2(1 + 2δ)
=

1

e
,

we get

I(R) ≤ e−
p+α+2

2 I(2R) = e−
R2(1+2δ)

2c1e I(2R).

Iterating and taking logarithms as in [181, Lem. 4.7] shows that there exists S > 0
independent of R, δ such that for each R > 2R0,

log I(R)

R2
≥ log I(R0)

R2
+ S

(1 + 2δ)

c1
(4.24)

To conclude, we estimate I(R) from above. Since G ∈ L∞(R+) and infR+ G > 0,
we pick κ, κ̄ > 0 such that κ2 ≤ G ≤ κ̄2. By Sturm comparison,

sinh(κt)

κ
≤ g(t) ≤ sinh(κ̄t)

κ̄
on R+.

Consequently, both for positive and negative µ, by the Bishop-Gromov volume
comparison theorem and since λ ≤ 1 there exist constants bj = bj(µ,m, κ, κ̄) such
that

I(R) ≤ eb1R|BR| ≤ eb2R.

Taking limits in (4.24) for R→∞ we then deduce 0 ≥ S (1+2δ)
c1

, contradiction.

To examine the case G∗ = 0, fix c > 0 and consider a model of curvature −G(t)−c.
Let vg,c,G g

c denote, respectively, the volume of geodesic spheres and the Green
kernel centred at the origin of the model. Note that

G g
c ↑ G g in C1

loc(R+) as c ↓ 0.

Suppose first that p ≤ m. In this case, G g
c (0) = ∞ and thus the fake distance

%c associated to u and G g
c is defined on the entire Ω. Moreover, %c → % locally

uniformly in C1(Ω) and monotonically from below as c ↓ 0, which implies

|∇%(x)| = lim
c→0
|∇%c(x)| ∀x ∈ Ω.

We claim that
vg,c(%c) ≤ vg(%) on Ω. (4.25)

We postpone for a moment its proof, and conclude the argument. Since

|∇%c| = |∇u|vg,c(%c)
1
p−1 ≤ |∇u|vg(%)

1
p−1 = |∇%|,

applying the first part of the proof to %c we deduce, for each x ∈ Ω,

|∇%(x)| = lim
c→0
|∇%c(x)| ≤ lim inf

c→0
max

{
1, lim sup

y→∂Ω
|∇%c(y)|

}
≤ max

{
1, lim sup

y→∂Ω
|∇%(y)|

}
,



74 Chapter 4. Radialization and fake distances

as required. To prove (4.25), by Sturm comparison vg,c/vg is increasing on R+, thus
Lemma 4.11 implies the inequality |(log G g

c )′| ≥ |(log G g)′| on R+, that rewrites as

v
− 1
p−1

g,c

G g
c

(t) ≥ v
− 1
p−1

g

G g
(t) ∀ t ∈ R+.

We evaluate at t = %c, and use %c ≤ % together with the monotonicity of |(log G g)′|
that follows from Lemma 4.10, to deduce

vg,c(%c)
− 1
p−1

G g
c (%c)

≥ vg(%c)
− 1
p−1

G g(%c)
≥ vg(%)−

1
p−1

G g(%)
.

Inequality (4.25) follows since G g
c (%c) = G g(%) = u.

Next, we assume p > m. In this case, %c is defined on

Ωc
.
=
{
x ∈ Ω : u(x) < G g

c (0)
}
⊂ Ω.

However, since %c vanishes on ∂Ωc ∩ Ω, it holds

|∇%c(x)| = |∇u(x)|vg,c(%c(x))
1
p−1 → 0 as x→ ∂Ωc ∩ Ω,

and therefore

lim sup
Ωc3y→∂Ωc

|∇%(y)| = lim sup
Ωc3y→∂Ω

|∇%(y)| ≤ lim sup
y→∂Ω

|∇%(y)|.

We conclude by noticing that Ωc ↑ Ω, so for fixed x ∈ Ω we can choose c such that
x ∈ Ωc. By the above,

|∇%(x)| ≤ max
{

1, lim sup
Ωc3y→∂Ωc

|∇%(y)|
}
≤ max

{
1, lim sup

y→∂Ω
|∇%(y)|

}
,

concluding the proof. �

Theorem 4.15. Suppose that M satisfies (Hp) for some p > 1 and

G(t) ≥ 0, G(t) non-increasing on R+.

Then, having defined % as in Definition 4.7,

(i) |∇%| ≤ 1 on M\{o}.

(ii) Equality |∇%(x)| = 1 holds for some x ∈ M\{o} if and only if % = r and M
is the radially symmetric model Mg.

Proof. (i). We split the argument according to whether p ≤ m or p > m.

The case p ≤ m.
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Inequality % ≤ r holds because of Proposition 4.9, hence (2) in Theorem 4.3
guarantees

|∇%(x)| = vg(%(x))
1
p−1 |∇G(x)| ≤ vg(r(x))

1
p−1 |∇G(x)| → 1

as x → o. Thus, lim supx→o |∇%(x)| ≤ 1. In view of Remark 4.14, we are in the
position to apply Lemma 4.13 with the choice Ω = M\{o} and conclude (i).

The case p > m.
Fix

c > co =

[
capp({o},M)

capp({0},Mg)

] 1
p−1

and define %c according to

cG(x) =

∫ ∞
%c(x)

ds

vg(s)
1
p−1

.

Then, %c is well defined on

Ωc =
{
x ∈M : cG(x) < coG(o)

}
.

Note that o 6∈ Ωc, Ωc ↑ M\{o} as c ↓ co, and %c ↑ % pointwise. In particular, by
Proposition 4.9, %c ≤ r for each c and the monotonicity of G implies (4.17) on Ωc.
From G ∈ C1(Ωc) and %c = 0 on ∂Ωc we deduce

|∇%c(x)| = |∇G(x)|vg
(
%c(x)

) 1
p−1 → 0 as x→ ∂Ωc.

We can therefore apply Lemma 4.13 to u = cG(x) and Ω = Ωc to deduce |∇%c| ≤ 1
on Ωc. The limit % is therefore 1-Lipschitz, hence |∇%| ≤ 1 on M\{o}.

To show (ii), because of (4.16) the function u = 1− |∇%|2 ≥ 0 solves

1
2g
−µdiv

(
gµA(∇%)∇u

)
≤ −|∇%|p

[
Ric(ν, ν) + (m− 1)G(%)|∇%|2

]
≤ −(m− 1)|∇%|p

[
−G(r) +G(%)|∇%|2

]
≤ −(m− 1)|∇%|p

[
−G(r) +G(r)|∇%|2

]
= (m− 1)G(r)|∇%|pu.

If u vanishes at some point, by the strong minimum principle u ≡ 0 on M , that
is, |∇%| ≡ 1. In this case, again by (4.16) we deduce

∇2F =
1

m
TrB(∇2F )〈 , 〉B on M, (4.26)

with F as in (4.15). Consider the flow Φt of ∇%. Since |∇%| = 1, the integral curves
of the flow are unit speed geodesics. Because of the completeness of M , for each
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x ∈ M\{o} the geodesic Φt(x) is defined on the maximal interval (−%(x),∞),
and limt→−%(x) Φt(x) = o, being o the unique zero of %. Hence, Φt is a unit speed
geodesic issuing from o to x. If x ∈ M\cut(o), it therefore holds %(x) = r(x),
and by continuity % = r on M . The function r is thus C1 outside of o, and this
implies cut(o) = ∅, that is, o is a pole of M . Indeed, the distance function r is
not differentiable at any point y ∈ cut(o) joined to o by at least two minimizing
geodesics. Such points are dense in cut(o) by [21, 236], so cut(o) = ∅ whenever r
is everywhere differentiable outside of o. Rewriting (4.26) in terms of ∇2% = ∇2r
we deduce

∇2r =
g′(r)

g(r)

(
〈 , 〉 − dr ⊗ dr

)
on M\{o}.

Writing 〈 , 〉 in polar coordinates as dr2 + bαβ(r, θ)dθαdθβ , with {θα} coordinates
on Sm−1, we get

∂rbαβ =
(
L∂r〈 , 〉

)
αβ

= 2(∇2r)αβ = 2
g′(r)

g(r)
bαβ .

Integrating and using the asymptotic relation

bαβ(r, θ) ∼ r2(dθ2)αβ

with dθ2, as usual, the metric on the unit sphere Sm−1, we deduce

bαβ = g(r)2(dθ2)αβ ,

thus 〈 , 〉 = dr2 + g(r)2dθ2 and M is isometric to Mg. �

4.4 Properness of %

The properness of %, equivalently, the fact that G(x)→ 0 as r(x)→∞, is a
non-trivial fact intimately related to the geometry of M at infinity. The first class
that we are going to investigate is that of manifolds with Ric ≥ 0. We introduce
the following bound due to I. Holopainen, that extended, to the nonlinear setting,
a previous estimate in [146, Thm. 5.2] valid for the Laplace-Beltrami operator.

Theorem 4.16 (Prop. 5.10 of [122]). Let M be complete, and suppose that Ric ≥ 0.
Denote by Br a geodesic ball of radius r centred at some fixed origin o, and with
∂M(r) the portion of ∂Br which is the boundary of an unbounded connected
component of M\Br. Fix p ∈ (1,∞). Then, ∆p is non-parabolic on M if and only
if (

s

|Br|

) 1
p−1

∈ L1(∞). (4.27)

In this case there exists a constant C ≥ 1 independent of r such that

1

C

∫ ∞
2r

(
s

|Bs|

) 1
p−1

ds ≤ G(x) ≤ C
∫ ∞

2r

(
s

|Bs|

) 1
p−1

ds (4.28)
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for each x ∈ ∂M(r).

As a consequence, we deduce

Corollary 4.17. Let p ∈ (1,∞). If M is complete with Ric ≥ 0, and ∆p is non-
parabolic, then the Green kernel G of ∆p with pole at o ∈ M satisfies G(x) → 0
as r(x)→∞.

Proof. Suppose that there exists c > 0 and a sequence {xj} with rj = r(xj)→∞
such that G(xj) ≥ c for each j. By (4.28), up to removing a finite number of xj
and relabelling, xj necessarily belongs to the boundary of a compact connected
component of M\Brj . For r ≤ rj , let Ur be the connected component of M\Br
containing xj , and define

Ij =
{
r ∈ (0, rj ] : Ur is compact

}
, r̄j = inf(Ij).

Note that Ij 6= ∅. For r ∈ Ij , since G is p-harmonic on Ur the maximum principle
gives G(xj) ≤ max∂Ur G, and by continuity G(xj) ≤ max∂Ur̄j G. Choose r̂j ∈
(r̄j − 1, r̄j) in order to satisfy G(xj) ≤ max∂Ur̂j G + c/2. Applying (4.28) to points

of ∂Ur̂j we have

c ≤ G(xj) ≤ max
∂Ur̂j

G +
c

2
≤ c

2
+ C

∫ ∞
2r̂j

(
s

|Bs|

) 1
p−1

ds.

This implies that {r̂j}, and hence {r̄j}, is bounded. Fix R > supj r̄j . Since
r(xj) → ∞ and using that, by construction, each xj belongs to a bounded con-
nected component of M\BR, we deduce that M\BR should necessarily have in-
finitely many connected components, a contradiction. �

Remark 4.18. The above proof does not provide an explicit rate of decay of G(x)
at infinity in terms of bounds on the geometry of M , the problem being to control
the diameter of the bounded connected components of M\Br. However, it can
easily be modified to guarantee a uniform decay of the type

G(x) ≤ C
∫ ∞
r(x)

(
s

|Bs|

) 1
p−1

ds (4.29)

provided that each bounded connected component of M\Br lies inside an un-
bounded connected component of M\Bµr, for some constant µ = µ(m) ∈ (0, 1).
To the best of our knowledge, whether or not such property holds on every com-
plete manifold with Ric ≥ 0 is still an open problem. A sufficient condition for this
to hold has been identified by V. Minerbe in [161]: it is sufficient that Ric ≥ 0 and
that, for some origin o, there exist C1 > 0, b > 1 and a point o ∈M such that

∀t ≥ s > 0,
|Bt|
|Bs|

≥ C1

(
t

s

)b
, (4.30)
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where balls are centred at o. In this case, µ depends on m, b, C1. More details can
also be found in Section 3 of [155].

If the Ricci tensor is negative somewhere, some additional condition must
be placed on M in order to guarantee that G(x) → 0 as r(x) → ∞. We will be
interested in manifolds supporting a Lp Sobolev inequality of the type(∫

|ψ|
νp
ν−p

) ν−p
ν

≤ Sp,ν

∫
|∇ψ|p ∀ψ ∈ Lipc(M), (4.31)

for some constant S > 0. We recall that if (4.31) holds for p = 1, that is, if(∫
|ψ|

ν
ν−1

) ν−1
ν

≤ S1,ν

∫
|∇ψ| ∀ψ ∈ Lipc(M) (4.32)

holds for some S1,ν > 0 then applying (4.32) to the test function

|ψ|
p(ν−1)
ν−p for p ∈ (1, ν)

and using Hölder inequality, one deduces the validity of (4.31) with constant

Sp,ν =

[
S1,νp(ν − 1)

ν − p

]p
→ S1,ν as p→ 1. (4.33)

Remark 4.19. Because of [38, Prop. 2.5] and [186], if (4.31) holds on M\K for
some compact set K, then (4.31) holds on the entire M , possibly with a different
constant.

Examples of manifolds supporting (4.31) with ν = m include the following
classes:

Example 4.20. Let Mm → Nn be a complete, minimal immersion into a Cartan-
Hadamard space (cf. Definition 3.3). By [119], the L1 Sobolev inequality(∫

|ψ|
m
m−1

)m−1
m

≤ S1,m

∫
|∇ψ| ∀ψ ∈ Lipc(M) (4.34)

holds on M .

Example 4.21. If Ric ≥ 0 on M , and m ≥ 3, it is known that

M enjoys (4.34) ⇐⇒ lim
r→∞

|Br|
rm

> 0,

that is, M has maximal volume growth. Implication⇐ holds by [214, Thm. 3.3.8],
while ⇒ holds irrespectively of a bound on the Ricci tensor, see [38] and [184,
Lem. 7.15].

Example 4.22. Let Mm be a complete manifold satisfying
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(i) Ric ≥ −(m− 1)κ2〈 , 〉 for some constant κ > 0, and

inf
x∈M
|B1(x)| = υ > 0; (4.35)

(ii) for some Pp ∈ R+, the Poincaré inequality∫
|ψ|p ≤Pp

∫
|∇ψ|p ∀ψ ∈ Lipc(M). (4.36)

Note that a striking estimate in [60, Prop. 14] guarantees the validity of (4.35)
whenever inj(M) > 0, where inj(M) is the injectivity radius of M . By work of
N. Varopoulos (see [112], Thm. 3.2), because of (i) M enjoys the L1 Sobolev
inequality with potential(∫

|ψ|
m
m−1

)m−1
m

≤ S1,m

∫ [
|∇ψ|+ |ψ|

]
∀ψ ∈ Lipc(M),

for some S1,m depending on (m,κ, υ). Using again as a test function |ψ|
p(m−1)
m−p ,

by Hölder inequality and rearranging we get(∫
|ψ|

mp
m−p

)m−p
m

≤ Sp,m

∫ [
|∇ψ|p + |ψ|p

]
∀ψ ∈ Lipc(M),

for some Sp,m depending on (m,κ, υ, p). Assumption (ii) then guarantees (4.31)
with ν = m.

Example 4.23. The notion of rough isometry between metric spaces was introduced
by M. Kanai in [130], and proved to be very powerful in connection with the validity
of Sobolev inequalities. Two metric spaces (M,dM ) and (N, dN ) are said to be
roughly isometric if there exist ϕ : M → N such that

- Bε(ϕ(M)) = N for some ε > 0;

- for some constants C1 ≥ 1, C2 ≥ 0,

C−1
1 dM (x, y)− C2 ≤ dN

(
ϕ(x), ϕ(y)

)
≤ C1dM (x, y) + C2 ∀x, y ∈M.

Kanai proved in [130, Thm. 4.1] that if M and N are roughly isometric manifolds
of the same dimension, both satisfying

(iii) Ric ≥ −(m− 1)κ2〈 , 〉, inj(M) > 0,

for some constant κ > 0, then

(4.34) holds on M ⇐⇒ (4.34) holds on N.

In particular, a manifold Mm satisfying (iii) and roughly isometric to Rm enjoys
(4.34), and therefore (4.31) with ν = m. Under the same assumptions, ∆p is
parabolic for each p ≥ m, see [121, Thm. 3.16], and thus (4.31) fails for any
m ≤ p < ν.
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We are ready to prove our main result of this section, that provides a sharp
decay estimate for G whenever an Lp Sobolev inequality holds. For p = 2, an
analogous decay estimate for G was obtained by L. Ni in [170], by integrating a
corresponding estimate for the heat kernel. However, his technique does not extend
to p 6= 2. The theorem is of interest even for relatively compact, smooth sets Ω.

Theorem 4.24. Let Ω ⊂M be a connected open set, and denote with r the distance
from a fixed origin o ∈ Ω. Assume that Ω supports the Sobolev inequality (4.31)
for some p ∈ (1,m), ν > p, Sp,ν > 0 and every ψ ∈ Lipc(Ω).
Then, ∆p is non-parabolic on Ω, and the kernel G(x) of ∆p with pole at o satisfies

G(x) ≤ C
1
p−1
p,ν r(x)−

ν−p
p−1 , ∀x ∈ Ω\{o}, (4.37)

with

Cp,ν = S
ν
p
p,ν

[
2νp(1 + p)p

(
p

p− 1

)p−1
] ν−p

p

In particular, G(x)→ 0 as r(x)→∞ in Ω.

Remark 4.25. If M satisfies the L1 Sobolev inequality (4.32), then Sp,ν can be
chosen as in (4.33). Consequently, the constant Cp,ν in (4.37) remains bounded
as p → 1. This is a crucial step in the application of the above estimates to the
construction of the Inverse Mean Curvature Flow by means of p-Laplace approxi-
mation. The interested reader is referred to [155] and to the references therein for
details.

Remark 4.26. The non-parabolicity of ∆p under the validity of a Sobolev inequal-
ity is, indeed, a corollary of a general result for non-negative operators of type
∆p +V (x) known as the ground-state alternative, see [187] and [26, Thm. 4.1] for
further insight.

Proof. We begin by proving that ∆p is non-parabolic on Ω, a rather standard fact
that can be found in [186] for general p, and [184, Lemma 7.13] for p = 2. If ∆p

were parabolic, by the characterization of parabolicity via capacity there would
exist a sequence {φj} ⊂ Lipc(Ω) such that∫

|∇φj |p → 0, φj = 1 on a fixed open domain K b Ω.

Plugging φj in (4.31) and letting j →∞ we obtain |K| = 0, contradiction.

We prove the bound when G is the kernel of ∆p on a smooth, relatively
compact set Ω′ b Ω containing o, since the general case follows by taking an
exhaustion of Ω and the limit of the corresponding kernels.

Let x ∈ Ω, and assume that Ω′ ∩ ∂Br(x) 6= ∅, otherwise there is nothing to
prove. Let ψ ∈ C1(Ω′) and consider (4.4) with test function ψη(G) ∈ Lipc(Ω

′),
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where

η(s) =


0 on [0, `− ε],

ε−1(s− `+ ε) on (`− ε, `),

1 otherwise.

Letting ε→ 0 and using the coarea’s formula we deduce that

ψ(o) =

∫
{G>`}

|∇G|p−2〈∇G,∇ψ〉+

∫
{G=`}

|∇G|p−1ψ (4.38)

holds for almost every ` ∈ R+. Similarly, the identity

0 =

∫
{G<`}

|∇G|p−2〈∇G,∇ψ〉 −
∫
{G=`}

|∇G|p−1ψ (4.39)

holds for every ψ ∈ C1(Ω′\{o}) and a.e. `. Fix a constant θ ∈ (0, 1) to be specified
later, and choose ` satisfying

sup
Ω′∩∂B(1−θ)r(x)

G < ` (4.40)

and such that (4.38), (4.39) hold with, respectively, ψ ≡ 1 and ψ = G. In particular,∫
{G≤`}

|∇G|p = `

∫
{G=`}

|∇G|p−1 = `. (4.41)

Since G is p-harmonic on Ω′ \ {o} and it diverges at the pole o (by Theorem 4.3,
because p < m), the strong maximum principle implies that its super-level sets
are connected open sets containing o. In particular, using (4.40),

{G > `} ⊂ B(1−θ)r(x).

Furthermore, the strong maximum principle also implies that sup∂Br∩Ω G is a
non-increasing function of r. Extend G to be zero on M\Ω′, and observe that
∆pG ≥ −δo on M . Let 0 ≤ φ ∈ Lipc(M\{o}). For a given q̄ ≥ p, we inte-
grate ∆pG ≥ 0 against the test function φpG q̄−p+1 ∈ Lipc(M) and apply Cauchy-
Schwarz inequality to get∫

φpG q̄−p|∇G|p ≤
∣∣∣∣ p

q̄ − p+ 1

∣∣∣∣ ∫ φp−1G q̄−p+1|∇G|p−1|∇φ|.

Therefore, by Hölder inequality we obtain∫
φpG q̄−p|∇G|p ≤

∣∣∣∣ p

q̄ − p+ 1

∣∣∣∣p ∫ G q̄|∇φ|p. (4.42)
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Using (4.31) with ψ = φG
q̄
p ∈ Lip0(Ω′) and (4.42), we compute

S
− 1
p

p,ν

∥∥φG q̄p ∥∥ νp
ν−p

≤
∥∥∇(φG q̄p )∥∥

p
≤
∥∥G q̄p |∇φ|+ |q̄/p|φG q̄−pp |∇G|∥∥

p

≤
∥∥G q̄p |∇φ|∥∥

p
+

∣∣∣∣ q̄p
∣∣∣∣ ∥∥φG q̄−pp |∇G|∥∥p

≤
[
1 +

∣∣∣∣ q̄

q̄ − p+ 1

∣∣∣∣] ∥∥G q̄p |∇φ|∥∥p.
(4.43)

We use Moser iteration to estimate G from above on annuli, and for this reason
we set for convenience

t = r(x), A∞ = Bt(2−θ)\Bt, T = θt, A0 = BT (A∞) = B2t\B(1−θ)t

and

k =
ν

ν − p
> 1, q = kp =

νp

ν − p
.

For i ∈ {0, 1, 2, . . .} define

ri = T

2−
i∑

j=0

2−j

 , Ai = Bri(A∞)

and

ηi(t) =


1 if t ∈ [0, ri+1)

1− 2i+1

T (t− ri+1) if t ∈ [ri+1, ri)

0 if t ≥ ri

Set φi = ηi(r), with r(x) = dist(A∞, x). Choosing φ = φi, q̄ = qi = qki and
|∇φi| ≤ T−12i+1 in (4.43) we deduce

(∫
Ai+1

Gqk
i+1

) 1
k

≤ Sp,ν

[
1 +

∣∣∣∣ qki

qki − p+ 1

∣∣∣∣]p 2p(i+1)T−p
∫
Ai

Gqk
i

≤ Sp,ν [1 + p]
p

2p(i+1)T−p
∫
Ai

Gqk
i

,

where, in the last step, we used that the function q/(q − p + 1) is decreasing for
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q ≥ p. Taking the ki-th root, iterating and explicitly computing the sums, we infer

sup
A∞

Gq = lim
i→∞

(∫
Ai

Gqk
i+1

) 1

ki+1

≤ (Sp,ν [1 + p]p)
∑∞
j=0 k

−j
[2k]p

∑∞
j=0(j+1)k−jT−p

∑∞
j=0 k

−j
∫
A0

Gq

= (Sp,ν [1 + p]p)
k
k−1 [2k]

pk2

(k−1)2 T−
kp
k−1

∫
A0

Gq.

Extracting the q-th root and using the definition of A∞, A0, k, we get

‖G‖L∞(∂Bt) ≤
(
Sp,νC̄p,ν

) ν−p
p2 (θt)

− ν−pp

(∫
B2t\B(1−θ)t

G
νp
ν−p

) ν−p
νp

, (4.44)

where we set
C̄p,ν = 2ν [1 + p]p.

Plugging in the Sobolev inequality (4.31) the test function ψ = min{G, `} ∈
Lipc(Ω), and using the fact that ψ = G on Ω\B(1−θ)t ⊂ {G ≤ `} together with
(4.41), we get(∫

B2t\B(1−θ)t

G
νp
ν−p

) ν−p
ν

≤
(∫

ψ
νp
ν−p

) ν−p
ν

≤ Sp,ν

∫
|∇ψ|p

= Sp,ν

∫
{G≤`}

|∇G|p = Sp,ν`.

Let ‖ · ‖s denote the L∞ norm on ∂Bs. Inserting into (4.44) and letting ` ↓
‖G‖(1−θ)t,

‖G‖t ≤ S
ν
p2

p,ν C̄
ν−p
p2

p,ν t−
ν−p
p θ−

ν−p
p ‖G‖

1
p

(1−θ)t, (4.45)

Fix ξ ∈ (0, 1) and consider a sequence {σk}k≥0 ⊂ [1,∞) with the property that

σk+1 > σk for k ≥ 0,

to be specified later, and construct inductively sequences {tk}, {θk} for k ≥ 0 as
follows:

t0 = t, θ0 = 1− ξσ1 , θk = 1− ξσk+1−σk for k ≥ 1,

tk+1 = (1− θk)tk = tξσk+1 .

Set for convenience

Ĉ = S
ν
p2

p,ν C̄
ν−p
p2

p,ν .
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We iterate (4.45) i-times for the chosen θk, tk to deduce

‖G‖t0 ≤ Ĉt
− ν−pp
0 θ

− ν−pp
0 ‖G‖

1
p

t1

≤ Ĉ1+p−1[
t0t

p−1

1

]− ν−pp [θ0θ
p−1

1

]− ν−pp ‖G‖ 1
p2

t2

≤ . . . ≤ Ĉ
∑i
k=0 p

−k

[
i∏

k=0

(tkθk)p
−k

]− ν−pp
‖G‖

1

pi+1

ti+1
.

(4.46)

We shall find a suitable sequence {σk} such that

P1
.
=

∞∏
k=0

(tkθk)p
−k

= t
p
p−1 (1− ξσ1)

∞∏
k=1

[ξσk − ξσk+1 ]
1

pk

converges with nice estimates as p → 1. Taking the logarithm, this amounts to
estimating from below the sum

∞∑
k=1

1

pk
log [ξσk − ξσk+1 ]

by O( 1
p−1 ). For fixed τ > 1, we choose σk inductively by taking

σ1 = 1, σk+1 =
log (ξσk − ξτ )

log ξ
,

so in particular,

ξσk − ξσk+1 = ξτ , hence σk+1 > σk > . . . > σ1 = 1.

Note also that σk ∈ (1, τ) for every k, since ξτ < ξσk and therefore tk = tξσk ≥ tξτ .
With such a choice,

∞∑
k=1

1

pk
log [ξσk − ξσk+1 ] = τ log ξ

∞∑
k=1

1

pk
=
τ log ξ

p− 1

and thus

P1 = t
p
p−1 (1− ξσ1) exp

{
τ log ξ

p− 1

}
= t

p
p−1 (1− ξ)ξ

τ
p−1 .

Recalling that ‖G‖r, is a non-increasing function of r, ‖G‖ti+1
≤ ‖G‖tξτ and there-

fore

lim
i→∞

‖G‖
1

pi+1

ti+1
≤ lim
i→∞

‖G‖
1

pi+1

tξτ = 1.
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Thus, letting i → ∞ and computing the sum at the exponent of Ĉ, we deduce
from (4.46) the upper bound

‖G‖t ≤ Ĉ
p
p−1

[ ∞∏
k=0

(tkθk)p
−k

]− ν−pp
= Ĉ

p
p−1 t−

ν−p
p−1

[
(1− ξ)ξ

τ
p−1

]− ν−pp
.

Finally, letting τ → 1 and maximizing in ξ ∈ (0, 1) we obtain

max
ξ∈(0,1)

(1− ξ)ξ
1
p−1 =

p− 1

p
p−

1
p−1 ,

and therefore, recalling the definition of Ĉ,

‖G‖t ≤
(

p

p− 1

) ν−p
p

S
ν

p(p−1)
p,ν C̄

ν−p
p(p−1)
p,ν t−

ν−p
p−1 p

ν−p
p(p−1) .

Estimate (4.37) then follows from the definition of C̄p,ν . �

Remark 4.27. In the above proof, we performed a non-standard iteration to obtain
a constant Cp,ν which remains bounded as p → 1. As can be easily checked, this
is not possible with a standard dyadic iteration. Although not essential for the
purposes of the present book, the fact that Cp,ν remains bounded as p→ 1 turns
out to be crucial in applications to the Inverse Mean Curvature Flow, see [155].
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Chapter 5

Boundary value problems for
nonlinear ODEs

At the beginning of Chapter 4, we observed that to find radial solutions of
(P≥) and (P≤) one is lead to solve the following ODE:[

vgϕ(w′)
]′

= vgβf(w)l(|w′|) (5.1)

on an interval of R+
0 , where we have extended ϕ to an odd function on all of R. The

functions vg and β are bounds, respectively, for the volume of geodesic spheres of
M and for b. We devote this section to the study of (5.1). Regarding ϕ, f, l we
assume the following:

ϕ ∈ C(R+
0 ), ϕ(0) = 0, ϕ(t) > 0 for all t ∈ R+,

ϕ is strictly increasing on R+,

f ∈ C(R),

f ≥ 0 in (0, η0), for some η0 ∈ (0,∞),

l ∈ C(R+
0 ), l ≥ 0 in R+

0 .

(5.2)

We point out that no monotonicity is needed neither on f nor on l. In some
results, we also require the validity of the next conditions:

ϕ ∈ C1(R+), ϕ′ > 0 on R+,

tϕ′(t)

l(t)
∈ L1(0+).

(5.3)

Set
ϕ(∞) = lim

t→∞
ϕ(t) ∈ (0,∞],
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and define K and F respectively as in (2.7) and (2.8).
In what follows, we find convenient to normalize the interval where we study

(5.1), say on [0, T0], and for this reason we introduce two functions a, ℘ that will be
related to, respectively, β and vg, in a way that may depend from the geometrical
problem at hand. We require{

℘ ∈ C1([0, T0]), ℘ > 0 on [0, T0],

a ∈ C([0, T0]), a > 0 on [0, T0].
(5.4)

5.1 The Dirichlet problem

We first investigate the existence and the qualitative properties of C1 weak
solutions of the singular two-points boundary value problem

[℘ϕ(w′)]′ = ℘af(w)l(|w′|) on (0, T ),

w(0) = 0, w(T ) = η,

0 ≤ w ≤ η, w′ ≥ 0 on (0, T )

(5.5)

where η > 0, T ∈ (0, T0) are given.
The results of this section are inspired by Chapters 4 and 8 of [196], and we

also borrow some of the main ideas of the proof of Proposition 3.1 in [95] and the
appendix of Chapter 4 in [196], but with several improvements in the spirit of [33,
Thm. 4.1].

One of the main points in our investigation is to determine under which
assumptions on f , l, ϕ and a, solutions of (5.5) satisfy w′(0) = 0 or w′(0) > 0,
that is, whether or not w can be pasted to the zero function on (−∞, 0) in a
C1 way. As we shall see, such assumptions will be substantially related to the
integrability condition (KO0).

For η, ξ > 0 set

a0 = min[0,T0] a, a1 = max[0,T0] a;

℘0 = min[0,T0] ℘, ℘1 = max[0,T0] ℘;

fη = max[0,η] f, lξ = max[0,ξ] l;

Θ(T ) = sup
[0,T ]

1

℘(t)

∫ t

0

℘(s)a(s)ds.

(5.6)

Note that Θ(T )→ 0 as T → 0.
We aim to prove the following existence result.

Theorem 5.1. Assume (5.2), (5.4) and

f(0)l(0) = 0.
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Fix ξ > 0, let T ∈ (0, T0) and η ∈ (0, η0), with η0 as in (5.2), satisfying

℘1

℘0
ϕ
( η
T

)
+ 2Θ(T )fηlξ < ϕ(ξ). (5.7)

Then, problem (5.5) admits a weak solution w ∈ C1([0, T ]) such that

0 ≤ w′ ≤ ϕ−1

(
℘1

℘0
ϕ
( η
T

)
+ 2Θ(T )fηlξ

)
. (5.8)

In particular, 0 ≤ w′ < ξ.

We begin with the following auxiliary result, see Lemma 4.1.3 of [196].

Lemma 5.2. Under assumptions (5.2) and (5.4), suppose that ϕ is extended on all
of R in such a way that tϕ(t) > 0 on R\{0}. Then, any weak solution w ∈ C1([0, T ])
of {

sign(w) ·
[
℘ϕ(w′)

]′ ≥ 0 in (0, T ),

w(0) = 0, w(T ) = η > 0
(5.9)

is such that
w ≥ 0, w′ ≥ 0 in [0, T ].

Moreover, there exists t0 ∈ [0, T ) such that

w ≡ 0 in [0, t0]; w > 0, w′ > 0 in (t0, T ], (5.10)

Proof. We first claim that w ≥ 0 on [0, T ]. Otherwise, by contradiction there
exist t0, t1, with 0 ≤ t0 < t1 < T , such that w(t0) = w(t1) = 0 and w < 0 on
(t0, t1). Using the non-negative, Lipschitz test function ψ = −w on [t0, t1], ψ = 0
otherwise, we get ∫ t1

t0

℘ϕ(w′)w′ ≤ 0.

Since sϕ(s) > 0 in R\{0} by assumption, the integrand is strictly positive. This
gives the desired contradiction.

Let J = {t ∈ (0, T ) : w′(t) > 0}. Since w ∈ C1([0, T ]) and w(T ) > w(0),
J 6= ∅ and J is open in (0, T ). Let t0 = inf J ∈ [0, T ), so that w ≡ 0 on [0, t0]. For
each fixed t ∈ (t0, T ), there necessarily exists t̄ ∈ (t0, t) with w′(t̄) > 0. Integrating
(5.9) on [t̄, t] we deduce

℘(t)ϕ(w′(t)) ≥ ℘(t̄)ϕ(w′(t̄)) > 0,

which implies that w′(t) > 0. Hence, w′ > 0 on (t0, T ]. Integrating again we obtain
w > 0 on (t0, T ], concluding the proof. �

Remark 5.3. Note that the a priori knowledge of w ≥ 0 in [0, T ] allows us to
directly apply the second part of the proof of Lemma 5.2 and conclude that w′ ≥ 0
on (0, T ), and so 0 ≤ w ≤ η.
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We are now ready to solve the singular two-points boundary value problem
(5.5).

Proof of Theorem 5.1. Redefine f and l on the complements of, respectively, [0, η]
and [0, ξ], in such a way that

0 ≤ f(s) ≤ fη for s ≥ η, f(s) = 0 for s < 0,

0 < l(s) ≤ lξ for s ≥ ξ
(5.11)

Note that we can change l as above still keeping the validity of l ∈ C(R+
0 ), while,

with this procedure, we can only ensure that f ∈ C(R\{0}), since f has a jump
discontinuity at s = 0 when f(0) > 0. The modifications will not affect the conclu-
sions of the theorem since any ultimate solution with w′ ≥ 0 satisfies 0 ≤ w ≤ η
and |w′| ≤ ξ. However, the region {w = 0} needs a special care. We extend ϕ to
a continuous function defined on all of R in such a way that

ϕ < 0 on (−∞, 0), ϕ(t) = −ϕ(−t) if t ∈
[
−ϕ−1

( η
T

)
, 0
]
,

ϕ is strictly increasing on R;

lim
t→−∞

ϕ(t) = −∞.
(5.12)

Let

µ1 =
℘1

℘0
ϕ
( η
T

)
+ Θ(T )fηlξ < ϕ(ξ)

where the last inequality is due to (5.7), and set

I = [−℘1µ1, ℘0µ1].

To show the existence of solutions of (5.5), following the approach in [196] we use
Browder’s version of the Leray-Schauder theorem (see Theorem 11.6 of [101]), an
idea that is attributed by the authors in [196] to M. Montenegro. We consider the
parametric family of boundary value problems{ [

℘ϕ(w′)
]′

= σ℘af(w)l(|w′|) on (0, T ),

w(0) = 0, w(T ) = ση ≥ 0,

for σ ∈ [0, 1]. In our case, however, the presence of a nonconstant l makes things
more subtle than in [196]. To tackle the problem we let X be the Banach space

X = (C1([0, T ]), ‖ · ‖),

where ‖ · ‖ is the C1 norm:

‖w‖ = ‖w‖∞ + ‖w′‖∞ ∀w ∈ X.
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Define H : X × [0, 1]→ X as follows:

H(w, σ)(t) = ση −
∫ T

t

ϕ−1

(
1

℘(s)

[
δ

+σ

∫ s

0

℘(τ)a(τ)f(w(τ))l(|w′(τ)|)dτ
])

ds,

(5.13)

where δ = δ(w, σ) ∈ I and δ is chosen in such a way that

H(w, σ)(0) = 0.

We claim that such a choice of δ is possible, and in fact it is unique. First, we
check that H(w, σ) is well-defined for each fixed (w, σ) ∈ X× [0, 1] and δ ∈ I. This
follows from the next chain of inequalities, where we use the definition of Θ(T )
and (5.7)

1

℘(s)

[
δ + σ

∫ s

0

℘(τ)a(τ)f(w(τ))l(|w′(τ)|)dτ
]
≤ ℘0µ1

℘0
+ Θ(T )fηlξ

= µ1 + Θ(T )fηlξ < ϕ(ξ).

(5.14)

We remark that, by construction, ϕ is a homeomorphism of (−∞, 0) onto itself.
Moreover, if δ = −℘1µ1, recalling that ϕ−1 is increasing on R we have

H(w, σ)(0) = ση −
∫ T

0

ϕ−1

(
1

℘(s)

[
−℘1µ1 +σ

∫ s

0

℘(τ)a(τ)f(w(τ))l(|w′(τ)|)dτ
])

ds

≥ ση −
∫ T

0

ϕ−1

(
−℘1µ1

℘(s)
+ Θ(T )fηlξ

)
ds

≥ ση −
∫ T

0

ϕ−1 (−µ1 + Θ(T )fηlξ) ds ≥ ση,

where the last inequality follows from (5.12) and since µ1 ≥ Θ(T )fηlξ. On the
other hand, for δ = ℘0µ1, for all (w, σ) ∈ X × [0, 1] we find

H(w, σ)(0) = ση−
∫ T

0

ϕ−1

(
1

℘(s)

[
℘0µ1 + σ

∫ s

0

℘(τ)a(τ)f(w(τ))l(|w′(τ)|)dτ
])

ds

≤ η −
∫ T

0

ϕ−1

(
℘0µ1

℘(s)

)
ds ≤ η −

∫ T

0

ϕ−1

(
℘1

℘(s)
ϕ
( η
T

))
ds

≤ η −
∫ T

0

ϕ−1
(
ϕ
( η
T

))
ds = 0.

Now, the integrand in the RHS of (5.13) is a strictly increasing function of δ for
(w, σ) fixed. It is therefore clear that there exists a unique δ = δ(w, σ) ∈ I such
that H(w, σ)(0) = 0.

It remains to show that a fixed point of w = H(w, 1) exists. To apply Brow-
der’s version of the Leray-Schauder theorem, we shall check that:
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(i) H(w, 0) = 0, the zero function of X,

(ii) H : X × [0, 1]→ X is continuous and compact,

(iii) There exists a constant Υ > 0 such that ‖w‖ ≤ Υ for all (w, σ) ∈ X × [0, 1],
with w = H(w, σ).

Property (i) is immediate by the definition of H, since δ(w, 0) = 0 for all w ∈ X.
Regarding (iii), by construction each solution of w = H(w, σ) is of class C1([0, T ])
and has the property that ϕ(w′) ∈ Lip([0, T ]). We claim that w ≥ 0 on [0, T ].
Indeed, if w < 0 somewhere, fix an interval (t1, t2) ⊂ (0, T ) such that w < 0 on

(t1, t2), w(t1) = w(t2) = 0. From f = 0 on (−∞, 0) we deduce
(
ϕ(w′)

)′
= 0 on

(t1, t2); thus, integrating against the test function (w + ε)− and letting ε→ 0 we
get

0 =

∫ t2

t1

℘ϕ(w′)w′,

and because of the positivity of sϕ(s) on R\{0} we deduce that w′, and conse-
quently w, vanishes identically on (t1, t2), which is a contradiction. By Remark
5.3, from w ≥ 0 in [0, T ] we infer w′ ≥ 0 and 0 ≤ w ≤ η in [0, T ], and the identity

w′(t) = [H(w, σ)]′(t)

= ϕ−1

(
1

℘(t)

[
δ + σ

∫ t

0

℘(τ)a(τ)f(w(τ))l(|w′(τ)|)dτ
]) (5.15)

implies

0 ≤ w′(t) ≤ ϕ−1

(
δ

℘(t)
+ Θ(T )fηlξ

)

≤ ϕ−1
(
µ1 + Θ(T )fηlξ

)
< ξ.

(5.16)

Hence, each solution of w = H(w, σ) enjoys the a priori estimate ‖w‖ ≤ η + ξ, as
required.

We are left to prove (ii). Let {(wk, σk)}k be a bounded sequence in X× [0, 1],
say ‖wk‖ ≤ L for all k. Using that δk = δ(wk, σk) ∈ I and 0 ≤ f(t) ≤ fη for all
t ∈ R, together with (5.14), we deduce that

‖H(wk, σk)′‖∞ ≤ max

{∣∣∣∣ϕ−1

(
−℘1µ1

℘0

)∣∣∣∣ , ϕ−1
(
µ1 + Θ(T )fηlξ

)}
,

thus
{
H(wk, σk)

}
k

is equi-bounded in X and equi-continuous in [0, T ]× [0, 1]. To

show the equi-continuity of
{
H(wk, σk)

}
k

in C1, we shall estimate the difference∣∣H(wk, σk)′(t)−H(wk, σk)′(s)
∣∣
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for 0 ≤ s < t ≤ T . Set for convenience

xk =
1

℘(t)

(
δk + σk

∫ t

0

℘(τ)a(τ)f(wk(τ))l(|w′k(τ)|)dτ
)

yk =
1

℘(s)

(
δk + σk

∫ s

0

℘(τ)a(τ)f(wk(τ))l(|w′k(τ)|)dτ
)
,

and note that∣∣H(wk, σk)′(t)−H(wk, σk)′(s)
∣∣ =

∣∣ϕ−1(xk)− ϕ−1(yk)
∣∣.

Fix ε > 0 and let % = %(ϕ−1, ε) > 0 be the corresponding number of the uniform
continuity of ϕ−1 in [−℘1

℘0
µ1, µ1]. Set c = ℘1a1fηlξ, and suppose that |t−s| < %/C,

where

C
.
=
℘1µ1

℘2
0

max
τ∈[0,T ]

|℘′(τ)|+ Λ, Λ
.
=

c

℘0

(
T

℘0
max
τ∈[0,T ]

|℘′(τ)|+ 1

)
. (5.17)

This is possible by (5.4), since ℘ ≥ ℘0 > 0 on [0, T ] and ℘ ∈ C1(R+
0 ). Define

Ik(t) =

∫ t

0

℘(τ)a(τ)f(wk(τ))l(|w′k(τ)|)dτ, Ik(t) =
Ik(t)

℘(t)
,

and note that for each k

0 ≤ Ik(t)− Ik(s) ≤ c(t− s) and lim
t→0+

Ik(t) = 0.

Using ℘ > 0 in R+
0 and ℘ ∈ C1(R+

0 ) we get∣∣σkIk(s)− σkIk(t)
∣∣ ≤ ∣∣Ik(s)− Ik(t)

∣∣ =

∣∣∣∣℘(t)Ik(s)− ℘(s)Ik(t)

℘(s)℘(t)

∣∣∣∣
≤ |℘(t)− ℘(s)|

℘(s)℘(t)
Ik(s) +

|Ik(s)− Ik(t)|
℘(t)

≤ c

℘0

(
T

℘0
max
τ∈[0,T ]

|℘′(τ)|+ 1

)
|t− s| = Λ|t− s|,

Since δk ∈ I, by (5.17) we estimate

|xk − yk| ≤ |δk|
|℘(t)− ℘(s)|
℘(s)℘(t)

+
∣∣σkIk(s)− σkIk(t)

∣∣
≤
(
℘1µ1

℘2
0

max
τ∈[0,T ]

|℘′(τ)|+ Λ

)
|t− s| = C|t− s| < %.

In conclusion,∣∣H(wk, σk)′(t)−H(wk, σk)′(s)
∣∣ =

∣∣ϕ−1(xk)− ϕ−1(yk)
∣∣ < ε
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provided that |t− s| < %/C, independently of k. As an immediate consequence of
the Ascoli-Arzelà Theorem, H maps bounded sequences of X× [0, 1] into relatively
compact sequences of X.

Finally, H is continuous in X × [0, 1]. Indeed, if a sequence {(wk, σk)}k con-
verges to some (w, σ) in X × [0, 1], then wk → w and w′k → w′ uniformly in [0, T ],
and δk → δ = δ(w, σ) as k →∞. Therefore, f(wk)l(|w′k|)→ f(w)l(|w′|) uniformly
in [0, T ], since the modified function f is continuous in R, and so

H(wk, σk)→ H(w, σ) pointwise in [0, T ],

by (5.13) and the dominated convergence theorem. The arguments used above
show that H(wk, σk) → H(w, σ) and H(wk, σk)′ → H(w, σ)′ uniformly in [0, T ].
In other words, H(wk, σk)→ H(w, σ) in X, as required.

The Leray-Schauder fixed point theorem can therefore be applied and the
mapping H(w, 1) has a fixed point w that, by (5.16), satisfies inequality (5.8).

To conclude, we prove that w solves the ODE in (5.5) with the original f, l.
Differentiating (5.15) with σ = 1, we see that w is a weak solution of(

℘ϕ(w′)
)′

= ℘af̄(w)l̄(|w′|) on (0, T ),

where now we have denoted with f̄ , l̄ the modifications of f, l in (5.11). Clearly,
l̄(w′) = l(w′) on (0, T ), since 0 ≤ w′ < ξ. From 0 ≤ w ≤ η and Lemma 5.2, there
exists t0 ∈ [0, T ) such that w = 0 on [0, t0] and w > 0, w′ > 0 on (t0, T ], and since
f̄ = f on (0, η) we deduce (

℘ϕ(w′)
)′

= ℘af(w)l(|w′|) (5.18)

on (t0, T ). On the other hand, because of our assumption f(0)l(0) = 0 the function
w = 0 solves (5.18) on (0, t0). Since w ∈ C1([0, T ]), (5.18) holds weakly on all of
(0, T ), as claimed. �

Remark 5.4. The requirement f(0)l(0) = 0 is crucial for the validity of the above
theorem, because otherwise w might be negative somewhere.

Given f, ϕ, l satisfying (5.2), define K,F as in (2.7), (2.8). We next present
two auxiliary calculus results. The first is similar to Lemma 4.4.1–(i) in [196]. We
recall that the notion of a C-increasing function is given in Definition 2.12.

Lemma 5.5. Assume that f is C-increasing in (0, η0), for some η0 > 0. Then, for
each σ ∈ [0, 1] we have F (σt) ≤ C σF (t) for all t ∈ [0, η0).

Proof. Fix σ ∈ [0, 1]. Since f is C-increasing in (0, η0), we have σf(σt) ≤ C σf(t)
for each t ∈ [0, η0), and thus

F (σt) =

∫ σt

0

f(s)ds =

∫ t

0

σf(στ)dτ ≤ C σ
∫ t

0

f(τ)dτ = CσF (t),

as claimed. �
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The second lemma concerns the preservation of the validity of (KO0) and
(KO∞) when we replace f with σf , σ ∈ R+. Similar results have been proved in
[196, Lemma 4.1.2], [95] (remark on page 523) and [156].

Lemma 5.6. Let f, l satisfy (5.2), (5.3) and suppose l > 0 on R+.

(i) Assume that f is positive and C-increasing in (0, η0), for η0 > 0 in (5.2).
Then

1

K−1(F (s))
∈ L1(0+) ⇐⇒ 1

K−1(σF (s))
∈ L1(0+)

for some (equivalently, any) σ ∈ R+.

(ii) Assume that f is positive and C-increasing on (η̄0,∞), for some η̄0 > 0.

Having defined F (t) =
∫ t
η̄0
f , it holds

1

K−1(F (s))
∈ L1(∞) ⇐⇒ 1

K−1(σF (s))
∈ L1(∞)

for some (equivalently, any) σ ∈ R+.

Proof. For the ease of notation we denote with (KO0)(σ) and (KO∞)(σ), respec-
tively, the integrability conditions∫

0+

ds

K−1(σF (s))
<∞,

∫ ∞ ds

K−1(σF (s))
<∞.

We prove (i), beginning with the implication

(KO0)⇒ (KO0)(σ). (5.19)

If σ ≥ 1, (5.19) is immediate from the monotonicity of F and K.
If σ ∈ (0, 1), we apply Lemma 5.5 with σ/C replacing σ (note that C ≥ 1) to
deduce F (σt/C) ≤ σF (t) for each t ∈ (0, η0). Integrating and changing variables,∫

0+

ds

K−1(σF (s))
≤
∫

0+

ds

K−1(F (σs/C))
=
C

σ

∫
0+

dτ

K−1(F (τ))
,

which proves (5.19). To show the reverse implication in (5.19), it is enough to
observe that (KO0)(σ) is condition (KO0) for the function f̄ = σf , and to apply
the previous estimates with f̄ replacing f and σ−1 replacing σ.
The proof of (ii) is analogous. �

We are now ready to obtain further information on the solution of problem
(5.5) given in Theorem 5.1. First, we investigate sufficient conditions to ensure
that w′(0) > 0.

Proposition 5.7. Assume (5.2), (5.3) and (5.4). Suppose that
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f(0)l(0) = 0;

f is C-increasing on (0, η0), for η0 > 0 as in (5.2),

and that one of the following two sets of conditions is met:

(i) f ≡ 0 on (0, η0);

(ii) f > 0 on (0, η0), and also

- l is C-increasing on (0, ξ0), for some ξ0 > 0.

- ℘ is monotone on [0, T0], either increasing or decreasing (T0 as in (5.4)),

and
1

K−1 ◦ F
6∈ L1(0+). (¬KO0)

Then, the solution w of problem (5.5), with η ∈ (0, η0), constructed in Theorem
5.1, has the further properties

w > 0 on (0, T ], w′ > 0 on [0, T ]. (5.20)

Proof. First, observe that if we prove that w′(0) > 0, then (5.20) follows by a di-
rect application of Lemma 5.2. We prove w′(0) > 0 for cases (i) and (ii) separately.

Case (i).
Since f ≡ 0 on (0, η0), then (℘ϕ(w′))′ = 0 in (0, T ) by (5.5) and the choice η < η0.
Hence, integrating

℘(t)ϕ(w′(t)) = ℘(0)ϕ(w′(0)) for all t ∈ (0, T ]. (5.21)

Suppose by contradiction that w′(0) = 0. From (5.2) we have ϕ > 0 on R+, and
also ℘ > 0 on [0, T ]. Thus, (5.21) would imply that w′, hence w, is identically zero
in [0, T ], contradicting w(T ) = η.

Case (ii).
Theorem 5.1 guarantees that ϕ(w′) ∈ C1([0, T ]), w′(0) ≥ 0 and 0 ≤ w ≤ η. Let us
reason by contradiction and suppose that w′(0) = 0. We shall then prove that

1

K−1 ◦ F
∈ L1(0+),

which contradicts (¬KO0), completing the proof.
First, by Lemma 5.2 there exists t0 ∈ [0, T ) such that w(t) ≡ 0 on [0, t0]

while w > 0 on (t0, T ]. If t0 = 0 then w′(t0) = 0 by our assumption, while if t0 > 0
then w(t0) = w′(t0) = 0 since w is C1([0, T ]). From (5.15) and since ϕ′ > 0 on R+

we infer the existence of w′′ in (t0, T ). Thus, w satisfies

℘ϕ′(w′)w′′ + ℘′ϕ(w′) = ℘af(w)l(w′) in (t0, T ). (5.22)



5.1. The Dirichlet problem 97

We first suppose that ℘′ ≥ 0 on [0, T0]. By (5.10) and (5.4), w is a solution of the
inequality

w′ϕ′(w′)w′′ ≤ af(w)w′l(w′) in (t0, T ).

Integrating on [t0, t), with t ∈ (t0, T ] we have∫ t

t0

w′ϕ′(w′)w′′

l(w′)
dτ ≤

∫ t

t0

af(w)w′dτ ≤ a1

∫ t

t0

f(w)w′dτ.

Changing variables and using w′(t0) = w(t0) = 0 we deduce

K(w′(t)) =

∫ w′(t)

0

sϕ′(s)

l(s)
ds ≤ a1

∫ w(t)

0

f(s)ds = a1F (w(t)). (5.23)

Assumption f > 0 on (0, η0) implies that F > 0 on (0, η0). Having chosen
T1 ∈ (t0, T ] in such a way that a1F (w(T1)) < K∞, we apply K−1, rearrange
and integrate to obtain∫ t

t0

w′(s)ds

K−1
(
a1F (w(s))

) ≤ (t− t0) ∀ t ∈ (t0, T1].

Changing variables,∫ w(t)

0

dτ

K−1(a1F (τ))
≤ (t− t0) ∀ t ∈ (t0, T1].

By Lemma 5.6 property (KO0) holds, as claimed.
We are left to consider the case ℘′ ≤ 0. Then, by (5.22) we deduce that

w′′ ≥ 0 on (t0, T ), hence w′ is increasing there. Integrating (5.22) on (t0, t) and
using the C-monotonicity of f, l together with w′(t0) = 0, we get

ϕ
(
w′(t)

)
=

1

℘(t)

∫ t

t0

℘(s)a(s)f(w(s))l(w′(s))ds

≤ C2a1f(w(t))l(w′(t))

[
1

℘(t)

∫ t

0

℘(s)ds

]
.

(5.24)

Now, consider the energy E(t) = K
(
w′(t)

)
−a1F

(
w(t)

)
. Differentiating and using

(5.24) and the definition of a1, we obtain

E′(t) =
w′ϕ′(w′)w′′

l(w′)
− a1f(w)w′ =

w′

l(w′)

[
−℘
′

℘
ϕ(w′) + af(w)l(w′)− a1f(w)l(w′)

]

≤ −℘
′

℘

w′ϕ(w′)

l(w′)
≤
∣∣∣∣ ℘′(t)℘(t)2

∫ t

0

℘(s)ds

∣∣∣∣C2a1f(w)w′

≤
℘1T0‖℘′‖L∞([0,T0])

℘2
0

C2a1f(w)w′ = c̄f(w)w′.
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Integrating and using w(t0) = w′(t0) = 0,

K
(
w′(t)

)
≤ a1F

(
w(t)

)
+ c̄F

(
w(t)

)
= (a1 + c̄)F

(
w(t)

)
.

Having obtained again an inequality like (5.23), to achieve the desired contradic-
tion it is sufficient to repeat verbatim the last steps of the proof for ℘′ ≥ 0. �

Remark 5.8. When ℘′ ≥ 0, to reach the desired conclusion in (ii) we do not use
the assumption that l is C-increasing.

Proposition 5.7 has a converse, at least if the threshold η in (5.5) is sufficiently
small, namely (KO0) implies that w′(0) = 0. To reach the goal, the idea is to
compare w with an explicit supersolution of (5.5), whose construction generalizes
the End Point Lemma in [196, Lemma 4.4.1].

Proposition 5.9. Assume (5.2), (5.3) and (5.4). Suppose that

f(0)l(0) = 0;

f is C-increasing on (0, η0), for η0 > 0 as in (5.2);

l is C-increasing on (0, ξ0), for some ξ0 > 0.

If f > 0 on (0, η0) and
1

K−1 ◦ F
∈ L1(0+), (KO0)

then there exists η1 sufficiently small that, for each η ∈ (0, η1), the solution w of
problem (5.5) constructed in Theorem 5.1 satisfies

w′(0) = 0.

Proof. For σ ∈ (0, 1) to be determined, using (KO0) and Lemma 5.6 we implicitly
define z(t) by setting

t =

∫ z(t)

0

ds

K−1(σF (s))
for t ∈ [0, T ).

Note that z is positive on (0, T ). Differentiating,

z′ = K−1(σF (z)
)
, (5.25)

whence z′ > 0 on (0, T ) and z′(0) = 0. Evaluating K on both sides of (5.25) and
differentiating once more we get

z′ϕ′(z′)z′′

l(z′)
= σf(z)z′ on (0, T ).

Since ϕ′, l, z′ are positive, we deduce z′′ ≥ 0, and simplifying by z′ we infer(
ϕ(z′)

)′
= σf(z)l(z′).
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Integrating, using z′(0) = 0 together with the C-increasing property of f and l
(note that z′ is increasing) we obtain

ϕ
(
z′(t)

)
= σ

∫ t

0

f
(
z(s)

)
l
(
z′(s)

)
ds ≤ σC2Tf

(
z(t)

)
l
(
z′(t)

)
.

Summarizing, so far we have obtained,

[
℘ϕ(z′)

]′
= ℘

(
ϕ(z′)

)′
+ ℘′ϕ(z′) ≤ σ

a0

[
1 + C2T

‖℘′‖L∞([0,T0])

℘0

]
℘af(z)l(z′)

=
1

2C
℘af(z)l(z′),

where we have defined σ in order to satisfy the last equality. Next, we fix η1 ≤
z(T ) small enough in such a way that each η ∈ (0, η1) meets the requirements in
Theorem 5.1, to guarantee the existence of w. We claim that, for η ∈ (0, η1), the
solution w in Theorem 5.1 satisfies w ≤ z on (0, T ). This, together with the already
established z′(0) = 0, forces w′(0) = 0 and concludes our proof. By contradiction,
suppose that c = max[0,T ](w − z) > 0 and let Γ = {w − z = c}. By construction,
Γ b (0, T ), and since w, z are C1 we deduce w′ = z′ on Γ. By continuity and since
w′ > 0 on (0, T ), we can choose δ ∈ (0, c) close enough to c in such a way that
l(z′) ≤ 2l(w′) on the set Iδ = {w− z > δ}. On Iδ, using the C-increasing property
we therefore have[

℘ϕ(w′)
]′ ≥ a℘f(w)l(w′) ≥ 1

2C
a℘f(z)l(z′) ≥

[
℘ϕ(z′)

]′
=
[
℘ϕ((z + c)′)

]′
and w = z + c on ∂Iδ. By standard comparison (one can apply, for instance
Proposition 6.1 below to an appropriate radial model), w ≤ z + c on Uδ, contra-
diction. �

5.2 The mixed Dirichlet-Neumann problem

We next move to investigate the problem
[
℘ϕ(w′)

]′
= ℘af(w)l(|w′|) on (0, T ),

w′(0) = 0, w(T ) = η,

0 ≤ w ≤ η, w′ ≥ 0 on (0, T ),

for given η > 0, T ∈ (0, T0). We here extend and generalize in several directions
the core of Corollary 1.4 of [95], without requiring any monotonicity on l, as well
as the results of Section 4 of [33]. We assume (5.2) and (5.4), and we define
a0, a1, ℘0, ℘1, fη, lξ and Θ(T ) as in (5.6).
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Theorem 5.10. Assume (5.2) and (5.4), and that

f > 0 on R+, f(0) = 0;

l > 0 on R+
0 .

(5.26)

Then, for each η, ξ > 0 and T ∈ (0, T0) satisfying

Θ(T )fηlξ < ϕ(ξ), (5.27)

the problem 
[℘ϕ(w′)]′ = ℘af(w)l(|w′|) on (0, T )

w′(0) = 0, w(T ) = η,

0 ≤ w ≤ η, 0 ≤ w′ < ξ on (0, T ),

(5.28)

admits a solution w ∈ C1([0, T ]), and there exists t0 ∈ [0, T ) such that

w(t) ≡ w(t0) ≥ 0 on [0, t0], w′ > 0 on (t0, T ]. (5.29)

Moreover, if

ϕ ∈ C1(R+), ϕ′ > 0 on R+,

then w ∈ C2
(
(t0, T ]

)
and satisfies

ϕ′(w′)

l(w′)
w′′ = a f(w)− ℘′

℘
· ϕ(w′)

l(w′)
on (t0, T ). (5.30)

All of the above conclusions still hold if condition ℘ > 0 on [0, T ], in (5.4), is
replaced by

℘ > 0 on (0, T ], ℘(0) = 0

℘′ ≥ 0 on [0, δ), for some δ > 0.
(5.31)

Remark 5.11. Differently from the Dirichlet problem, if we allow l to vanish at
t = 0 in the Neumann case we cannot guarantee that the solution of (5.28) be
non-constant. This motivates the necessity to require l > 0 on R+

0 .

Proof. The strategy goes along the same lines as that for the Dirichlet problem.
First, we redefine f outside of [0, η] and l outside of [0, ξ] in such a way that

f ∈ C(R), 0 ≤ f(s) ≤ fη for s ≥ η, f(s) = 0 for s < 0,

l ∈ C(R+
0 ), 0 < l(s) ≤ lξ for s ≥ ξ

This will not affect the conclusion of the proposition, since any ultimate solution
w of (5.28), with w ≥ 0, w′ ≥ 0 in [0, T ], satisfies 0 ≤ w ≤ η and |w′| < ξ.
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Denote with X the Banach space X = C1
(
[0, T ]

)
, endowed with the usual

norm ‖w‖ = ‖w‖∞ + ‖w′‖∞. Define the homotopy H : X × [0, 1]→ X by

H[w, σ](t) = ση −
∫ T

t

ϕ−1

(
σ

℘(s)

∫ s

0

℘(τ)a(τ)f(w(τ))l(|w′(τ)|)dτ
)

ds. (5.32)

We claim that H is well defined and valued in X. Indeed, in our assumptions

0 ≤ σ

℘(t)

∫ t

0

℘(τ)a(τ)f(w(τ))l(|w′(τ)|)dτ ≤ Θ(T )fηlξ < ϕ(ξ), (5.33)

hence the term in round brackets in (5.32) lies in the domain of ϕ−1 and

H[w, σ]′(t) = ϕ−1

(
σ

℘(t)

∫ t

0

℘(τ)a(τ)f(w(τ))l(|w′(τ)|)dτ
)
∈ [0, ξ). (5.34)

Furthermore, H[w, σ]′ is continuous on [0, T ], hence H is valued in X. By con-
struction, H[w, σ](T ) = ση and H[w, 0] = 0. From

0 ≤ 1

℘(t)

∫ t

0

℘(τ)a(τ)f(w(τ))l(|w′(τ)|)dτ ≤ fηlξ
1

℘(t)

∫ t

0

℘(τ)a(τ)dτ,

we deduce that H[w, σ]′(0) = 0. Fix σ ∈ (0, 1], and let w be a solution of w =
H[w, σ]. We claim that w(0) ≥ 0: otherwise, since w(T ) = ση > 0 there would exist
a first point t1 ∈ (0, T ) such that w < 0 on [0, t1) and w(t1) = 0, and therefore
f(w(t)) = 0 on [0, t1]. Thus, w′ ≡ 0 on [0, t1] by (5.34), that is, w would be constant
on [0, t1), contradicting w(0) < 0 = w(t1). From w ≥ 0 we also deduce w′ ≥ 0 on
[0, T ] by (5.34). Furthermore, (5.34) implies that ϕ(w′) is of class C1

(
[0, T ]

)
, and

then from (5.32) that w is a classical weak solution of the problem
[℘ϕ(w′)]′ = σ℘af(w)l(|w′|) on (0, T ),

w′(0) = 0, w(T ) = ση

0 ≤ w ≤ ση, 0 ≤ w′ < ξ on (0, T ).

(5.35)

In particular, for σ = 1, w is the desired solution of (5.28). To prove (5.29), let
σ = 1. From w(T ) = η and w′ ≥ 0 we infer the existence of a minimal t0 ∈ (0, T )
such that w > 0 on (t0, T ]. Since f > 0 on R+, l > 0 on R+

0 and a > 0 on [0, T ], a
solution of w = H[w, 1] satisfies

w′(t) = H[w, 1]′(t)

= ϕ−1

(
1

℘(t)

∫ t

0

℘(τ)a(τ)f(w(τ))l(|w′(τ)|)dτ
)
> 0 ∀ t ∈ (t0, T ].

If t0 6= 0, by the monotonicity and non-negativity of w we get w = 0 on [0, t0]. To
show (5.30), using ϕ(w′) ∈ C1([0, T ]), ϕ′ > 0 on R+ and w′ > 0 on (t0, T ] in (5.34)
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we deduce w′ ∈ C1((t0, T ]). Identity (5.30) immediately follows by expanding the
derivative in (5.28).

We assert that a solution of w = H[w, 1] exists, using again the Browder
version of the Leray-Schauder theorem (see [101, Thm 11.6]).

To begin with, as already observed H[w, 0] ≡ 0 for all w ∈ X. We next show
that H is continuous on X× [0, 1]. Indeed, consider a sequence {(wk, σk)}k ⊂ X×
[0, 1], with wk → w in X and σk → σ as k →∞. By continuity, σkf(wk)l(|w′k|)→
σf(w)l(|w′|), and so H[wk, σk] → H[w, σ] by (5.32) and Lebesgue convergence
theorem, as required. Next we show thatH is compact. To this aim, let {(wk, σk)}k
be a bounded sequence in X × [0, 1]. From (5.34),

‖H[wk, σk]′‖∞ < ξ,

and thus, since H[wk, σk](T ) = ση ∈ [0, η], {H[wk, σk]}k is equi-bounded in X.
We shall prove that {H[wk, σk]′}k is equi-continuous. Set

Ik(t) =

∫ t

0

℘(τ)a(τ)f(wk(τ))l(|w′(τ)|)dτ,

xk =
σkIk(t)

℘(t)
, yk =

σkIk(s)

℘(s)
,

(5.36)

and note that∣∣H[wk, σk]′(t)−H[wk, σk]′(s)
∣∣ =

∣∣ϕ−1(xk)− ϕ−1(yk)
∣∣, (5.37)

and that, by (5.33),

0 ≤ xk, yk < ϕ(ξ), |Ik(s)− Ik(t)| ≤ c|s− t| with c = ℘1a1fηlξ. (5.38)

Since ℘ > 0 on [0, T ] and there it is C1, we deduce

|xk − yk| = σk

∣∣∣∣℘(t)Ik(s)− ℘(s)Ik(t)

℘(t)℘(s)

∣∣∣∣ ≤ ∣∣∣∣℘(t)Ik(s)− ℘(s)Ik(t)

℘(t)℘(s)

∣∣∣∣
≤ |℘(t)− ℘(s)|

℘(s)℘(t)
Ik(s) +

|Ik(s)− Ik(t)|
℘(t)

≤
[
cT

℘2
0

(
max
[0,T ]

℘′
)

+
c

℘0

]
|s− t| .= Λ|s− t|.

(5.39)

Given ε > 0, let % = %(ϕ−1, ε) > 0 be given by the uniform continuity of ϕ−1 on
[0, ϕ(ξ)]. If |s− t| < %/Λ, then |xk − yk| < % and thus, by (5.37),∣∣H[wk, σk]′(t)−H[wk, σk]′(s)

∣∣ =
∣∣ϕ−1(xk)− ϕ−1(yk)

∣∣ < ε, (5.40)

proving the (uniform) equi-continuity of {H[wk, σk]′}k. The compactness of H
then follows from the Ascoli-Arzelà Theorem.
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To apply the Leray-Schauder theorem it remains to check the existence of
a constant Υ > 0 such that ‖w‖ ≤ Υ for each solution of H[w, σ] = w. But this
immediately follows from properties (5.35), and indeed ‖w‖ ≤ η + ξ.

It remains to consider the case when ℘ > 0 on [0, T ] is replaced by assumption
(5.31). From (5.34) and the monotonicity of ℘ on [0, δ), we deduce that for t ∈ (0, δ)

H[w, σ]′(t) = ϕ−1

(
σ

℘(t)

∫ t

0

℘(τ)a(τ)f(w(τ))l(|w′(τ)|)dτ
)

≤ ϕ−1

(
fηlξa1

℘(t)

∫ t

0

℘(τ)dτ

)
≤ ϕ−1 (fηlξa1t) .

Hence, H[w, σ]′ is continuous up to t = 0 (i.e. H is valued in X) and w′(0) = 0 for
each solution of w = H[w, σ]. The rest of the proof follows verbatim, except for
the equi-continuity of {H[wk, σk]′} that we now consider. By the monotonicity of
℘,

|xk| ≤
|Ik(t)|
℘(t)

≤ a1fηlξt,

independently of k. Thus, given ε > 0 and the corresponding % = %(ϕ−1, ε) of the
uniform continuity of ϕ−1 on [0, ϕ(ξ)], we can choose ϑ ∈ (0, T/2) independent of
k such that |xk| < %/2 if t < 2ϑ and |yk| < %/2 if s < 2ϑ. Set

℘̂0
.
= inf

[ϑ,T ]
℘ > 0, Λ̂

.
=
cT

℘̂2
0

(
max
[0,T ]

℘′
)

+
c

℘̂0
,

with c as in (5.38). Define

ϑ̄ = min

{
%

Λ̂
, ϑ

}
.

Let s, t ∈ [0, T ] with |s − t| < ϑ̄. If s, t ≥ ϑ, then the chain of inequalities (5.39)
holds verbatim with Λ̂, ℘̂0 replacing Λ, ℘0, respectively, and we deduce

|xk − yk| ≤ Λ̂|s− t| < %.

On the other hand, if one of the two values s, t, say t, is less than ϑ̄, then from
ϑ̄ ≤ ϑ we deduce s < t+ |s− t| < 2ϑ. Hence, |xk| < %/2 and |yk| < %/2, and thus

|xk − yk| ≤ |xk|+ |yk| < %.

In both the cases, |xk − yk| < % and therefore (5.40) holds, proving the (uniform)
equi-continuity of {H[wk, σk]′}. �

The next result relates condition w(0) = 0 to (KO0). In order to do so, we
shall further require (5.3) in order to define K, F as in (2.7), (2.8).
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Proposition 5.12. In the assumptions of Theorem 5.10, suppose further the validity
of (5.3) and that

℘′ ≥ 0 on (0, T ),

f is C-increasing on (0, η0), for some constant η0 > 0.

If w(0) = 0, then (KO0) holds.

Proof. Because of the monotonicity of ℘′ and w, from (5.28) we deduce that(
ϕ(w′)

)′ ≤ af(w)l(w′) ≤ a1f(w)l(w′) on (0, T ).

We now follow the steps in Proposition 5.7: differentiating on (t0, T ), we deduce

K ′(w′)w′′ ≤ a1f(w)w′,

and integrating on (t0, t) with the aid of w(t0) = w′(t0) = 0 we infer K(w′) ≤
a1F (w). Let t1 ∈ (t0, t) be such that a1F (w) < K∞ for t ∈ (t0, t1). This is pos-
sible, by continuity, since F (w(t0)) = 0. Applying K−1, integrating and changing
variables we get ∫ w(t)

0

ds

K−1(a1F (s))
≤ (t− t0) on (t0, t1),

and (KO0) follows from Lemma 5.6. �

We next investigate the maximal interval of definition of w. Assume the
validity of (5.2) and (5.26). To tie w with (KO∞), we assume (5.3) and

tϕ′(t)

l(t)
6∈ L1(∞), (5.41)

in order for K to be a homeomorphism of R+
0 onto itself. We further replace (5.4)

and (5.31) with {
℘ ∈ C1(R+

0 ), ℘ > 0, ℘′ ≥ 0 on R+,

a ∈ C(R+
0 ), a > 0 on R+

0 .
(5.42)

Fix T > 0. Applying Theorem 5.10 we infer the existence of w solving (5.28)
for each η > 0 sufficiently small (inequality (5.27) is always satisfied for small η
since, by (5.26), fη → 0 as η → 0). From w′(T ) > 0, we conclude that w can
be extended on a maximal interval [0, R). Our next task is to prove that, if the
Keller-Osserman condition (KO∞) is violated, then R =∞.
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Proposition 5.13. Assume (5.2), (5.3), (5.26) and (5.41). Let a, ℘ satisfy (5.42).
For a fixed T > 0, consider the solution w of (5.28) for small positive η and let
[0, R) be the maximal interval where w is defined. If t0 is as in Theorem 5.10, then

w = w(t0) on [0, t0], w > 0, w′ > 0 on (t0, R). (5.43)

Furthermore, suppose that f is C-increasing on (η̄0,∞) for some η̄0 ≥ 0. If

1

K−1 ◦ F
6∈ L1(∞), (¬KO∞)

then R =∞.

Proof. Taking into account the sign of f, l, a, by (5.28) ℘ϕ(w′) is C1 and strictly
increasing where w is positive, and from (5.29) it readily follows that ℘ϕ(w′) > 0
on (t0, R). Properties (5.43) are then immediate from (5.29), w′(T ) > 0 and our
assumptions on ϕ. Next, suppose by contradiction that R < ∞. We first claim
that necessarily

w∗ = lim
t→R−

w(t) =∞, (5.44)

where the existence of the limit is guaranteed by the monotonicity of w. To prove
(5.44), assume by contradiction that w∗ <∞. Because of (5.30) and since ℘′ ≥ 0,

ϕ′(w′)w′′

l(w′)
≤ af(w) ≤ a1f(w) on (t0, R),

where we have set a1 = ‖a‖L∞([0,R]). Multiplying by w′, integrating on (t0, t)
and changing variables we deduce K(w′) ≤ a1F (w) (we recall that w′(t0) = 0 by
(5.28)). Thus, w′ is bounded in (R/2, R), namely ‖w′‖∞ ≤ K−1(a1F (w∗)) = L.
For t, s ∈ (R/2, R), define Ik, xk, yk as in (5.36), and note that

|xk|+ |yk| ≤ 2a1fw∗ lLR = C̄

Given ε > 0 let % = %(ϕ−1, ε) be given by the uniform continuity of ϕ−1 on [0, C̄].
Proceeding as in (5.39) we deduce the existence of Λ > 0 such that

|xk − yk| ≤ Λ|s− t| for each s, t ∈
(
R

2
, R

)
.

If |s− t| < %/Λ, then |xk − yk| < % and so

|w′(t)− w′(s)| =
∣∣ϕ−1(xk)− ϕ−1(yk)

∣∣ < ε.

In conclusion, w′ is uniformly continuous on (R/2, R), and can be therefore ex-
tended by continuity at t = R. By the existence theory for ODEs, w would be fur-
ther extendible beyond R, which is a contradiction. This proves that w(R−) =∞.
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Now, fix T1 ∈ (0, R) large enough that w(T1) > η̄0. Applying K−1 to inequal-
ity K(w′) ≤ a1F (w) on (T1, R), rearranging, integrating on [T1, t) and changing
variables we get ∫ w(t)

w(T1)

ds

K−1(a1F (s))
≤ t− T1. (5.45)

Since (¬KO∞) holds and, by assumption, f is C-increasing on (η̄0,∞), applying
Lemma 5.6 we deduce that the left-hand side of (5.45) is unbounded as t → R−

while the right-hand side is not, contradiction. �



Chapter 6

Comparison results and the
finite maximum principle

6.1 Basic comparisons and a pasting lemma

In this section, we collect two comparison theorems and a “pasting lemma”
for Liploc solutions that will be repeatedly used in the sequel. Throughout the
section we assume

ϕ ∈ C(R+
0 ), ϕ(0) = 0, ϕ > 0 on R+. (6.1)

The first comparison is Proposition 6.1 of [181], see also Theorem 2.4.1 of [196].

Proposition 6.1. Assume (6.1) and that ϕ is strictly increasing on R+. Let Ω ⊂M
be open, and suppose that u, v ∈ Liploc(Ω) ∩ C(Ω) solve{

∆ϕu ≥ ∆ϕv weakly in Ω,

u ≤ v on ∂Ω,

and lim sup
x∈Ω, x→∞

(
u(x)− v(x)

)
≤ 0 if Ω has non-compact closure. Then u ≤ v in Ω.

Our second comparison result is a special case of [11, Thm. 5.6], see also [196,
Thm. 3.6.5].

Proposition 6.2. Let ϕ, f, l satisfy

ϕ ∈ C(R+
0 ) ∩ C1(R+), ϕ(0) = 0, ϕ′ > 0 on R+

f ∈ C(R), f is non-decreasing on R,

l ∈ C(R+
0 ) ∩ Liploc(R+), l > 0 on R+.
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Let Ω ⊂ M be an open subset of a Riemannian manifold M , and fix 0 < b(x) ∈
C(Ω). If u, v ∈ Liploc(Ω) ∩ C(Ω) solve

∆ϕu ≥ b(x)f(u)l(|∇u|) on Ω,

∆ϕv ≤ b(x)f(v)l(|∇v|) on Ω,

u ≤ v on ∂Ω

ess infK

{
|∇v|+ |∇u|

}
> 0 for each K b Ω.

Then, u ≤ v on Ω.

Remark 6.3. Condition ess infK
{
|∇v| + |∇u|

}
> 0 for each K b Ω cannot be

avoided, as the counterexample in Remark 1, p. 79 of [196] shows. However, the
restriction can be removed if ∆ϕ is strictly elliptic, see Section 3.5 of [196] for
definitions and relevant results.

Remark 6.4. The underlying metric is not required to be smooth, and indeed a
metric whose local matrix gij is continuous is sufficient.

Remark 6.5. It is worth to comment on [11, Thm. 5.6]. There, the authors consider
solutions of more general quasilinear inequalities of the form

divA(x,∇u) ≥ B(x, u,∇u) and divA(x,∇v) ≤ B(x, v,∇v),

for suitable Caratheódory maps A,B. In our setting,

A(x, ξ) =
ϕ(|ξ|)
|ξ|

ξ,

thus the positivity of ϕ(s)/s and ϕ′(s) on R+ imply that the tangent map A∗ of
A is uniformly positive definite on compacta of fibers of TΩ\{0} → Ω, a condition
needed to apply Lemma 5.7 in [11]. The regularity of B, defined at the end of p.592
therein, is equivalent to condition l ∈ Liploc(R+).

To conclude, we discuss the pasting lemma. It is well-known that the maxi-
mum of two subharmonic functions is still subharmonic. For subsolutions of more
general operators the situation is more delicate and we refer to [141] for a very
general result, and to [26, Appendix] for an alternative approach via obstacle prob-
lems, in the setting of homogeneous operators. For our purposes, it is sufficient
to consider the case in which one of the solutions is constant. The technique goes
back to T. Kato in [133], and has been generalized to a large class of quasilinear
operators in [66]. The next result is special case of [66, Thm. 2.1].

Lemma 6.6. Assume (6.1), and let f ∈ C(R), l ∈ C(R+
0 ) with f(0)l(0) = 0.

Suppose furthermore than b ∈ C(M). If u ∈ Liploc(M) is a nontrivial solution of

∆ϕu ≥ b(x)f(u)l(|∇u|) on M, (6.2)

then u+ = max{u, 0} is a Liploc(M), non-negative solution of

∆ϕu+ ≥ b(x)f(u+)l(|∇u+|) on M.

Remark 6.7. Note that u = 0 is a solution of (6.2) since f(0)l(0) = 0.
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6.2 The finite maximum principle

We now prove Theorem 2.13 in the Introduction. For the convenience of the
reader, we rewrite the assumptions and restate the result. We require

ϕ ∈ C(R+
0 ) ∩ C1(R+), ϕ(0) = 0, ϕ′ > 0 on R+;

tϕ′(t)

l(t)
∈ L1(0+)

f ∈ C(R), f ≥ 0 on (0, η0);

l ∈ C(R+
0 ), l > 0 on R+.

(6.3)

Theorem 6.8. Let M be a Riemannian manifold, and assume that ϕ, f and l satisfy
(6.3) and moreover

- f(0)l(0) = 0;

- f is C-increasing on (0, η0), with η0 as in (6.3);

- l is C-increasing on (0, ξ0), for some ξ0 > 0;

Fix a domain Ω ⊂M and let 0 < b ∈ C(Ω). Then, (FMP) holds on Ω if and only
if either

f ≡ 0 on (0, η0), (6.4)

for some η0 > 0, or

f > 0 on (0, η0), and
1

K−1 ◦ F
6∈ L1(0+). (6.5)

Proof. We recall that the validity of (FMP) means that for any solution u ∈ C1(Ω)
of {

∆ϕu ≤ b(x)f(u)l(|∇u|) on Ω

u ≥ 0 on Ω,
(6.6)

if u(x0) = 0 for some x0 ∈ Ω then u ≡ 0. The argument follows the lines of
the proof in [196], with the help of a trick from [156]. We prove separately the
sufficiency and necessity of (6.4),(6.5). First, having fixed a point o ∈ Ω to be
specified later, we choose R, κ > 0 such that B2R(o) does not intersect cut(o) and

Ric(∇r,∇r) ≥ −(m− 1)κ2 on B2R(o)\{o},

where r(x) = dist(x, o). By the Laplacian comparison theorem (see Thm. 3.8), de-
noting with vgκ(r) the volume of a geodesic sphere of radius r in a model manifold
of sectional curvature −κ2

∆r ≤
v′gκ(r)

vgκ(r)
= (m− 1)κ coth(κr) on B2R(o)\{o}. (6.7)
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Sufficiency of conditions (6.4) and (6.5).

For o ∈ Ω and having set R, κ as above, fix a1 ∈ R+ such that b(x) ≤ a1 on
B2R(o). Let C ≥ 1 be the constant defining the C-increasing property of f . Define
℘(t) = vgκ(2R − t), a(t) = a1, T0 = 3R/2 and T = R. We claim that we can
suitably reduce R, and choose η ∈ (0, η0) small enough, in such a way that

℘1

℘0
ϕ
( η
R

)
+ 4CΘ(R)fηlξ < ϕ(ξ), (6.8)

where fη, lξ, ℘0, ℘1 and Θ are defined as in (5.6). Indeed, since v′gκ ≥ 0, by
definition ℘1 = vgκ(2R), ℘0 = vgκ(R/2), and thus ℘1/℘0 → 4m and Θ(R)→ 0 as
R→ 0. Hence, we can first reduce R to guarantee

4CΘ(R)fη0
lξ <

ϕ(ξ)

2
,

and then choose η ∈ (0, η0) small enough to satisfy (6.8). Applying Theorem 5.1,
there exists a solution z(t) of{ (

℘(t)ϕ(zt)
)
t

= 2C℘a1f(z)l(zt) on (0, R),

z(0) = 0, z(R) = η,

where the subscript t indicates differentiation with respect to t. Furthermore,
combining Theorem 5.1 and Proposition 5.7 (note that here ℘′ < 0), the solution
z satisfies the following properties:

z > 0 on (0, R], zt > 0 on [0, R], ‖zt‖∞ < ξ.

Taking into account that we have extended ϕ on R in such a way that ϕ(−s) =
−ϕ(s), the function w(r) = z(2R− r) satisfies{ [

vgϕ(w′)
]′

= 2Cvga1f(w)l(|w′|) on (R, 2R) ,

w(2R) = 0, w(R) = η, w′ < 0 on [R, 2R] .
(6.9)

Define v(x) = w(r(x)). Using (6.7), together with ϕ(w′) < 0 and (6.9), we deduce
that v solves

∆ϕv =
(
ϕ(w′)

)′
+ ϕ(w′)∆r ≥ v−1

g (r)
[
vg(r)ϕ(w′)

]′
= vg(r)

−1
(
2Cvg(r)a1f(w)l(|w′|) ≥ 2Cb(x)f(v)l(|∇v|)

on the annulus ER(o) = B2R(o)\BR(o). Moreover, denoting with ν the outward
pointing unit normal from ∂B2R(o),

〈∇v, ν〉 = w′(2R) < 0 on ∂B2R(o). (6.10)
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Following E. Hopf’s argument, we now prove that u solving (6.6) is identically
zero provided that u(x0) = 0 at some x0. Suppose by contradiction that this is
not the case, and let Ω+ = {x ∈ Ω : u(x) > 0}. Choose x1 ∈ Ω+ in such a
way that dist(x1, ∂Ω+) > dist(x1, ∂Ω), and let B(x1) ⊂ Ω+ be the largest ball
contained in Ω+. Then, u > 0 in B(x1), while u(x̄) = 0 for some x̄ ∈ ∂B(x1) ∩ Ω.
Clearly ∇u(x̄) = 0, since x̄ is an absolute minimum for u. Take a unit speed
minimizing geodesic γ : [0,dist(x1, x̄)] → Ω from x1 to x̄. Up to choosing the
arclength parameter s sufficiently close to dist(x1, x̄) and setting 2R = dist(x1, x̄)−
s, the closure of the ball B2R(o) centred at o = γ(s) does not intersect cut(o), and
B2R(o) ⊂ B(x1), with x̄ ∈ ∂B2R(o). We consider the function v constructed above
on ER(o) ⊂ B2R(o), with η small enough to satisfy (6.8) and also

η < inf
∂BR(o)

u.

We claim that u ≥ v on ER(o). Otherwise, suppose that

max
ER(o)

(v − u) = δ̄ > 0,

and let Γ be the set of maximum points of v − u. Note that Γ b ER(o) and
that ∇u = ∇v for each x ∈ Γ. For δ ∈ (0, δ̄), set Uδ = {v − u > δ}. By con-
struction, there exists ε > 0 such that ε ≤ |∇v| ≤ 1 on ER(o), and since l > 0
on R+ we deduce that the quotient l(|∇u|)/l(|∇v|) is continuous on ER(o) and
equal to 1 on Γ. A compactness argument shows that, for δ sufficiently close to δ̄,
l(|∇u|)/l(|∇v|) ≤ 2 on Uδ. Taking into account that the C-increasing property of
f implies f(v) ≥ C−1f(u) on Uδ, we deduce

∆ϕu ≤ b(x)f(u)l(|∇u|) ≤ 2Cb(x)f(v)l(|∇v|) ≤ ∆ϕv on Uδ.

From v = u + δ on ∂Uδ, by the comparison Proposition 6.1 we get v ≤ u + δ
on Uδ, contradicting the very definition of Uδ. Hence, v ≤ u on ER(o), and in
particular 〈∇(u − v), ν〉 ≤ 0 at x̄, which is impossible by (6.10) and by the fact
that ∇u(x̄) = 0. This contradiction concludes the proof of the sufficiency part.

Necessity of conditions (6.4) and (6.5).

Suppose the failure of both (6.4) and (6.5), or equivalently (recall that f is C-
increasing) the validity of

f > 0 on (0, η0),
1

K−1 ◦ F
∈ L1(0+). (KO0)

For each o ∈M , we shall now construct on B2R(o) (with R as in the beginning of
the proof) a C1 non-negative, nonzero solution u of (P≤) with u = 0 on BR(o),
contradicting (FMP). Set T0 = 2R, T = R,

℘(t) = vgκ(t+R), a(t) = inf
B2R(o)\BR(o)

b,
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where vgκ(r) is the volume of a geodesic sphere of radius r in a model of curvature
−κ2, as defined at the beginning of the proof. Since f(0)l(0) = 0, we can choose η
small enough to satisfy (5.7) in Theorem 5.1, whence there exists w ∈ C1([0, T ])
non-decreasing and solving

[
℘ϕ(w′)

]′
= ℘af(w)l(w′) on (0, T ),

0 ≤ w ≤ η, w′ ≥ 0 on [0, T ],

w(0) = 0, w(T ) = η.

(6.11)

Up to reducing η further, we can apply Proposition 5.9 to deduce that w′(0) = 0.
Set u(x) = w

(
r(x)−R

)
. By the Laplacian comparison theorem and since w′ ≥ 0,

on B2R(o)\BR(o) it holds

∆ϕu =
(
ϕ(w′)

)′
+ ϕ(w′)∆r ≤

(
ϕ(w′)

)′
+ ϕ(w′)

v′gκ(r)

vgκ(r)

≤
(
℘−1

[
℘ϕ(w′)

]′)
r(x)−R

≤ af(w)l(w′)

≤ b(x)f(u)l(|∇u|).

Extending u to be zero on BR(o) defines a nonzero, C1-solution of (P≤) on all of
B2R(o), which clearly violates (FMP). �

Remark 6.9. The function u in the proof of the necessity part, defined on B2R(o)
and vanishing identically on a smaller ball BR(o), is an example of a dead core
(super) solution. For a thorough investigation of dead core problems, we refer
the reader to [196] and the references therein. We mention that u can even be
constructed to be positive on B2R(o)\BR(o). Indeed, it is enough to replace the
solution w of (6.11) with the supersolution z defined in the proof of Proposition
5.9, which is known to be positive on (0, T ].

Remark 6.10. With a similar technique, one could consider the (FMP) for more
general equations of the type

∆ϕu ≤ b(x)f(u)l(|∇u|) + b̄(x)f̄(u)l̄(|∇u|),

for suitable b̄, f̄ , l̄. The prototype case

∆pu ≤ f(u) + |∇u|q, with p > 1

has been considered in [196, Thm. 5.4.1] and [198] when q ≥ p− 1, and in [88] for
q < p− 1.



Chapter 7

Weak maximum principle and
Liouville’s property

7.1 The equivalence between (WMP∞) and (L)

In this section, we prove a more general version of Proposition 2.19, that
describes the relationship between (WMP∞) and the Liouville property (L). We
begin by introducing another form of the weak maximum principle.

Definition 7.1. Assume (2.3) and fix b, l satisfying (2.5). We say that

• the open weak maximum principle (OWMP∞) holds for (bl)−1∆ϕ if, for
each f ∈ C(R), for each open set Ω ⊂ M with ∂Ω 6= ∅ and for each u ∈
C(Ω) ∩ Liploc(Ω) solving{

∆ϕu ≥ b(x)f(u)l(|∇u|) on Ω,

supΩ u <∞,
(7.1)

we have that

either sup
Ω
u = sup

∂Ω
u, or f

(
sup

Ω
u
)
≤ 0. (7.2)

The open weak maximum principle at infinity has been introduced in [7]
in the study of immersed submanifolds of warped product ambient spaces, and
parallels Ahlfors’ definition of parabolicity. For a detailed investigation and an
extensive bibliography, we refer to Chapters 3 and 4 of [6].

Remark 7.2. The recent [153] contains a different approach to maximum princi-
ples at infinity in the spirit of (OWMP∞), called there the Ahlfors property. The
approach is based on viscosity theory and enables to consider classes of fully non-
linear operators of geometric interest. The use of viscosity solutions is very well
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suited to treat weak and strong maximum principles in a unified way, and espe-
cially to investigate principles like the classical Ekeland quasi-maximum principle
or (SMP∞), where a gradient condition on u appears.

Remark 7.3. Companion to the above form of (WMP∞) on sets with boundary,
there is a notion of parabolicity for manifolds with boundary. It efficiently applies,
for instance, to study minimal graphs defined on unbounded domains of a complete
manifold. The interested reader is suggested to consult [128] for parabolicity, and
[7, 5] for (OWMP∞).

Proposition 7.4. Let ϕ and b, f, l satisfy, respectively, the assumptions in (2.3) and
(2.5). Then, the following properties are equivalent:

(i) (bl)−1∆ϕ satisfies (WMP∞);

(ii) (L) holds for Liploc solutions, for some (equivalently, every) f satisfying

f(0) = 0, f > 0 on R+;

(iii) each non-constant u ∈ Liploc(M) solving (P≥) on M and bounded above
satisfies f(u∗) ≤ 0, with u∗ = supM u;

(iv) (bl)−1∆ϕ satisfies (OWMP∞).

Proof. We prove the chain of implications (i) ⇒ (iii) ⇒ (ii) ⇒ (i) and then
(iv) ⇔ (i). When the “some-every” alternative occurs, we always assume the
weaker property and prove the stronger.
(i)⇒ (iii).
Let u ∈ Liploc(M) be a non-constant solution of (P≥) that is bounded from above,
and assume by contradiction that f(u∗) = 2K > 0. By continuity, there exists
η < u∗ sufficiently close to u∗ such that f(u) ≥ K on Ωη = {u > η}, thus

∆ϕu ≥ Kb(x)l(|∇u|) on Ωη.

The definition of (WMP∞) then implies K ≤ 0, contradiction.
(iii)⇒ (ii).
Let u ∈ Liploc(M) be a non-constant, bounded, non-negative solution of (P≥).
Then f(u∗) ≤ 0 by (iii). However, from f > 0 on R+ we get u∗ ≡ 0, that is, u ≡ 0
is constant, contradiction.
(ii)⇒ (i).
Let us consider a problem (P≥) with f > 0 on R+, f(0) = 0 for which (L)
holds. Suppose by contradiction that (i) is not satisfied, that is, there exists a
non-constant u ∈ Liploc(M) with

∆ϕu ≥ Kb(x)l(|∇u|) on some Ωη̄,

for some K > 0 and η̄ < u∗. Since f(0) = 0, we can choose η ∈ (η̄, u∗) in such a
way that f < K on (0, u∗ − η). Hence, uη = u− η solves

∆ϕuη ≥ Kb(x)l(|∇uη|) ≥ b(x)f(uη)l(|∇uη|) on Ωη.



7.2. Volume growth and (WMP∞) 115

Thanks to Lemma 6.6, w = max{uη, 0} is a non-constant, non-negative, bounded
solution of ∆ϕw ≥ b(x)f(w)l(|∇w|) on M , contradicting property (L) for such an
f .
(i)⇒ (iv).
If u solves (7.1) but none of the properties in (7.2) holds, then by continuity we
can choose η ∈ (sup∂Ω u, supΩ u) such that f(u) ≥ K > 0 on {u > η}. Thus, u
solves ∆ϕu ≥ Kb(x)l(|∇u|) on {u > η} ⊂ Ω, contradicting (WMP∞).
(iv)⇒ (i).
Assuming that (WMP∞) does not hold, take a non-constant u which is bounded
above and solves ∆ϕu ≥ Kb(x)l(|∇u|) on some set Ωη = {u > η}, for some K > 0.
If η is close enough to u∗, ∂Ωη 6= ∅, thus clearly u contradicts (OWMP∞) on Ωη
with the choice f = K. �

7.2 Volume growth and (WMP∞)

In this section, we explore geometric conditions that ensure the validity of
(WMP∞), in the form given by (iii) of Proposition 2.19, that is, each non-constant
u ∈ Liploc(M) solving (P≥) and bounded above satisfies f(u∗) ≤ 0. Here, as usual,
u∗ = supM u, and similarly we will use the notation u∗ = infM u.
When l ≡ 1, the problem has been tackled in a series of papers [131, 207, 180, 181]
by means of integral methods, and in particular we refer to [181] for a thorough
discussion. Since then, in a manifolds setting, the first results that we are aware
of allowing a nontrivial l appeared in [156], where l is assumed to be C-increasing
(in fact, polynomial in Thm. 5.1 therein). In particular, the relevant case when l
can vanish both as t→ 0+ and as t→∞ seems to be still open even in Euclidean
space, although it has been recently considered for Carnot groups in [4]. It is a
remarkable feature that the results quoted above ensure f(u∗) ≤ 0 not only when
u is a priori bounded above, but also when u does not grow too fast at infinity, in
the sense that in this case u∗ is also shown to be finite. This is a natural condition,
and its origin is related to the growth of an explicit Khas’minskii-type potential
for the operator considered, see Section 4 of [181] for more information. Related
interesting results on Rm can be found in [86, 87, 197, 64] and will be described
in more detail later.

The next theorem improves on [156, Thm 5.1] and [4, Thm. 2.1]. Throughout
this section, we assume the following growth conditions:

there exist constants p, p̄ > 1, C, C̄ > 0 such that

ϕ(t) ≤ Ctp−1 on [0, 1], ϕ(t) ≤ C̄tp̄−1 on [1,∞).
(7.3)

If p = p̄, (7.3) is called in [64] the weak p-coercivity of ∆ϕ. We will explain in
depth the different role played by p and p̄ for the validity of (WMP∞).

Theorem 7.5. Let M be a complete Riemannian manifold, and consider ϕ, b, f and
l meeting the requirements in (2.3), (2.5) and the bounds (7.3) for some p, p̄ > 1.
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Assume that, for some µ, χ ∈ R satisfying

χ ≥ 0, µ ≤ χ+ 1, (7.4)

the following inequalities hold:

b(x) ≥ C
(
1 + r(x)

)−µ
on M,

f(t) ≥ C for t � 1

l(t) ≥ Cϕ(t)

tχ
on R+,

(7.5)

for some constant C > 0. Let u ∈ Liploc(M) be a non-constant, weak solution of
(P≥) such that either

(i) u is bounded above and one of the following properties hold:

µ < χ+ 1 and lim inf
r→∞

log |Br|
rχ+1−µ <∞ (= 0 if χ = 0);

µ = χ+ 1 and lim inf
r→∞

log |Br|
log r

<∞ (≤ p if χ = 0).

(7.6)

(ii) u satisfies
u+(x) = o

(
r(x)σ

)
as r(x)→∞, (7.7)

for some σ > 0 such that
χσ ≤ χ+ 1− µ, (7.8)

and one of the following properties hold:

χσ < χ+ 1− µ, lim inf
r→∞

log |Br|
rχ+1−µ−χσ <∞ (= 0 if χ = 0);

χσ = χ+ 1− µ, χ > 0, lim inf
r→∞

log |Br|
log r

<∞;

χσ = χ+ 1− µ, lim inf
r→∞

log |Br|
log r

≤

{
p− σ(p− 1) if σ ≤ 1,

p̄− σ(p̄− 1) if σ > 1.

(7.9)

Then, u is bounded above on M and f(u∗) ≤ 0. If moreover u satisfies (P=),

tf(t) ≥ C|t| for |t| >> 1 (7.10)

and either (i) or (ii) holds both for u+ and for u−, then

u ∈ L∞(M) and f(u∗) ≤ 0 ≤ f(u∗). (7.11)
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Remark 7.6. In the third case of (7.9), that is, when χσ = χ + 1 − µ and the
volume growth of Br is suitably small with respect to p, p̄, σ, the result still holds
under the weaker assumption

u+(x) = O
(
r(x)σ

)
as r(x)→∞. (7.12)

As a consequence of Theorem 7.5, we deduce Theorem 2.22 of the Introduc-
tion.

Proof of Theorem 2.22. Consider a non-constant solution u ∈ Liploc(M) with
u∗ < ∞ of ∆ϕu ≥ Kb(x)l(|∇u|) on some upper level set Ωη = {x ∈ M :
u(x) > η}. We shall prove that K ≤ 0. Suppose that this is not the case. By
adding a constant to u, we can suppose that η < 0 but sufficiently near to 0 so
that Ω0 = {x ∈ M : u(x) > 0} 6= ∅. Choose f ∈ C(R) such that 0 ≤ f ≤ K,
f(0) = 0 and f(t) = K for t > u∗/2. Then, u solves

∆ϕu ≥ b(x)f(u)l(|∇u|) (7.13)

on Ωη ⊃ Ω0, and with the aid of Lemma 6.6 we can assume that u ≥ 0 solves
(7.13) on the whole of M . Moreover, f(u∗) = K. To reach a contradiction, we
just need to check the requirements to apply Theorem 7.5, case (i) and conclude
f(u∗) ≤ 0. This, by Proposition 2.19, implies the (WMP∞).
First, observe that µ ≤ χ− α/2 in (2.29) can be rewritten as

1 +
α

2
≤ χ+ 1− µ, (7.14)

and from α ≥ −2 it implies µ ≤ χ + 1. We exhamine the validity of (7.6). If
α > −2 and χ > 0, then µ < χ + 1 by (7.14) and the volume assumption (2.28)
imply the first in (7.6). If α = −2 and χ > 0, then again by (2.28) both of (7.6)
are met, respectively, when µ < χ + 1 and µ = χ + 1. Suppose now that χ = 0
and µ < χ− α/2. Then, µ < χ+ 1 and, for each α ≥ −2, the strict inequality in
(7.14) coupled with (2.28) guarantees the first in (7.6). If χ = 0 and µ = χ−α/2,
according to whether α > −2 or α = −2 the requirement V∞ = 0, respectively
V∞ ≤ p, in (2.29) is precisely what is needed to deduce the validity of (7.6),
concluding the proof. �

It is worth to postpone the proof of Theorem 7.5 and comment on various
aspects of its statement.

- p, p̄ play no explicit role in (7.4). However, a bound on χ in terms of p alone
is hidden, in some cases, in the requirement l(t) ≥ ϕ(t)/tχ on R+: indeed, if
ϕ(t) � tp−1 near t = 0, the continuity of l at zero forces

χ ≤ p− 1.
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- For l ≡ 1, that is, when no gradient appears, the third in (7.5) forces ϕ(t) ≤
C−1tχ on R+. If we suppose that ϕ(t) � tp−1 on [0, 1] and ϕ(t) � tp̄−1 on
[1,∞), the above theorem can be applied provided

p̄− 1 ≤ χ ≤ p− 1.

Therefore, when the operator is the p-Laplacian operator, the gradientless
case l ≡ 1 is recovered with the choice χ = p− 1. On the other hand, for the
mean curvature operator, p ≤ 2 and p̄ > 1 can be chosen arbitrarily close to
1, and the gradientless case l ≡ 1 is recovered for any choice of χ ∈ [0, 1].
For a fixed µ, in case (i) or in (ii) with σ ≤ 1, it is evident that the choice
χ = 1, p = 2 gives the best result, while in case (ii) for σ > 1 the best choice
is χ = 0 and p̄ approaching 1.

- The second in (7.9) is the only place where p and p̄ appear. Its validity forces
an upper bound for σ, since the right-hand side in the second of (7.9) is
non-negative if and only if

σ ≤ p̄

p̄− 1
.

- The third in (7.9) supports and makes rigorous the next idea: in the sublinear
range σ < 1, the region where |∇u| is close to zero should be, somehow, larger
than the one where |∇u| is big, and consequently the growth of ϕ on [1,∞)
(if still polynomial) might be neglectable with respect to the behaviour of
ϕ on [0, 1]. If σ > 1 the situation reverses, and now the main contribution
should be given by ϕ on [1,∞).

We feel interesting and a bit surprising that the method to prove The-
orem 7.5 is able to detect, in some sense, the size of the regions where |∇u|
is small or large. In particular, if u is bounded above this might suggest
that the above proof could be refined to show that, under the same assump-
tions, the strong maximum principle (SMP∞) is true, see Problem 2 in the
Introduction.

As we will show at the end of the section, Theorem 7.5 is sharp in the
following sense: under the validity of the range of the parameters χ, µ in (7.4), for
almost each condition on σ and |Br| we are able to find a non-constant solution
of (P≥) with f ≡ 1 satisfying all the remaining assumptions but the chosen one.

If f has a unique zero, from (7.11) we deduce a Liouville type theorem for
slowly growing solutions u of (P=), that fits very well with some results obtained, in
the Euclidean setting, by Farina and Serrin in [86, 87]. For the sake of comparison,
we state their theorems renaming their parameters to agree with our notation:

Theorem 7.7. [87, Thms. 11 and 12] On Euclidean space, consider ϕ, b, f and l
meeting the requirements in (2.5), (2.3) and the bounds (7.3) for some p = p̄ > 1.
Assume that, for some µ, χ, ω ∈ R satisfying

0 < ω ≤ χ ≤ p− 1,
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the following inequalities hold:

b(x) ≥ C
(
1 + r(x)

)−µ
on Rm,

tf(t) ≥ C|t|ω+1 for t ∈ R,

l(t) ≥ Ctp−1−χ on R+,

(7.15)

for some constant C > 0. Then, a solution u ∈ Liploc(Rm) of (P=) satisfying

|u(x)| = O
(
r(x)σ

)
as r(x)→∞,

for some σ > 0, is constant provided one of the following cases occur:

(i) ω < χ, µ < χ+ 1,

(p− 1)(1 + χ− µ) ≥ (p−m)(χ− ω) and σ ∈
(

0,
χ+ 1− µ
χ− ω

)
; (7.16)

(ii) ω < χ, m < p,

(p− 1)(1 + χ− µ) ≤ (p−m)(χ− ω) and σ ∈
(

0,
p−m
p− 1

)
; (7.17)

(iii) ω = χ, µ < χ+ 1, independently of σ > 0.

(iv) ω = χ, m < p,

µ ≥ χ+ 1 and σ ∈
(

0,
p−m
p− 1

)
.

Remark 7.8. Note that the bounds in (i) and (ii) well match when equality holds
in the first of (7.16) and (7.17). If l ≡ 1, that is, χ = p− 1, (i) and (iii) have been
proved, respectively, in Theorems B and A in [86], and their sharpness is discussed
in Examples 5 and 4, Section 11 therein. It is interesting to observe that the first
in (7.16) is not required in [86, Thm. B], but appears in discussing the sharpness
of (i). More precisely, Example 5 in [86] stresses that the conclusion of Theorem
7.7 in case (i) does not hold when σ = χ+1−µ

χ−ω in (7.16), provided that the first in

(7.16) is strengthened to

(p− 1)(1 + χ− µ) > (p−m)(χ− ω) with χ = p− 1. (7.18)

On the contrary, perhaps surprisingly, the conclusion of (ii) still holds for σ = p−m
p−1 ,

see the next Corollary 7.9. This is, clearly, not in contradiction with [86] in view
of the incompatibility of (7.18) with (7.17), see also the discussion [197, p. 677].
Further results for solutions of (P≥) which are a priori bounded or vanishing
at infinity are given in Theorems D,E,F in [86] and Theorems 1 and 2 in [218].
Inspection shows that they fit very well with the case when u is bounded above
in Theorem 7.5.



120 Chapter 7. Weak maximum principle and Liouville’s property

First, we compare Theorem 7.5 with case (i) in Theorem 7.7, and we therefore
assume M = Rm, p = p̄ in (7.3), 0 < χ ≤ p− 1 and µ < χ+ 1. It is apparent that,
for each ω > 0, condition tf(t) ≥ C|t|ω+1 implies both (7.10) and tf(t) > 0 on
R+. Theorem 7.5 then gives the constancy of solutions of (P=) on Rm under the
assumption

u(x) = o
(
r(x)σ

)
as r(x)→∞ and σ ∈

[
0,
χ+ 1− µ

χ

)
, (7.19)

for any dimension m and any p > 1. The upper bound for σ is smaller than the
one in (7.16), as a counterpart of the stronger requirement tf(t) ≥ C|t|ω+1, but
(7.16) converges to (7.19) as ω → 0+. Moreover, the first in (7.16) is not needed,
in accordance with [86, Thm. B] and [218, Thm 2 (i)]. Next, we investigate the
relationship with (iii), (iv) in Theorem 7.7, where ω = χ is assumed. Since in our
case ω = 0, (iii) and (iv) should be compared with case χ = 0 of Theorem 7.5.
Observe that χ = 0 includes an interesting class of borderline inequalities such as

∆pu ≥ b(x)f(u)|∇u|p−1, (7.20)

for which we have the next corollary; since, for χ = 0, any σ > 0 satisfies (7.8),
when µ < 1 we obtain a Liouville theorem for solutions u with polynomial growth
(i.e. satisfying |u| = O(rσ) as r →∞ for some σ > 0).

Corollary 7.9. Let M be a complete Riemannian manifold, and consider ϕ, b, f
meeting the requirements in (2.5), (2.3) and the bounds (7.3) for some p, p̄ > 1.
Assume that, for some µ ≤ 1, the following inequalities hold:

b(x) ≥ C
(
1 + r(x)

)−µ
on M,

f(t) ≥ C for t� 1
(7.21)

and for some constant C > 0. Let u ∈ Liploc(M) be a non-constant, weak solution
of

∆ϕu ≥ b(x)f(u)ϕ(|∇u|) on M. (7.22)

Suppose that u+(x) = O
(
r(x)σ

)
, for some σ > 0, and that

(1) µ < 1, lim inf
r→∞

log |Br|
r1−µ = 0 or

(2) µ = 1, lim inf
r→∞

log |Br|
log r

= d0, and 0 < σ ≤


p− d0

p− 1
, if d0 ≥ 1,

p̄− d0

p̄− 1
, if d0 < 1.

(7.23)

Then, u is bounded above on M and f(u∗) ≤ 0. If moreover u satisfies (P=),

tf(t) ≥ C|t| for |t| >> 1 (7.24)

and either (i) or (ii) of Theorem 7.5 holds for u+ and for u−, then

u ∈ L∞(M) and f(u∗) ≤ 0 ≤ f(u∗). (7.25)
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Proof of Corollary 7.9, assuming Theorem 7.5. It is enough to choose χ = 0 and
σ > 0 in Theorem 7.5. An algebraic manipulation shows that the condition on σ
appearing in (2) of (7.23) is equivalent to

d0 ≤

{
p− σ(p− 1) if σ ≤ 1;

p̄− σ(p̄− 1) if σ > 1.

While Theorem 7.5 requires u+ = o(rσ), when µ > 1 no problem arise as we can
enlarge σ a bit to match this last requirement. On the other hand, if µ = 1, thanks
to Remark 7.6 we can still reach the conclusion in Theorem 7.5 when u+ = O(rσ).
In particular, the upper bound for σ in the second of (7.23) can be achieved. �

Remark 7.10. Comparing with (iii), (iv) in Theorem 7.7, we readily see that (7.23)
fits very well with the assumptions in [87], and we can also capture the case
σ = p−m

p−1 . On the other hand, it should be remarked that our result is restricted
to µ ≤ 1.

Remark 7.11. In the Euclidean setting M = Rm and for p = p̄ ≥ m, other
interesting Liouville theorems for slowly growing solutions of (P=) can be found
in [197, Thm. 1.1] and [87, Thm. 10], where the case tf(t) ≥ 0 (≡ 0 in the second)
is considered. There, the authors obtain the constancy of solutions of (P=) on Rm
whenever p > m and1

u(x) = o
(
r(x)

p−m
p−1

)
as r(x)→∞. (7.26)

Condition (7.26) is sharp and related to the growth of the fundamental solution
for the p-Laplacian (see [197] and Remark 10.3 in [66]). Further interesting results
covering p ≥ m can be found in [66] (Theorems 10.1 and 10.4 therein).

Next, we show how Corollary 7.9 applies in the setting of the mean curvature
operator to obtain the next

Theorem 7.12. Let M be a complete manifold satisfying

lim inf
r→∞

log |Br|
r1−µ = 0, (7.27)

for some µ < 1. Let b, f, l satisfy (2.5) and

b(x) ≥ C
(
1 + r(x)

)−µ
on M,

l(t) ≥ C t√
1 + t2

on R+,

f is non-decreasing on R and f 6≡ 0

(7.28)

1It should be observed that assumption (1.3) in [197], when rephrased for (P≥), gives nec-
essarily ϕ(t) = Ctp−1. However, the above restriction does not appear in Theorem 10 of [87],
which considers the case f(t) ≡ 0.
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for some C > 0. If u ∈ Liploc(M) is a non-constant solution of

div

(
∇u√

1 + |∇u|2

)
= b(x)f(u)l(|∇u|) on M (7.29)

with polynomial growth, then u solves the minimal surface equation

div

(
∇u√

1 + |∇u|2

)
= 0 on M

and u is bounded on one side. In particular, if (7.27) is strengthened to

Ric ≥ 0 on M, (7.30)

then a solution of (7.29) with polynomial growth, if any, is constant for each µ < 1.

Remark 7.13. The assumption f 6≡ 0 is necessary, as the example of affine functions
solving the minimal graph equation on Rm shows.

Remark 7.14. When l ≡ 1, b ≡ 1 and M = Rm, V. Tkachev [225] proved Theorem
7.12 for C2 solutions of (7.29) without any growth restriction, see also Thm. 10.4
of A. Farina’s survey [85]. The result has first been extended for mean curvature
type operators by Y. Naito and Y. Usami [168, Thm. 1], with a different argument
using radialization in a way related to the one in Section 10. An improvement of
[225, 168] for (7.29) with a nontrivial gradient dependence is shown in Theorem
10.30 below, while generalizations to a larger class of quasilinear operators can be
found in [218, Thm. 3], with the same method as in [225], and in [196, Thm. 8.1.3]
with an approach, by means of Khas’minskii potentials, close to the one in [168].

Proof of Theorem 7.12. Since one of the sets {t ∈ R : f(t) > 0} and {t ∈ R :
f(t) < 0} is non-empty, the monotonicity of f implies that either f(t) ≥ C1 for
t >> 1, or f(t) ≤ −C1 for t << −1, for some constant C1 > 0. Without loss of
generality, we can suppose f(t) ≥ C1 for t >> 1. Using Corollary 7.9, since u is
non-constant we deduce u∗ <∞ and f(u∗) ≤ 0. Again by the monotonicity of f ,
either f = 0 on (−∞, u∗] or f < 0 somewhere. In the second case, f(t) ≤ −C for
t << −1 and thus, applying again Corollary 7.9 with −u replacing u and −f(−t)
replacing f(t) we obtain f(u∗) ≥ 0. Therefore, f = 0 on [u∗, u

∗]. Summarizing, in
both cases u solves the minimal surface equation

div

(
∇u√

1 + |∇u|2

)
= 0 on M (7.31)

(hence, u is smooth), and u is bounded on one side. If (7.27) is replaced by (7.30),
the volume comparison implies |Br| ≤ Crm and therefore (7.27) holds for each
µ < 1. The constancy of u is then a consequence of the Bernstein theorem in
[59]. �
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We now come to the proof of Theorem 7.5. The result follows in a more or
less direct way from the following refined maximum principle for slowly growing
solutions of

∆ϕu ≥ K(1 + r)−µ
ϕ(|∇u|)
|∇u|χ

on Ωγ , (7.32)

where Ωγ = {x ∈M : u(x) > γ} is the superlevel set of u at height γ ∈ R.

Theorem 7.15. Let M be a complete Riemannian manifold and let the growth
(7.3) be met for some p, p̄ > 1. Let µ, χ ∈ R verify (7.4) and let u ∈ Liploc(M) be
a function for which

û = lim sup
r(x)→∞

u+(x)

r(x)σ
<∞, (7.33)

for some σ ∈ R+
0 satisfying

0 ≤ χσ ≤ χ+ 1− µ. (7.34)

Suppose that either one of the following assumptions is met:

χσ < χ+ 1− µ and lim inf
r→∞

log |Br|
rχ+1−µ−χσ = d0 <∞;

or

χσ = χ+ 1− µ and lim inf
r→∞

log |Br|
log r

= d0 <∞;

(7.35)

If, for some γ ∈ R, the open set Ωγ is non-empty and u is a non-constant, weak
solution of (7.32) in Ωγ , then

K ≤ H · ûχ,

where, setting

ζ = χ+ 1− µ, and d∗ = min
{
p− σ(p− 1), p̄− σ(p̄− 1)

}
, (7.36)

the constant H = H(σ, χ, p, p̄, µ, d0) is given by

H =



(i) 0 if χ > 0, σ = 0;

(ii) d0

[
ζ − χσ

]χ+1
if χ > 0, 0 < χσ <

χ

χ+ 1
ζ;

(iii) d0σ
χ(ζ − χσ) if χ > 0,

χ

χ+ 1
ζ ≤ χσ < ζ;

(iv) d0(1− µ) if χ = 0, µ < 1, σ ≥ 0

(v) σχ(d0 − d∗)+ if χσ = ζ > 0 or χσ = ζ = 0, χ = 0.

(7.37)
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Proof. We can suppose K > 0, otherwise the estimate is trivial. Note that (7.32)
is invariant with respect to translations u 7→ us = u+ s. Fix β > û. We claim that
a suitable translated us satisfies

us ≤ β(1 + r)σ on M, us > 0 somewhere.

Indeed, if σ > 0 and u∗ = ∞, (7.33) implies that u < β(1 + r)σ outside a large
compact set Ω, and translating u downwards we can achieve the same inequality
also in Ω, still keeping us > 0 somewhere. On the other hand, the claim is obvious
if σ = 0. In this last case, note that here we do not claim that û is not attained: this
would follow from a strong maximum principle, that to the best of our knowledge
is unknown under the sole assumption (7.3). Using that the resulting us is positive
somewhere, we can also assume γ > 0. Hereafter, computations will be performed
with u = us. Choose α > β and define

v(x) = α
(
1 + r(x)

)σ − u(x),

so that
(α− β)(1 + r)σ ≤ v ≤ α(1 + r)σ on Ωγ . (7.38)

Hereafter, with C1, C2, C3, . . . we will denote positive absolute constants, that is,
independent of σ, µ, χ. Fix a function λ ∈ C1(R) such that

0 ≤ λ ≤ 1, λ ≡ 0 on (−∞, γ], λ > 0 on (γ,∞), λ′ ≥ 0,

and a cut-off function ψ ∈ Lipc(M), 0 ≤ ψ ≤ 1, whose support has nontrivial
intersection with Ωγ . Next, consider F ∈ C1(R2), F = F (r, v), satisfying

F (r, v) > 0, Fv =
∂F

∂v
(r, v) < 0. (7.39)

Suppose first that p̄ ≥ p. We insert the test function

ψp̄λ(u)F (v, r) ∈ Lipc(Ωγ) (7.40)

in the weak definition of (7.32). Using λ′ ≥ 0 together with the Cauchy-Schwarz
inequality we obtain

K

∫
ψp̄λF (1 + r)−µ

ϕ(|∇u|)
|∇u|χ

≤ p̄
∫
ψp̄−1λFϕ(|∇u|)|∇ψ|+

∫
ψp̄λFvϕ(|∇u|)|∇u|

+

∫
ψp̄λϕ(|∇u|)

∣∣ασ(1 + r)σ−1Fv + Fr
∣∣ .

Rearranging,∫
ψp̄λ |Fv|

ϕ(|∇u|)
|∇u|χ

B(x, u) ≤ p̄
∫
ψp̄−1λFϕ(|∇u|)|∇ψ|, (7.41)
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with

B(x, u) = K(1 + r)−µ
F

|Fv|
+ |∇u|χ+1 − |∇u|χ

∣∣∣∣−ασ(1 + r)σ−1 +
Fr
|Fv|

∣∣∣∣ . (7.42)

Let us assume the validity of the following

claim: B(x, u) ≥ Λ|∇u|χ+1

for some Λ ∈ (0, 1] independent of r.
(7.43)

Plugging into (7.41) gives

Λ

p̄

∫
ψp̄λ |Fv|ϕ(|∇u|)|∇u| ≤

∫
ψp̄−1λFϕ(|∇u|)|∇ψ|, (7.44)

We now split the integrals on the subsets {|∇u| < 1} and {|∇u| ≥ 1}, where
we apply different Young inequalities. Letting p′, p̄′ be, respectively, the conjugate
exponents to p and p̄, we can rewrite (7.44) as follows:

Λ

p̄

∫
{|∇u|<1}

ψp̄λ |Fv|
[
ϕ(|∇u|)
|∇u|p−1

]
|∇u|p +

Λ

p̄

∫
{|∇u|≥1}

ψp̄λ |Fv|
[
ϕ(|∇u|)
|∇u|p̄−1

]
|∇u|p̄

≤
∫
{|∇u|<1}

[
ψp̄λ |Fv|

(
ϕ(|∇u|)
|∇u|p−1

)
|∇u|p

] 1
p′
[
ψ
p̄−1− p̄

p′ λ
1
pF |Fv|−

1
p′

(
ϕ(|∇u|)
|∇u|p−1

) 1
p

|∇ψ|

]

+

∫
{|∇u|≥1}

[
ψp̄λ |Fv|

(
ϕ(|∇u|)
|∇u|p̄−1

)
|∇u|p̄

] 1
p̄′
[
λ

1
p̄F |Fv|−

1
p̄′

(
ϕ(|∇u|)
|∇u|p̄−1

) 1
p̄

|∇ψ|

]

Observe that p̄ ≥ p implies the non-negativity of the exponent p̄ − 1 − p̄
p′ ≥ 0 for ψ

above. We apply Young inequality ab ≤ (aε)p
′
/p′ + (b/ε)p/p to the first term in the

right-hand side of the above inequality and an analogous one with ε̄, p̄, p̄′ to the second
one, of course with ε, ε̄ > 0. Rearranging, we obtain(

Λ

p̄
− εp

′

p′

)∫
{|∇u|<1}

ψp̄λ |Fv|
[
ϕ(|∇u|)
|∇u|p−1

]
|∇u|p

+

(
Λ

p̄
− ε̄p̄

′

p̄′

)∫
{|∇u|≥1}

ψp̄λ |Fv|
[
ϕ(|∇u|)
|∇u|p̄−1

]
|∇u|p̄

≤ ε−p

p

∫
{|∇u|<1}

ψp̄−pλF

[
F

|Fv|

]p−1(
ϕ(|∇u|)
|∇u|p−1

)
|∇ψ|p

+
ε̄−p̄

p̄

∫
{|∇u|≥1}

λF

[
F

|Fv|

]p̄−1(
ϕ(|∇u|)
|∇u|p̄−1

)
|∇ψ|p̄

Choose ε, ε̄ in such a way that both the coefficients in round brackets in the left-hand
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side are Λ/(2p̄). From p̄ ≥ p, ψ ≤ 1 and Λ ≤ 1, using (7.3) we infer the inequality∫
ψp̄λ |Fv|ϕ(|∇u|)|∇u|

≤ C1

[∫
λF

(
F

|Fv|

)p−1

|∇ψ|p +

∫
λF

(
F

|Fv|

)p̄−1

|∇ψ|p̄
]
,

(7.45)

where C1 is some constant depending on Λ and on p, p̄, C, C̄ in (7.3). Fix R0 ≥ 1 large
enough that u is not constant on Ωγ ∩BR0 6= ∅. Then, clearly ∇u is not identically zero
on Ωγ ∩ BR0 , because otherwise u would be constant on connected components of Ωγ ,
which would imply that Ωγ ≡M and u be constant, contradiction. Fix δ ∈ (1/2, 1). For
R > 2R0 ≥ 2, we choose ψ in such a way that

0 ≤ ψ ≤ 1, ψ ≡ 1 on BδR, supp(ψ) ⊂ BR, |∇ψ| ≤ C2

(1− δ)R, (7.46)

for some absolute constant C2. Inserting into (7.45) and recalling that λ ≤ 1 we obtain∫
Ωγ∩BR0

λ |Fv|ϕ(|∇u|)|∇u|

≤ C3

[
1

Rp

∫
(BR\BδR)∩Ωγ

F

(
F

|Fv|

)p−1

+
1

Rp̄

∫
(BR\BδR)∩Ωγ

F

(
F

|Fv|

)p̄−1
]
,

(7.47)

for some C3 = C3(p, p̄, C, C̄,Λ, δ). In the complementary case p̄ ≤ p, we achieve (7.47) by
simply exchanging the role of p, p̄ and the related inequalities on {|∇u| < 1}, {|∇u| ≥ 1}.

We now need to check the validity of the claim in (7.43), for a suitable choice of F .
Observe that the expression of B in (7.42) is a function of the type

g(s) = P + sχ+1 −Qsχ,

for s = |∇u| and positive parameters

P = K(1 + r)−µ
F

|Fv|
, Q =

∣∣∣∣−ασ(1 + r)σ−1 +
Fr
|Fv|

∣∣∣∣
depending on r. It is a calculus exercise to check that g(s) ≥ Λsχ+1 on R+

0 when either
χ = 0, Q ≤ P and Λ ≤ 1, or

χ > 0,
Qχ+1

P
≤ (χ+ 1)χ+1

χχ
and Λ ≤ 1− χ

(χ+ 1)
χ+1
χ

(
Qχ+1

P

)1/χ

.
(7.48)

Having fixed a parameter θ ∈ (0, 1), we will choose F in order to satisfy the next relations
between Q and P :

if χ = 0 we want Q = P, and in this case set Λ = 1;

if χ > 0 we want
Qχ+1

P
=

(χ+ 1)χ+1

χχ
θχ and in this case set Λ = 1− θ.

(7.49)
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In this way, (7.48), and thus (7.43), is met. Observe that the first case in (7.49) can be
obtained by letting χ → 0 and then θ → 0 in the second one. To meet the identities in
(7.49), we necessarily need an upper bound for Q/P or Qχ+1/P that does not depend
on r, and this suggests our choice of F , that will be different from case to case. Set for
convenience

η = µ+ (σ − 1)(χ+ 1) = (χ+ 1)σ − ζ, (7.50)

where ζ is as in (7.36), and note that

σ − η = ζ − χσ ≥ 0. (7.51)

Analysis of case (ii), case (i) for ζ > 0, and case (iv) for σ < 1− µ:

χ > 0, 0 ≤ χσ < χ

χ+ 1
ζ, or χ = 0, µ < 1, 0 ≤ σ < 1− µ.

Using the definition of η, these cases correspond to

χ > 0, σ ≥ 0, η < 0.

Note that σ > η. We choose

F (v, r) = exp
{
−τv(1 + r)−η

}
, (7.52)

for a real number τ > 0 that will be specified later in order to satisfy the identity for
P,Q in (7.49). Then, on Ωγ

F

|Fv|
=

(1 + r)η

τ
,

Fr
|Fv|

=
vη

(1 + r)
,

and hence, by (7.38) and using σ > η, η < 0,

−α(σ − η)(1 + r)σ−1 ≤ −ασ(1 + r)σ−1 +
Fr
|Fv|

≤ 0.

Plugging into (7.42) we get

B(x, u) ≥ K

τ
(1 + r)η−µ + |∇u|χ+1 − |∇u|χα(σ − η)(1 + r)σ−1. (7.53)

In view of (7.50), to satisfy (7.49) with

P =
K

τ
(1 + r)η−µ, Q = α(σ − η)(1 + r)σ−1 (7.54)

we need the identities

[α(σ − η)]χ+1τ

K
= θχ

(χ+ 1)χ+1

χχ
if χ > 0,

α(σ − η)τ

K
= 1 if χ = 0.

(7.55)
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According to whether χ = 0 or > 0, we then define τ as the value such that (7.55) holds.
With this choice, (7.43) is satisfied with Λ = 1 − θ if χ > 0, or Λ = 1 if χ = 0. In view
of our choice of F , (7.47) becomes∫

BR0
∩Ωγ

λF (1 + r)−ηϕ(|∇u|)|∇u| ≤ C4

[
1

Rp

∫
(BR\BδR)∩Ωγ

F (1 + r)η(p−1)

+
1

Rp̄

∫
(BR\BδR)∩Ωγ

F (1 + r)η(p̄−1)

] (7.56)

where C4 also depends on τ . Up to increasing p̄, a change that does not alter the validity
of (7.3), we can suppose that p̄ ≥ p. On (BR\BθR)∩Ωγ , (7.38) and σ−η > 0, η < 0 give

F (v, r) ≤ exp
(
−τ(α− β)(δR)σ−η

)
, (1 + r)η(p̄−1) ≤ (1 + r)η(p−1) ≤ 1.

Inserting into (7.56) and using Rp̄ ≥ Rp, we eventually get

0 <

∫
Ωγ∩BR0

λF (1 + r)−ηϕ(|∇u|)|∇u| ≤ C5

Rp
exp

(
−τ(α− β)(δR)σ−η

)
|BR|. (7.57)

Because of (7.35) and (7.51), for each d > d0 there exists a sequence {Rk} ↑ ∞ such that

|BRk | ≤ exp
{
dRσ−ηk

}
.

Substituting into (7.57) and letting k →∞,

0 <

∫
Ωγ∩BR0

λF (1 + r)−ηϕ(|∇u|)|∇u|

≤ C5 lim sup
k→∞

(
exp

{
−τ(α− β)δσ−ηRσ−ηk + dRσ−ηk

}
Rpk

)
.

(7.58)

Being the left-hand side of the above inequality strictly bigger than zero, we deduce that
necessarily d ≥ τ(α− β)δσ−η, and letting δ → 1 and d ↓ d0. we get

d0 ≥ τ(α− β)

Substituting the expression of τ in (7.55), setting α = tβ with t > 1 and letting θ → 1
we deduce

K ≤ d0
χχ

(χ+ 1)χ+1
(σ − η)χ+1 t

χ+1

t− 1
βχ if χ > 0;

K ≤ d0(σ − η)
t

t− 1
if χ = 0.

Minimizing with respect to t ∈ (1,∞) and letting β ↓ û, we eventually get

K ≤ d0(σ − η)χ+1ûχ = d0

[
ζ − χσ

]χ+1
ûχ if χ > 0;

K ≤ d0(σ − η) = d0(1− µ) if χ = 0,
(7.59)
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as claimed. We conclude by investigating part of case (i), that is, when

χ > 0, σ = 0 < ζ.

Observe that a downward translation us of u still satisfies (7.32) with the same constant
K (without loss of generality, we can suppose γ = 0). Hence, by (7.59),

K ≤ Hûχs with H ≤ d0

[
ζ − χσ

]χ+1
. (7.60)

If K > 0, since u is bounded above and χ > 0 we can choose uχs positive and small
enough to contradict (7.60). Hence, necessarily K = 0, and a-posteriori we can choose
H = 0 in (7.37) as required. At the end of the present proof, with the same trick we
investigate the remaining case of (i), that is, when σ = ζ = 0. Note that the trick is not
possible if χ = 0, being uχs ≡ 1.

Analysis of case (iii), and case (iv) for σ ≥ 1− µ:

χ > 0,
χ

χ+ 1
ζ ≤ χσ < ζ, or χ = 0, σ ≥ 1− µ > 0.

Again from the definition of η, these cases correspond to the range

0 ≤ η < σ,

for which we choose

F (v, r) = exp
{
−τv

σ−η
σ

}
. (7.61)

Also in these cases, we increase p̄ in order for p̄ ≥ p to hold, since ultimately the size of
p̄ will not affect the conclusion of the theorem. Performing computations analogous to
those giving (ii), we obtain the desired estimate

K ≤ d0σ
χ(σ − η)ûχ = d0σ

χ[ζ − χσ]ûχ if χ > 0;

K ≤ d0(σ − η) = d0(1− µ) if χ = 0.

Analysis of case (v), and case (i) for ζ = 0:

χσ = ζ > 0, or χσ = ζ = 0.

In this case, by (7.50) it holds σ − µ = (σ − 1)(χ+ 1). We choose

F (v, r) = v−τ ,

τ > 0 to be determined. Then, using (7.38),

B(x, u) ≥ K

τ
(1 + r)−µv + |∇u|χ+1 − |∇u|χασ(1 + r)σ−1

≥ K(α− β)

τ
(1 + r)σ−µ + |∇u|χ+1 − |∇u|χασ(1 + r)σ−1,

(7.62)
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and (7.49) applied with

P =
K(α− β)

τ
(1 + r)σ−µ, Q = ασ(1 + r)σ−1

implies the identities

(ασ)χ+1τ

K(α− β)
= θχ

(χ+ 1)χ+1

χχ
if χ > 0,

αστ

K(α− β)
= 1 if χ = 0.

(7.63)

Having specified τ to satisfy (7.63), (7.43) is met and (7.47) with δ = 3/4 now reads

0 <

∫
Ωγ∩BR0

λ |Fv|ϕ(|∇u|)|∇u| ≤ C4

∫
(BR\B3R/4)∩Ωγ

vp−1−τ

Rp
+
vp̄−1−τ

Rp̄
. (7.64)

Estimating v with the aid of (7.38), choosing the upper or lower bound according to the
sign of p− 1− τ and p̄− 1− τ , the right-hand side is bounded from above by

C5|BR|
(
R−p+σ(p−1−τ) +R−p̄+σ(p̄−1−τ)

)
,

for a suitable constant C5 > 0. Because of (7.35), for d > d0 we consider a sequence {Rk}
for which |BRk | ≤ Rdk. Evaluating (7.47) on Rk, and letting k → ∞ in (7.64) and then
d ↓ d0, we deduce that necessarily

d0 ≥ min
{
p− σ(p− 1− τ), p̄− σ(p̄− 1− τ)

}
,

that is, by (7.36),

τσ ≤ d0 −min
{
p− σ(p− 1), p̄− σ(p̄− 1)

}
= d0 − d∗. (7.65)

(i) If d0 < d∗ or d0 = d∗ and σ > 0, then there exists no τ > 0 satisfying (7.65).
Thus, K > 0 leads to a contradiction, and we can therefore choose H = 0. This
proves (v) for d0 < d∗ and for d0 = d∗, σ > 0, as well as (i) for χ > 0, σ = ζ = 0,
d0 < d∗.

(ii) If d0 ≥ d∗ then, inserting the expression of τ obtained from (7.63) in (7.65),
setting α = tβ for t > 1, solving (7.65) with respect to K, letting θ ↑ 1 and
β ↓ û we deduce

K ≤ [d0 − d∗]
χχ

(χ+ 1)χ+1
ûχσχ

tχ+1

t− 1
if χ > 0;

K ≤ [d0 − d∗]
t

t− 1
if χ = 0,

and minimizing over t ∈ (1,∞) we get for both χ > 0 and χ = 0

K ≤ [d0 − d∗]σχûχ. (7.66)

This concludes the cases d0 > d∗ and σ > 0, and d0 ≥ d∗ and χ = 0. To deal
with the remaining part of (i), that is, χ > 0, σ = ζ = 0 and d0 ≥ d∗, we
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can consider a downward translation us of u in place of u, and γ = 0. Then,
us satisfies (7.32) with the same constant K, hence (7.66) holds for each ûs.
However, from χ > 0, ûχs can be made as small as we wish, and since we have
assumed K > 0 this would contradict (7.66). Concluding, necessarily K ≤ 0,
and H can be chosen to be zero, as required.

�

We now prove Theorem 7.5.

Proof of Theorem 7.5. Suppose, by contradiction, that either u∗ =∞ or f(u∗) >
0. Because of the second in (7.21) and the continuity of f , in both of the cases
there exists γ < u∗ sufficiently close to u∗ such that f(t) ≥ C > 0 on (γ,∞), for
some constant C > 0. By (7.21), u would solve

∆ϕu ≥ K(1 + r)−µ
ϕ(|∇u|)
|∇u|χ

on Ωγ ,

For some K > 0. To apply Theorem 7.15, we shall consider

d∗ = min
{
p− σ(p− 1), p̄− σ(p̄− 1)

}
.

As said before, p (respectively, p̄) in (7.3) can be reduced (resp. increased) as much
as we wish, still keeping the validity of (7.3). Therefore,

- if σ ≤ 1, we can increase p̄ up to satisfy p̄ ≥ p, that gives d∗ = p− σ(p− 1).
In particular, d∗ = p when σ = 0;

- if σ > 1, we can reduce p to satisfy p̄ ≥ p, that now implies d∗ = p̄−σ(p̄−1).

The volume growth conditions in the last line of (7.6) and (7.9) can therefore be
rewritten as

lim inf
r→∞

log |Br|
log r

≤ d∗.

We are in the position to apply Theorem 7.15 and deduce 0 < K ≤ Hûχ. We reach
a contradiction by proving that either H = 0 or ûχ = 0. We split the argument
into several cases:

- If σ = 0 and χ > 0, then we are in case (i) of Theorem 7.15 and (7.35) is
satisfied because of (7.6), thus H = 0, contradiction.

- If σ ≥ 0 and χ = 0, then we are either in case (iv) or in case (v) of Theorem
7.15, according to whether µ < 1 or µ = 1. In case (iv), our growth require-
ments (7.6) and (7.9) for χ = 0, µ < 1 imply that d0 = 0 in (7.35). Applying
Theorem 7.15 we get H ≤ d0(1 − µ) = 0, contradiction. In case (v), as said
conditions (7.6) and (7.9) for χ = 0, µ = 1 are equivalent to d0 ≤ d∗. By
Theorem 7.15, H ≤ σχ(d0 − d∗)+ = 0, contradiction.

- If σ > 0, χ > 0, then by (7.7) we get ûχ = 0, contradiction.
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We have thus proved u∗ <∞ and f(u∗) ≤ 0. If now u satisfies (P=) and (7.10) is
in force, we can apply the result both to u and to ū = −u, noting that

∆ϕū = b(x)f̄(ū)l(|∇ū|), f̄(t) = −f(−t),

and that f̄(t) ≥ C for t large enough. From f̄(ū∗) ≤ 0 we get f(u∗) ≥ 0, and
(7.11) follows. �

Remark 7.16. We now check Remark 7.6. Since the third in (7.9) corresponds to
case (v) of Theorem 7.15, if d0 ≤ d∗ we achieve the contradiction 0 < K ≤ Hûχ

irrespectively to the vanishing of û, as claimed.

7.3 Bernstein theorems for minimal and MCF soliton

graphs

We now apply Theorem 7.5 to deduce some Bernstein type results for pre-
scribed mean curvature graphs. We consider an ambient space (M̄m+1, ( , )) with
the warped product structure

M̄ = R×hM, ( , ) = ds2 + h(s)2〈 , 〉 (7.67)

for some complete manifold (Mm, 〈 , 〉) and some 0 < h ∈ C∞(R). Given v : M →
R, we consider the graph

Σ =
{

(v(x), x) ∈ M̄ : x ∈M
}
.

In the next theorems we always consider entire graphs, that is, graphs defined on
all of M . As explained in Chapter 1, we let Φt be the flow of the conformal field
X = h(s)∂s, and we note that its flow parameter t starting from the slice {s = 0}
satisfies (1.10), that is,

t =

∫ s

0

dσ

h(σ)
, t : R→ t(R) = I. (7.68)

Setting s(t) for the inverse function, we define λ(t) = h(s(t)), u(x) = t(v(x)).
Observe, in particular, that u : M → I. We have

Theorem 7.17. Let (Mm, 〈 , 〉) be a complete manifold, and consider the warped
product M̄ = R×hM . Suppose that the warping function h satisfies:{

h′(s)s ≥ Cs for |s| ≥ s0;

h−1 ∈ L1(∞) ∩ L1(−∞),
(7.69)

for some constants C, s0 > 0. Assume the volume growth of geodesic balls in M
satisfies

lim inf
r→∞

log |Br|
r2

<∞.
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Then every entire, geodesic minimal graph Σ over M is bounded and, letting
v : M → R be the graph function, it holds

h′(v∗) ≤ 0 ≤ h′(v∗). (7.70)

In particular, if h is strictly convex, Σ is the totally geodesic slice {s = s1}, where
s1 is the unique minimum of h.

Proof. By (1.12) and the minimality of Σ, u solves

div

(
∇u√

1 + |∇u|2

)
= m

λt(u)

λ(u)

1√
1 + |∇u|2

The second in (7.69) implies that I is a bounded interval, and thus u : M → I is
bounded. Taking into account that

f(t) =
λt(t)

λ(t)
= h′(s(t)) ≥ C for t ≥ t(s0), (7.71)

we get

div

(
∇u√

1 + |∇u|2

)
≥ mC√

1 + |∇u|2
on {u > t(s0)}.

If the set {u > t(s0)} were non-empty, we can apply Theorem 7.15 with µ = 0,
χ = 1, p = p̄ = 2 and K = mC to obtain a contradiction. Therefore, u is bounded
from above and from Theorem 7.5 we deduce f(u∗) ≤ 0. Analogously, considering
−u we infer f(u∗) ≥ 0, and thus (7.70) follows by changing variables. Note that,
because of the first in (7.69), (7.70) implies the boundedness of v. If h is strictly
convex, then by (7.69) it has a unique stationary point (a minimum) s1, and (7.70)
gives v∗ ≤ s1 ≤ v∗, that is, v ≡ s1. We remark that each slice {s = s2} is totally
umbilical in M̄ , with second fundamental form h′(s2)/h(s2)〈 , 〉 in the direction
−∂s, so {s = s1} is totally geodesic. �

Theorem 7.18. Let M̄ = R×hM be as above, and suppose that h satisfies:
h′ > 0 on R,

h′(s) ≥ C for s ≥ s0;

h−1 ∈ L1(∞),

(7.72)

for some constants C, s0 > 0. If M is complete and the volume growth of geodesic
balls in M satisfies

lim inf
r→∞

log |Br|
r2

<∞,

then there are no entire, geodesic minimal graphs over M .
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Proof. The proof is analogous. By the third in (7.72), u : M → I is bounded from
above, hence applying Theorems 7.15 and 7.5 we get h′(v∗) ≤ 0, contradicting the
first in (7.72). �

Proof of Theorem 2.25. It is immediate from Theorems 7.17 and 7.18, respec-
tively for cases (i) and (ii). Note that, in (i), the strict convexity of h and
h−1 ∈ L1(−∞) ∩ L1(∞) imply that sh′(s) ≥ Cs for |s| large enough. �

Remark 7.19. As a direct corollary we deduce Do Carmo-Lawson’s result [75] in
the case H = 0, Theorem 1.3 in the Introduction: there are no geodesic, entire
minimal graphs over horospheres, and the only geodesic, entire minimal graph
over a totally geodesic hypersphere M is M itself. To see the first claim, apply
Theorem 7.18 to the warped product Hm+1 = R×es Rm, and note that h(s) = es

satisfies all the requirements in (7.72). For the second claim, apply Theorem 7.17
to Hm+1 = R×cosh s Hm.

The case of non-constant mean curvature will be investigated in Section 8. We
now focus our attention on MCF solitons, starting with product ambient manifolds.
Our first result is for self-translators, Theorem 2.26 in the Introduction:

Proof of Theorem 2.26. In the product case, h(s) = 1 and thus t = s, λ(t) = 1,
u(x) = t(v(x)) = v(x). By (1.15), a soliton for the field ∂s, that is, a self-translator,
satisfies the equation

div

(
∇u√

1 + |∇u|2

)
=

1√
1 + |∇u|2

on M.

We apply Theorem 7.5 with the choices f(t) ≡ 1, b ≡ 1, χ = 1, µ = 0, p = p̄ = 2:
since the first two in (7.9) correspond to (2.30), we infer from Theorem 7.5 that u
is bounded from above and f(u∗) ≤ 0, contradiction. �

We next examine more closely the case of self-translators in Euclidean space,
in particular the case when the translation vector field Y differs from the vertical
field ∂s.

Theorem 7.20. Let (Rm+1, ( , )) = R × Rm with coordinates (s, x), and let Σ =
{(v(x), x) : x ∈ Rm} be an entire graph. Assume that

lim sup
r(x)→∞

|v(x)|
r(x)

= v̂ <∞ (7.73)

Then, Σ cannot be a self-translator with respect to any vector Y whose angle
ϑ ∈ (0, π/2) with the horizontal hyperplane Rm satisfies

tanϑ > v̂. (7.74)

In particular, if v̂ = 0, Σ cannot be a self-translator with respect to a vector Y
which is not tangent to the horizontal Rm.
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Proof. If we reflect Σ with respect to the horizontal hyperplane, the reflected
graph is a self-translator with respect to the reflection of Y . Therefore, without
loss of generality we can assume that (Y, ∂s) > 0, and that Y has unit norm,
by time rescaling. Moreover, Y 6= ∂s since ϑ < π/2. Therefore, up to a rotation
of coordinates on Rm, Y = cosϑe1 + sinϑ∂t, where e1 is the gradient of the first
coordinate function x1 and sinϑ > 0. In view of (1.11) and (1.12), and since h = 1,
t = s, the soliton equation mH = (Y, ν) satisfied by u(x) = t(v(x)) = v(x) reads

div

(
∇u√

1 + |∇u|2

)
= mH =

1√
1 + |∇u|2

[sinϑ− cosϑ〈∇u, e1〉] ,

Rearranging,

div

(
∇u√

1 + |∇u|2

)
+

〈
∇u√

1 + |∇u|2
,∇(x1 cosϑ)

〉
=

sinϑ√
1 + |∇u|2

,

that we rewrite as

e−x1 cosϑdiv

(
ex1 cosϑ ∇u√

1 + |∇u|2

)
=

sinϑ√
1 + |∇u|2

. (7.75)

The operator in the left-hand side is in divergence form if we consider the weighted
volume measure ex1 cosϑdx, with dx the Euclidean volume. For these weighted
operators, the proof of Theorems 7.15 and 7.5 follow verbatim by replacing the
Euclidean volume with the weighted volume

volx1 cosϑ(Br) =

∫
Br

ex1 cosϑdx.

Explicit computation gives

lim inf
r→∞

log volx1 cos θ(Br)

r
= cosϑ <∞. (7.76)

Suppose by contradiction that (7.74) holds. In particular, u is non-constant. We
apply Theorem 7.15 to (7.75) with the choices

K = sinϑ, σ = 1, χ = 1, µ = 0, d0 = cosϑ, p = p̄ = 2,

to conclude from case (iii) in (7.37) that sinϑ ≤ (cosϑ)û. Since u = v, we even-
tually contradict (7.74). �

Remark 7.21. The requirement ϑ > 0, that is, (Y, ∂s) 6= 0, is essential in the above
theorem because otherwise the slices {s = const} are trivial self-translators. Fur-
thermore, condition (7.74) is sharp: the totally geodesic hyperplane {s = x1 tanϑ}
is a self-translator with respect to ∂1 + (tanϑ)∂s that satisfies tanϑ = v̂.
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Remark 7.22. A result related to Theorem 7.20 appears in [15], where the authors
proved that there exist no nontrivial complete self-translator (i.e. not a hyper-
plane) whose Gauss image lies in a geodesic ball B ⊂ Sm of radius < π/2. Their
assumption implies that Σ is a graph with respect to the plane orthogonal to the
center of B (not necessary the direction of translation), and the graph function v
has bounded gradient2 Our requirements (7.73) and (7.74) seem to be skew with
theirs. However, it might be possible that a suitable gradient estimate guaran-
tees that a self-translator satisfying (7.73) has automatically bounded gradient. If
this is the case, the main result in [15] would imply that the graph Σ of v be a
hyperplane, which would prove Theorem 7.20 in view of Remark 7.21.

Our last application is for entire graphs Σm → Rm+1 which are self-expanders
for the mean curvature flow, that is, they move under MCF along the integral
curves of the position vector field

Y (x̄) = (x̄j − qj)∂j =
1

2
∇̄|x̄− q|2 ∀ x̄ ∈ Rm+1,

for some fixed origin q ∈ Rm+1.

Theorem 7.23. Let Σ = {(v(x), x) : x ∈ Rm} be an entire graph in (Rm+1, ( , )).
If Σ is a self-expander for the MCF and v is bounded, then Σ is a hyperplane.

Proof. Without loss of generality, we can assume that the center q of the homoth-
etic field Y is placed at the origin. We let (s, x) ∈ R×Rm = Rm+1 be coordinates
on Rm+1. If ρ(x) : Rm → R denotes the distance to the origin in Rm, then

Y
(
v(x), x

)
= xj∂j + v∂s =

1

2
∇(ρ2) + v∂s.

In view of (1.11) and (1.12), and since h = 1, t = s, the soliton equation mH =
(Y, ν) satisfied by u(x) = t(v(x)) = v(x) reads

div

(
∇u√

1 + |∇u|2

)
= mH =

1√
1 + |∇u|2

[
u− 〈∇u,∇ρ

2

2
〉
]
.

Rearranging,

div

(
∇u√

1 + |∇u|2

)
+

〈
∇u√

1 + |∇u|2
,∇ρ

2

2

〉
=

u√
1 + |∇u|2

,

that is,

e−ρ
2/2div

(
eρ

2/2 ∇u√
1 + |∇u|2

)
=

u√
1 + |∇u|2

.

2In fact, they also require that H be bounded, but this automatically follows from the self-

translator equation
−→
H = Y ⊥, being Y constant.
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Suppose that v is non-constant. An explicit computation shows that

lim inf
r→∞

log voleρ2/2(Br)

r2
<∞.

Since, by assumption, v is bounded, we can apply Theorem 7.5 (adapted to
weighted volumes) with the choices χ = 1, µ = 0, p = p̄ = 2, f(t) = t to de-
duce f(u∗) ≤ 0, that is, u ≤ 0. Applying the same theorem to −u we infer u ≡ 0,
that is, Σ is a hyperplane containing the origin. �

7.4 Counterexamples

To show the sharpness of Theorem 7.5, we consider a model manifold Mm
g

with radial sectional curvature

Secrad = −κ2
(
1 + r2

)α/2
for r(x) ≥ 1,

for some κ > 0 and α ≥ −2. By Propositions 2.1 and 2.11 in [184], as r(x)→∞

∆r ≥


(m− 1)κrα/2(1 + o(1)) if α > −2;

(m− 1)κ̄

r
(1 + o(1)) if α = −2,

(7.77)

where κ̄ = (1 +
√

1 + 4κ2)/2, and thus

log |Br| ∼

{
2κ(m−1)

2+α r1+α
2 if α > −2;[

(m− 1)κ̄+ 1
]

log r if α = −2,
(7.78)

as r → ∞. If α = −2, letting κ → 0 we deduce the classical expressions for ∆r
and |Br| for the Euclidean space. We shortly write the inequalities in (7.77) as
∆r ≥ ζrα/2, where ζ tends to (m− 1)κ (if α > −2) or to (m− 1)κ̄ (if α = −2) as
r(x)→∞. We are going to find an operator ∆ϕ meeting (2.3) and (7.3) with the
following property: given µ ∈ R, 0 ≤ χ ≤ p − 1 and σ > 0, we will construct an
unbounded, radial solution u ∈ Liploc(Mg), increasing as a function of r, solving

∆ϕu ≥ K(1 + r)−µ
ϕ(|∇u|)
|∇u|χ

(7.79)
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if r is large enough (equivalently, for a high enough upper level set). The solution
is u(x) = r(x)σ whenever one of the following conditions hold:

1) χσ > χ+ 1− µ;

2) χσ = χ+ 1− µ, and α > −2;

3) χσ = χ+ 1− µ, α = −2, σ ∈ (0, 1] and

lim
r→∞

log |Br|
log r

> p− σ(p− 1);

4) χσ < χ+ 1− µ, α > −2, and

lim
r→∞

log |Br|
rχ+1−µ−χσ > 0.

(7.80)

Moreover, the solution is u(x) = r(x)σ/ log r(x) when either

5) χσ < χ+ 1− µ, χ > 0, and

lim
r→∞

log |Br|
rχ+1−µ−χσ =∞, or

6) χσ < χ+ 1− µ, χ = 0, and

lim
r→∞

log |Br|
rχ+1−µ−χσ ∈ (0,∞).

(7.81)

In any of 1), . . . , 6), observe that the bound µ ≤ χ + 1 s not needed. Once we
establish (7.79) on Ωγ for large enough γ > 0, we can choose f ∈ C(R) increasing
and satisfying f ≡ 0 on (0, γ), f = K on (2γ,∞), 0 ≤ f ≤ K on R. By the pasting
Lemma 6.6, ū = max{u, γ} is a Liploc solution of

∆ϕū ≥ (1 + r)−µf(ū)
ϕ(|∇ū|)
|∇ū|χ

on M. (7.82)

(here we used χ ≤ p−1, to guarantee that ϕ(t)/tχ does not diverge as t→ 0+ and
hence that the constant function γ solves (7.82)). The existence of ū under any of
1), . . . , 6) above shows the sharpness of the parameter ranges (7.4) and (7.8), and
of the growth conditions (7.7) for u and (7.9) for |Br|. In particular,

- in (2), all the assumptions are satisfied but the second or third in (7.9), where
the liminf is∞, while in (3), the liminf in the third in (7.9) is finite but bigger
than the threshold p− σ(p− 1) for σ ≤ 1;

- in (4) the requirements in the first of (7.9) are all met, but u+ = O(rσ)
instead of u+ = o(rσ).

- in (5) and (6), u+ = o(rσ) but the requirements in the first of (7.9) barely
fail.
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To show (7.79) first note that, because of (7.78), the volume growth conditions in
3) and 4) are equivalent, respectively, to

(m− 1)κ̄+ 1 > p− σ(p− 1), and
α

2
+ 1 ≥ χ+ 1− µ− χσ. (7.83)

Consider

ϕ(t) =
tp−1

(1 + t)q−1
, p > 1, 1 ≤ q ≤ p, (7.84)

and we search for solutions of the form u(x) = h
(
r(x)

)
, for some increasing 0 <

h ∈ C2(R+). Then,

∆ϕu = ϕ′(h′)h′′ + ϕ(h′)∆r ≥ ϕ′(h′)h′′ + ζϕ(h′)rα/2

=
(h′)p−2

(1 + h′)q

{
[(p− 1) + (p− q)h′]h′′ + ζrα/2h′(1 + h′)

}
.

(7.85)

Set h(t) = tσ, σ > 0. Then,

∆ϕu ≥ C1
r(σ−1)(p−1)−1

(1 + σrσ−1)q
·

×
{ [

(p− 1) + σ(p− q)rσ−1
]

(σ − 1) + ζrα/2+1(1 + σrσ−1)
} (7.86)

for some C1(p, σ) > 0. If σ ≥ 1, getting rid of the first term in brackets and using
the definition of ζ we obtain

∆ϕu ≥ C2
r(σ−1)(p−1)−1+(α/2+1)

(1 + σrσ−1)q−1
(7.87)

On the other hand, if σ ∈ (0, 1] and α > −2, the term in between brackets in
(7.86) is

(p− 1)(σ − 1)(1 + o(1)) + ζrα/2+1(1 + o(1)) ≥ C3ζr
α/2+1, (7.88)

for large enough r, and the last inequality of (7.87) still holds. If σ ∈ (0, 1) and
α = −2, the term is [

(p− 1)(σ − 1) + ζ
]
(1 + o(1)),

while if σ = 1, α = −2, the term is simply 2ζ. If r is large enough, the last
expression is bounded from below by a positive constant whenever limr→∞ ζ >
−(σ − 1)(p − 1), that is, when the first in (7.83) is met (i.e. the volume growth
in 3) of (7.80)). Summarizing, for each σ > 0 (if σ ≤ 1 and α = −2, under the
growth condition in 3) of (7.80)), the function u turns out to solve (7.87) for a
suitable constant C2 > 0. Since

(1 + r)−µ
ϕ(|∇u|)
|∇u|χ

≤ C4
r−µ+(σ−1)(p−1−χ)

(1 + σrσ−1)q−1
,
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(7.79) holds for r large enough provided that

−µ+ (σ − 1)(p− 1− χ) ≤ (σ − 1)(p− 1)− 1 + (α/2 + 1) ,

that is, simplifying, if α2 +1 ≥ χ+1−µ−χσ. The relation is automatically satisfied
both in cases 1), 2) and 3) of (7.80), and in case 4) it is equivalent to the growth
condition. We have thus shown (7.79), as required.

To prove (5) and (6), we use h(t) = tσ/ log t in (7.85) and we consider for
convenience the p-Laplacian (q = 0) to obtain

∆ϕu ≥ C1
r(σ−1)(p−1)−1

logp−1 t

{
(p− 1)(σ − 1)

(
1 + o(1)

)
+ ζr1+α

2

(
1 + o(1)

)}
,

as r →∞, for some constant C1(σ, p) > 0.
In order to meet the volume conditions in (5), (6) and χσ < χ + 1 − µ,

necessarily α > −2 and thus

∆ϕu ≥ C2
r(σ−1)(p−1)+α

2

logp−1 t

(
1 + o(1)

)
as r →∞. On the other hand, by the definition of ∆ϕ on Ωγ we have

(1 + r)−µ
ϕ(|∇u|)
|∇u|χ

≤ C3
r−µ+(σ−1)(p−1)−χ(σ−1)

logp−1 r
logχ r

Combining the last two inequalities, we examine the two cases.

- In case (5), χ > 0 and u solves (7.79) whenever α is big enough to satisfy

(σ − 1)(p− 1) +
α

2
> −µ+ (σ − 1)(p− 1)− χ(σ − 1)

that is,

1 +
α

2
> χ+ 1− µ− χσ > 0, (7.89)

that in view of (7.78) implies

lim
r→∞

log |Br|
rχ+1−µ−χσ =∞,

as required.

- In case (6), because of χ = 0 we infer that u solves (7.79) provided that the
weak inequality

1 +
α

2
≥ χ+ 1− µ− χσ > 0

is satisfied. Choosing α in order to meet the equality sign, we obtain

lim
r→∞

log |Br|
rχ+1−µ−χσ ∈ (0,∞),

as required.
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Remark 7.24. Example 7.84 satisfies (7.3) with p̄ = p− q. The case

3′) χσ = χ+ 1− µ, α = −2, σ > 1 and

lim
r→∞

log |Br|
log r

> p̄− σ(p̄− 1)

is not covered by our counterexamples.
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Chapter 8

Strong maximum principle and
Khas’minskii potentials

The aim of this section is to prove Theorem 2.17 in the Introduction. We
observe that the argument is based on the existence of what we call a “Khas’minskii
potential”, according to the following

Definition 8.1. A Khas’minskii potential at o ∈ M is a function w̄ depending on
the parameters r0, r1, η, K, ε > 0 satisfying the next requirements:

∆ϕw̄ ≤ Kb(x)l(|∇w̄|) on M\Br0
w̄ > 0 on M\Br0 ,

w̄ ≤ η on Br1\Br0 ,

w̄(x)→∞ as r(x)→∞,

|∇w̄| ≤ ε on M\Br0

(8.1)

The strategy to prove Theorem 2.17 is as follows: assuming, by contradiction,
that (SMP∞) does not hold, the Khas’minskii potential w will be compared to a
non-constant, bounded solution u ∈ C1(M) of

∆ϕu ≥ Kb(x)l(|∇u|)

on an appropriate subset of Ωη,ε to reach the conclusion. This approach is very
old and we can trace it back, for instance, to Phrágmen-Lindelöff in the realm
of classical complex analysis. In more recent times, it has been used by Redheffer
[203, 202], and later refined in [181, Sect. 6], [182, Thm. 18] and [6, Ch. 3]. A similar
approach, although with a somehow different point of view, was systematically
used by Serrin [220] and recently by Pucci-Serrin [196, Thm. 8.1.1]. In all of the
quoted results, the Khas’minskii potential (or variants thereof) is either a data
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of the problem or it is constructed “ad-hoc”. These methods seem difficult to be
applied when a nontrivial gradient term l is present. Thus, we provide the existence
of an appropriate potential via the solution of an associated ODE problem, see
Lemma 8.2 below, that will be coupled with a condition on the Ricci tensor to
transplant the function on the original manifold.

8.1 Ricci curvature and (SMP∞)

To investigate the ODE problem mentioned above, we assume the following:

ϕ ∈ C(R+
0 ) ∩ C1(R+), ϕ(0) = 0, ϕ′ > 0 on R+,

f ∈ C(R), f(0) = 0, f > 0 on R+,

l ∈ C(R+
0 ), l > 0 on R+,

β ∈ C(R+
0 ), β > 0 on R+

0 ,

(8.2)

and the next growth conditions:

tϕ′(t)

l(t)
∈ L1(0+),

l(t) ≥ C1
ϕ(t)

tχ
on (0, 1] for some C1 > 0, χ ≥ 0

ϕ(t) ≤ Ctp−1 on [0, 1], for some C > 0, p > 1.

(8.3)

Fix a “volume” function v ∈ C2(R+) such that

v > 0 on R+, v′ ≥ 0 on R+. (8.4)

We are now ready to prove

Lemma 8.2. Assume the validity of (8.2), (8.3), (8.4) and furthermore suppose
that

β(r) ≥ C(1 + r)−µ on R+
0 , for some µ ≤ χ+ 1,

lim sup
r→∞

1

v(r)

∫ r

r0

v(s)

(1 + s)µ
ds <∞,

(8.5)

for some (hence any) r0 > 0, and that either

µ < χ+ 1 and lim inf
t→∞

log
∫ t
r0
v

tχ+1−µ <∞ (= 0 if χ = 0), or

µ = χ+ 1 and lim inf
t→∞

log
∫ t
t0
v

log t
<∞ (≤ p if χ = 0).

(8.6)
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Then, for each 0 < r0 < r1, η > 0 and ε > 0 there exists a function w ∈ C1([r0,∞))
satisfying: 

[
vϕ(w′)

]′ ≤ vβf(w)l(|w′|) on [r0,∞)

w > 0, w′ > 0 on [r0,∞),

w ≤ η on [r0, r1],

w(t)→∞ as t→∞,

|w′| ≤ ε on [r0,∞).

Proof. Clearly, it is enough to prove the result for β(r) = C(1 + r)−µ and for η
and ε small enough. First of all, we modify f, l, ϕ and choose a suitable η. These
adjustments will be essential to prove the L∞-gradient bound for w. Fix ξ ∈ (0, 1]
and choose l̄(t) satisfying

l̄ ∈ C(R+
0 ), l̄ > 0 on R+, l̄ ≤ 2‖l‖L∞([0,ξ]) on R+,

l̄(t) = l(t) if t ∈ [0, ξ), l̄(t)tχ ≥ C̄2 on [ξ,∞),
(8.7)

for some constant C̄2 (here, we use χ ≥ 0). Regarding ϕ, we choose ϕ̄ ∈ C1(R+
0 )

such that

ϕ̄′ > 0 on R+, ϕ̄ = ϕ on (0, ξ), ϕ̄ ≤ C̄1t
χ l̄(t) on [ξ,∞)

note that this is possible if C̄1 is sufficiently large, by the last of (8.7). By con-
struction, since ϕ(0) = 0,

ϕ̄(t) ≤ Ctp−1 on [0, 1], ϕ̄(t) ≤ C3t
χ on [ξ,∞), l̄(t) ≥ C4

ϕ̄(t)

tχ
on R+, (8.8)

for some constants C3, C4 > 0. For η > 0 and ξ > 0, we introduce the notation

β0 = min[r0,r1] β, β1 = max[r0,r1] β;

v0 = min[r0,r1] v, v1 = max[r0,r1] v;

f2η = max[0,2η] f, lξ = max[0,ξ] l̄.

Given σ ∈ (0, ξ) to be specified later, we choose ησ ∈ [0, σ) small enough in order
to satisfy

v1

v0

[
(r1 − r0)β1f2ησ lξ + ϕ̄

(
ησ

r1 − r0

)]
< ϕ̄(σ). (8.9)

This is possible because ϕ̄(0) = 0 and f2ησ → 0 as ησ → 0 (since f(0) = 0). We
next choose fσ ∈ C(R+

0 ) satisfying

0 ≤ fσ(t) ≤ min
{
f(t), 1

}
, fσ(t) = 0 if t ≤ ησ,

fσ > 0 if t > ησ, fσ(ησ + t) ≤ K ′(t) for t ∈ [0, ξ],
(8.10)
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where K(t) is the function defined in (2.7). The last condition can be satisfied
because of the positivity of ϕ′ and l on R+, hence of K ′. We consider the Dirichlet
problem 

(
[vϕ̄(w′σ)

)
]′ = σvβfσ(wσ)l̄(|w′σ|) on [r0, r1],

wσ(r0) = ησ, wσ(r1) = 2ησ,

ησ ≤ wσ ≤ 2ησ, w′σ > 0 on [r0, r1],

(8.11)

We claim that a solution wσ ∈ C1([r0, r1]) exists if σ > 0 is small enough. Indeed,
one can apply Theorem 5.1 with the following choices:

t = r − r0, T = r1 − r0, ℘(t) = v(t+ r0),

w(t) = wσ(r0 + t)− ησ, a(t) = β(r0 + t)

and f(t), ϕ(t), l(t) in Theorem 5.1 replaced, respectively, by σfσ(ησ + t), ϕ̄(t) and
l̄(t) (note that f(0) = 0). It is easy to see that (8.9) implies (5.7) for each σ ∈ (0, ξ],
hence Theorem 5.1 can be applied to guarantee the existence of a solution wσ of
(8.11) together with the bound |w′σ| ≤ σ. We are left to prove that w′σ > 0 on
[r0, r1], provided that σ is small enough. Because of Lemma 5.2, it is enough to
show w′σ(r0) > 0 and to this aim we follow the argument in Proposition 5.7, see
also Remark 5.8. Indeed, suppose by contradiction that w′σ(r0) = 0. By Lemma
5.2, there exists r̄σ ∈ [r0, r1) such that wσ = ησ for r ≤ r̄σ, w′σ(r̄σ) = 0 and w′σ > 0
on (r̄σ, r1]. Expanding (8.11) and using v′ ≥ 0 we deduce

w′σϕ̄
′(w′σ)

l̄(w′σ)
w′′σ ≤ σβ1fσ(wσ)w′σ,

and integrating on (r̄σ, r) we get

K̄(w′σ) ≤ σβ1Fσ(wσ), (8.12)

where

K̄(t) =

∫ t

0

sϕ̄′(s)

l̄(s)
ds, Fσ(t) =

∫ t

ησ

fσ(s)ds.

Because of (8.10), for t ∈ [0, ξ + ησ]

Fσ(t) ≤
∫ t

ησ

K ′(s− ησ)ds = K(t− ησ) ≡ K̄(t− ησ),

where in the last inequality we have used ϕ̄ = ϕ and l̄ = l on [0, ξ]. Choosing
σ ≤ β−1

1 from (8.12) we deduce the inequality K̄(w′σ) ≤ K̄(wσ−ησ), and therefore
w′σ ≤ wσ − ησ. By Gronwall’s inequality and w′σ(r̄σ) = 0 we obtain wσ ≡ ησ on
[r̄σ, r1], contradicting wσ(r1) = 2ησ.
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We now let [r0, R), R > r1 be the maximal interval where wσ is defined. Integrating
(8.11), and using |w′σ| ≤ σ on [r0, r1] and ‖fσ‖∞ ≤ 1, for r ∈ [r0, R) we get

ϕ̄
(
w′σ(r)

)
=

1

v(r)

[
ϕ̄
(
w′σ(r0)

)
v(r0) + σ

∫ r

r0

v(s)β(s)fσ(wσ)l̄(w′σ)ds

]

≤ 1

v(r)

[
ϕ̄(σ)v(r0) + σ‖fσ‖∞‖l̄‖∞

∫ r

r0

v(s)β(s)ds

]
(8.13)

≤ C(ϕ̄(σ) + σ),

where C > 0 is a constant depending on r0 but independent of R, σ, and where
the last inequality follows from v′ ≥ 0, the second in (8.5) and β(r) = (1 + r)−µ.
In particular, if σ is small enough then wσ has bounded gradient. Since wσ is also
increasing, necessarily R =∞, otherwise one could extend the solution beyond R.
Up to a further reduction of σ, by (8.13) we can guarantee |w′σ| ≤ ε on [r0,∞), ε
being the parameter in the statement of the Lemma that we can assume to belong
to (0, ξ). On the other hand, from the first line in (8.13) and the positivity of w′σ
on [r0, r1] we deduce w′σ > 0 on all of [r0,∞). It is clear that, for each σ < ξ, by
construction wσ solves[

vϕ(w′σ)
]′

=
[
vϕ̄(w′σ)

]′
= σvβfσ(wσ)l̄(w′σ) ≤ vβf(wσ)l(w′σ),

as required. We are left to prove that wσ(r)→∞ as r →∞. Suppose, by contra-
diction, that w∗σ = sup[r0,∞) wσ < ∞, and consider the model manifold Mg with
metric

ds2
g = dr2 + g(r)2dθ2

and warping function g ∈ C2(R+
0 ) satisfying

g > 0 on R+, g(r) =

{
r for r ∈ (0, r0/2)

v(r)
1

m−1 for r ≥ r0.

By construction, the radial function wσ(r) on Mg is a solution of

∆ϕ̄wσ = σβ(r)fσ(wσ)l̄(|∇wσ|) on Mg\Br0 ,

and from w′σ > 0 we get w∗σ > ησ. Consider the Lipschitz extension of wσ obtained
by setting wσ = ησ on Br0 . An analogous reasoning as in Lemma 6.6 shows that
fσ(ησ) = 0 and w′σ > 0 guarantee that the extended function solves ∆ϕ̄wσ ≥
σβ(r)fσ(wσ)l̄(|∇wσ|) on Mg. Combining properties (8.5) (for b) and (8.8) (for
ϕ̄, l̄) with the volume growth conditions (8.6), and fixing any p̄ > χ + 1, we
are in the position to apply case (i) of Theorem 7.5 to deduce that necessarily
fσ(w∗σ) ≤ 0, hence wσ ≤ ησ because of (8.10). This contradicts the previously
established inequality w∗σ > ησ, and concludes the proof. �



148 Chapter 8. Strong maximum principle and Khas’minskii potentials

Remark 8.3. We stress that no growth condition on ϕ at infinity is required.
Indeed, we applied the weak maximum principle (Theorem 7.5) to the modification
ϕ̄, but a-posteriori just the value of ϕ for sufficiently small t is needed to produce
the solution.

Remark 8.4. The simultaneous validity of the second in (8.5) and of (8.6) requires
a delicate balancing between µ and v(r), since (8.5) is easier to satisfy for µ
large while (8.6) forces an upper bound on µ. For various examples of v(r) with
geometric interest, in particular for those appearing in the next theorem, there is
a non-empty interval of µ for which both the conditions are met.

We are now ready to prove Theorem 2.17. We report here the statement to
facilitate the reading.

Theorem 8.5. Let Mm be a complete Riemannian manifold of dimension m ≥ 2
such that, for some origin o ∈M , the distance function r(x) from o satisfies

Ric(∇r,∇r) ≥ −(m− 1)κ2
(
1 + r2

)α/2
on Do, (8.14)

for some κ ≥ 0 and α ≥ −2. Let l, ϕ satisfy (8.2) and (8.3), for some χ ≥ 0 and
p > 1. Consider b ∈ C(M) such that

b(x) ≥ C
(
1 + r(x)

)−µ
on M,

for some constants C > 0, µ ∈ R. Assume

µ ≤ χ− α

2
and either

{
α ≥ −2 and χ > 0, or

α = −2, χ = 0 and κ̄ ≤ p−1
m−1 ,

(8.15)

with κ̄ = 1
2

(
1 +
√

1 + 4κ2
)
. Then, the operator (bl)−1∆ϕ satisfies (SMP∞).

Proof. Suppose, by contradiction, that there exists a non-constant u ∈ C1(M)
with u∗ = supM u <∞, and η, ε > 0 such that

∆ϕu ≥ 2Kb(x)l(|∇u|) on Ωη,ε =
{
x : u(x) > η, |∇u(x)| < 2ε

}
,

for some constant K > 0. In particular, ∆ϕu ≥ 0 in Ωη,ε, and thus, since points
realizing u∗ belong to Ωη,ε, applying the finite maximum principle, Theorem 6.8,
to u∗ − u with f ≡ 0 we deduce that u∗ is never attained. Consequently, since
u ∈ C1(M) we infer that Ωη,ε is unbounded. In what follows, balls are always
considered to be centred at o. Fix r0 > 0 and choose γ ∈ (0, η/2) in such a way
that

u(x) < u∗ − 4γ for each x ∈ Br0 .

Next, we choose x̄ ∈ Ωη,ε such that u(x̄) > u∗ − γ, and a large ball Br1 b M
containing Br0 ∪ {x̄}. By (8.14) and [184, Prop. 2.1],

∆r ≤ (m− 1)
g′(r)

g(r)
weakly on M , (8.16)
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for some g(r) ∈ C2(R+
0 ) increasing and satisfying (3.14), that is,

g(r) �



exp

{
2κ

2 + α
(1 + r)

1+
α

2

}
if α ≥ 0

r
−
α

4 exp

{
2κ

2 + α
r

1+
α

2

}
if α ∈ (−2, 0)

rκ̄, κ̄ =
1 +
√

1 + 4κ2

2
if α = −2

(8.17)

for r ∈ [1,∞). Define vg(r) = ωm−1g(r)m−1, and note that

log

∫ r

r0

vg ∼


2κ(m− 1)

2 + α
r

1+
α

2 if α > −2,[
(m− 1)κ̄+ 1

]
log r if α = −2

(8.18)

as r →∞. For each α ≥ −2, set

β(r) = C(1 + r)−µ̄, with µ̄ = χ− α

2
.

Because of (8.15), µ ≤ µ̄ and therefore

b(x) ≥ β
(
r(x)

)
(8.19)

Furthermore, by (8.17) and the fact that µ̄ ≥ −α/2, we get

lim sup
r→∞

1

vg(r)

∫ r

r0

vg(s)

(1 + s)µ̄
ds <∞ (8.20)

while, in view of (8.18) we obtain

if α > −2, then µ̄ < χ+ 1 and lim
r→∞

log
∫ r
r0
v

rχ+1−µ̄ <∞;

if α = −2, then µ̄ = χ+ 1 and lim
r→∞

log
∫ r
r0
v

log r
<∞ (≤ p if χ = 0).

We are in the position to apply Lemma 8.2: for η = γε ≤ γ small enough, there
exists w ∈ C1([r0,∞)) satisfying:

[
vgϕ(w′)

]′ ≤ vgKβl(|w′|) on [r0,∞)

w > 0, w′ > 0 on [r0,∞),

w ≤ γε on [r0, r1],

w(r)→∞ as r →∞,

|w′| ≤ ε on [r0,∞)
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We define the radial function w̄(x) = w(r(x)), and we note that, because of (8.16),
w′ > 0 and (8.19), w̄ solves

∆ϕw̄ ≤ Kβ(r)l(w′(r)) ≤ Kb(x)l(w′(r)) on M\Br0
w̄ > 0 on M\Br0 ,

w̄ ≤ γε on Br1\Br0 ,

w̄(x)→∞ as r(x)→∞,

|∇w̄| ≤ ε on M\Br0

Let Γ be the set of maxima of u − w̄, which is non-empty and compact since w̄
has compact sublevel sets. For each x ∈ Γ

u(x)− w̄(x) ≥ u(x̄)− w̄(x̄) > u∗ − γ − γε ≥ u∗ − 2γ

> max
Br0

u ≥ max
Br0

(u− w̄),
(8.21)

hence Γ ⊂M\Br0 . From the first line in (8.21), we get

u(x) ≥ u∗ − 2γ + w̄(x) ≥ u∗ − 2γ > u∗ − η,

and thus Γ ⊂
(
M\Br0

)
∩ {u > u∗ − η}. Furthermore, for each x ∈ Γ\cut(o) it

holds

|∇u(x)| = |∇w̄(x)| = w′
(
r(x)

)
≤ ε.

We claim that the same relation holds even for x ∈ Γ∩cut(o). Let σ : [0, r(x)]→M
be a unit speed minimizing geodesic from o to x, and for 0 < τ << 1 define
rτ (·) = τ + dist(., σ(τ)). Then, rτ ≥ r, with equality at x, and furthermore rτ is
smooth around x. Setting w̄τ (x) = w(rτ (x)), w′ > 0 implies that w̄τ ≥ w̄, with
equality at x. Hence x is a maximum for u− w̄τ , which gives

|∇u(x)| = |∇wτ (x)| = w′
(
rτ (x)

)
= w′

(
r(x)

)
≤ ε.

We have therefore shown that Γ b Ωη,ε. Equality |∇u| = w′(r), combined with
w ∈ C1 and w′ > 0 on [r0,∞), guarantees the existence of δ > 0 such that
δ ≤ |∇u| ≤ ε on Γ. Using the continuity and positivity of l, we can fix a small
open neighbourhood V b Ωη,ε of Γ of the form {u − w̄ > c}, c close enough to
max{u− w̄}, such that l(|∇u|) ≥ 2−1l(w′(r)) on V . Consequently,{

∆ϕu ≥ 2Kb(x)l(|∇u|) ≥ Kb(x)l
(
w′(r(x)

)
≥ ∆ϕw̄ = ∆ϕ(w̄ + c) on V

u = w̄ + c on ∂V.

By comparison, u ≤ w̄ + c on V , contradicting the very definition of V . �
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Remark 8.6. Unfortunately, Lemma 8.2 cannot be applied as above to prove The-
orem 8.5 also in the range α > −2 and χ = 0. We recall that, for the p-Laplace
operator, this corresponds to gradient terms with borderline growth l(t) � tp−1

for t ∈ (0, 1). In fact, for (8.20) to hold it is necessary that µ̄ ≥ −α/2, but on the
other hand, because of (8.18),

if µ̄ < χ+ 1 = 1 then lim inf
r→∞

log
∫ r
r0
v

rχ+1−µ̄ = 0 iff µ̄ < χ− α

2
= −α

2

if µ̄ = χ+ 1 = 1 then lim inf
r→∞

log
∫ r
r0
v

log r
≤ p does not hold for any α > −2.

Therefore, no choice of µ̄ is admissible for Lemma 8.2.

To better appreciate Theorem 8.5, we express it for the mean curvature
operator, both in Euclidean space Rm and in the hyperbolic space Hm.

Corollary 8.7. Let l ∈ C(R+
0 ) satisfy

l(t) ≥ C1
t1−χ√
1 + t2

on [0, 1],

for some χ ∈ [0, 1]. Then, (SMP∞) holds for the operator

(
1 + r(x)

)µ
l
(
|∇u|

)−1
div

(
∇u√

1 + |∇u|2

)
,

(i) in Rm, provided that µ ≤ χ+ 1 and either χ > 0 or χ = 0 and m = 2;

(ii) in Hm, provided that µ ≤ χ and χ > 0.

Proof. Let ϕ(t) = t/
√

1 + t2, and choose p = 2 in (8.3). To recover the Euclidean
space set κ = 0, α = −2, while for the hyperbolic space set κ = 1, α = 0. The rest
of the proof is a direct application of Theorem 8.5. �

As a further application of Theorem 8.5, in the next corollary we obtain a
Liouville theorem for bounded solutions of

∆pu ≥ b(x)f(u)|∇u|q − b̄(x)f̄(u)|∇u|q̄. (8.22)

Corollary 8.8. Let (M, 〈 , 〉) be a m−dimensional complete manifold satisfying

Ric(∇r,∇r) ≥ −(m− 1)κ2
(
1 + r2

)α/2
on Do,

for some κ ≥ 0, α ≥ −2. Consider b ∈ C(M) such that

b(x) ≥ C1

(
1 + r(x)

)−µ
on M,
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for some C1 > 0. Let f, f̄ ∈ C(R), b̄ ∈ C(M) and C > 0 be such that

b̄ ≤ Cb on M, f̄ ≤ Cf on R. (8.23)

Fix
p ∈ (1,∞), q ∈ [0, p− 1), q̄ > q

and consider a bounded above solution u ∈ C1(M) of

∆pu ≥ b(x)f(u)|∇u|q − b̄(x)f̄(u)|∇u|q̄. (8.24)

If
µ ≤ p− 1− q − α

2

and u is non-constant, then f(u∗) ≤ 0. In particular, if u ∈ C1(M) ∩ L∞(M)
solves (8.22) with the equality sign, and

C−1f ≤ f̄ ≤ Cf on R, (8.25)

then, u must be constant in each of the following cases:

(i) f < 0 on (−∞, t0) and f > 0 on (t0,∞);

(ii) f has no zeroes.

Remark 8.9. If q = 0, under (i) above the only constant solution of (8.22) with
the equality sign is u ≡ t0, while, under (ii), (8.22) with the equality sign does
not admit any constant solution.

Proof. Suppose by contradiction that f(u∗) = 4K > 0, and pick η < u∗ such that
f(t) > 2K if t > η. Because of (8.24) and (8.23), on

Ωη,ε =
{
x ∈M : u(x) > η, |∇u(x)| < ε

}
we have

∆pu ≥ b(x)f(u)|∇u|q
(

1− C2|∇u|q̄−q
)
≥ 2Kb(x)|∇u|q

(
1− C2εq̄−q

)
,

and since q̄ > q we can choose ε > 0 small enough that

∆pu ≥ Kb(x)|∇u|q on Ωη,ε. (8.26)

Set χ = p − 1 − q ∈ (0, p − 1]. Then, in our assumptions, we can apply Theorem
8.5 to deduce that (bl)−1∆p satisfies (SMP∞). Consequently, from (8.26) we get
K ≤ 0, contradiction.
Suppose now, by contradiction, that u ∈ C1(M) ∩ L∞(M) is a non-constant
solution of (8.22) with the equality sign. By the first part of the proof we get
f(u∗) ≤ 0. Next, observe that ū = −u solves

∆pū = b(x)f1(ū)|∇ū|q − b̄(x)f̄1(ū)|∇ū|q̄,
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with f1(t) = −f(−t) and f̄1(t) = −f̄(−t). In view of (8.25), applying again the
first part we obtain f1(ū∗) ≤ 0, that is, f(u∗) ≥ 0 with u∗ = infM u. From
f(u∗) ≤ 0 ≤ f(u∗) and using (i) or (ii), we deduce that u is necessarily constant,
contradiction. �

Remark 8.10. Theorem 8.5 could be improved to include slowly growing solutions
of (P≥) as in (ii) of Theorem 7.5, provided that one is able to estimate from
below the order of growth of a family of Khas’minskii potentials (8.1) in a way
independent of the origin o and of η, r0, r1, ε. If this holds, repeating the proof
verbatim one shows that any solution u of (P≥) on M , or on some upper level set,
is bounded from above and satifies f(u∗) ≤ 0 whenever

u+(x) = o
(
w̄(x)

)
as r(x)→∞,

with w̄ being any of such Khas’minskii potentials. Growth estimates are achieved
provided that one can explicitly exhibit w̄, and this is the case when l(0) > 0.
Indeed, when l(0) > 0 the first two of (8.3) are automatically satisfied, and to
produce solutions of (8.1) we can consider radial solutions of(

vgϕ(w′)
)′

= σvgβ on [r0,∞),

for small enough σ > 0. Explicit integration with w(r0) = w′(r0) = 0 gives

w(r) =

∫ r

r0

ϕ−1

(
σ

vg(t)

∫ t

r0

vg(s)β(s)ds

)
dt.

This approach has been developed in Section 6 of [181] and in [182, Thm. 18], the
latter dealing with inequality

∆u ≥ (1 + r)−µf(u)l(|∇u|)

on complete manifolds satisfying Ric ≥ −(m − 1)κ2〈 , 〉, for some κ > 0, for
increasing f and for µ ∈ [0, 1]. The conclusion f(u(x)) ≤ 0 on M is shown to hold
provided that, as r(x)→∞,

u(x) =

{
o
(
r(x)1−µ) if µ ∈ [0, 1),

o
(

log r(x)
)

if µ = 1.

Inspection shows that the case µ < 1 well fits with (ii) of Theorem 7.5 (apply
the theorem with ϕ(t) = t, σ = 1− µ, χ = 1 and use Bishop-Gromov comparison
to check the first of (7.9)). Case µ = 1, on the other hand, has no analogue in
Theorem 7.5.
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8.2 Bernstein theorems for prescribed mean curvature
graphs

We now apply (SMP∞) to entire graphs with prescribed mean curvature
in a warped product ambient manifold M̄ = R ×h M . We recall that the mean
curvature of the totally umbilic slice {s = s0} of M̄ in the upward direction ∂s is

H∂s

(
{s = s0}

)
= −h

′(s0)

h(s0)
.

The next theorem gives an a priori estimate for entire graphs with prescribed mean
curvature, and in particular it characterizes all constant mean curvature entire
graphs. For simplicity, we state the result for warped products with h(s) = cosh s,
a class including the fibration Hm+1 = R×cosh s Hm by hyperspheres {s = s0} of
constant mean curvature H = − tanh s0 ∈ (−1, 1).

Theorem 8.11. Let M̄ = R×cosh sM , for some complete manifold (Mm, 〈 , 〉) whose
Ricci tensor satisfies

Ric(∇r,∇r) ≥ −(m− 1)κ2(1 + r)2 on Do,

for some constant κ > 0. Fix a constant H0 ∈ (−1, 1), and consider an entire
geodesic graph of v : M → R with prescribed mean curvature H(x) ≥ −H0 in the
upward direction. Then, v is bounded from above and satisfies

v∗ ≤ arctanh(H0).

In particular,

(i) there is no entire graph with prescribed mean curvature satisfying |H(x)| ≥ 1
on M ;

(ii) the only entire graph with constant mean curvature H0 ∈ (−1, 1) in the
upward direction is the totally umbilic slice {s = arctanh(H0)}.

Proof. Define t, λ(t) and u(x) as in (1.10)-(1.12) in Chapter 1, with the choice
h(s) = cosh s:

t(s) =

∫ s

0

dσ

coshσ
= 2 arctan(es)− π

2
, λ(t) = h(s(t)), u(x) = t(v(x)).

Note that u : M →
(
−π2 ,

π
2

)
. Since λ(u) = cosh v and λt(u)/λ(u) = sinh v, by

(1.12) u satisfies

div

(
∇u√

1 + |∇u|2

)
= m cosh v

[
H(x) + tanh v

1√
1 + |∇u|2

]

≥ m cosh v

[
−H0 + tanh v

1√
1 + |∇u|2

]
.
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Suppose, by contradiction, that the following upper level set of v (hence, of u) is
non-empty for some η > 0:

Ωη = {tanh v > H0 + η}.

Then,

div

(
∇u√

1 + |∇u|2

)
≥ m cosh v√

1 + |∇u|2
[
η −H0(

√
1 + |∇u|2 − 1)

]
on Ωη.

If H0 < 0, from cosh v ≥ 1 we deduce

div

(
∇u√

1 + |∇u|2

)
≥ mη√

1 + |∇u|2
on Ωη. (8.27)

On the other hand, if H0 > 0, for ε > 0 we consider the set Ωη,ε = Ωη∩{|∇u| < ε}.
Note that Ωη,ε is non-empty by Ekeland’s quasi-maximum principle, since M is
complete. If ε is sufficiently small, the term in square brackets is less than η/2,
and since cosh v ≥ 1 we deduce

div

(
∇u√

1 + |∇u|2

)
≥ mη

2
√

1 + |∇u|2
on Ωη,ε. (8.28)

We now apply Theorem 8.5 with the choices α = 2, µ = 0, χ = 1 to deduce the
validity of (SMP∞) for the operator l−1∆ϕ, with

ϕ =
t√

1 + t2
, l(t) =

1√
1 + t2

.

Since u is bounded from above, applying (SMP∞) to (8.28) (for H0 > 0) or to
(8.27) (for H0 < 0) we reach the desired contradiction.

To prove (i), suppose that |H(x)| ≥ 1 on M . Since cosh s is even, the graph
of −v has curvature −H(x) in the upward direction. Thus, up to replacing v with
−v we can suppose that H(x) ≥ 1. Applying the first part of the theorem to
any H0 > −1 we obtain v∗ ≤ arctanh(H0), and the non-existence of v follows by
letting H0 → −1.

To prove (ii), let H(x) = −H0 ∈ (−1, 1) be the mean curvature of the graph
of v in the upward direction. Then, Theorem 8.11 gives tanh v∗ ≤ H0. On the other
hand, the graph of −v has mean curvature H(x) = H0 in the upward direction, and
applying again Theorem 8.11 we deduce tanh[(−v)∗] ≤ −H0, that is, tanh v∗ ≥ H0.
Combining the two estimates gives v ≡ arctanh(H0), as required. �

Remark 8.12. If H0 < 0, to conclude from (8.27) it is sufficient to require the
validity of (WMP∞).



156 Chapter 8. Strong maximum principle and Khas’minskii potentials

Remark 8.13. Observe that (ii) generalizes item (ii) in Do Carmo-Lawson Theo-
rem 1.3: it is sufficient to apply Theorem 8.11 to Hm+1 with the warped product
structure R×cosh r Hm.

Remark 8.14. The above result can be generalized, with the same proof, to warped
products R×hM for h satisfying

h even,

h−1 ∈ L1(−∞) ∩ L1(∞),

(h′/h)′ > 0 on R.

We leave the statement to the interested reader.



Chapter 9

The compact support principle

Consider the problem ∆ϕu ≥ b(x)f(u)l(|∇u|) on Ω end of M .

u ≥ 0, lim
x∈Ω, x→∞

u(x) = 0.
(9.1)

We recall that an end Ω ⊂M is a connected component with non-compact closure
of M\K, for some compact set K. In this section, we investigate the necessity and
sufficiency of condition

1

K−1 ◦ F
∈ L1(0+) (KO0)

for the validity of the compact support principle (CSP), that is, the statement
that each u solving (9.1) has compact support. We assume the following:

ϕ ∈ C(R+
0 ) ∩ C1(R+), ϕ(0) = 0, ϕ′ > 0 on R+,

f ∈ C(R), f ≥ 0 in (0, η0), for some η0 ∈ (0,∞),

l ∈ C(R+
0 ), l > 0 on R+,

(9.2)

and moreover
tϕ′(t)

l(t)
∈ L1(0+). (9.3)

Having defined F,K as in (2.8) and (2.7), that is,

K(t) =

∫ t

0

sϕ′(s)

l(s)
ds, F (t) =

∫ t

0

f(s)ds, (9.4)

set K∞ = limt→∞K(t) ∈ (0,∞]; since ϕ′ > 0, the inverse K−1 : [0,K∞) → R+

exists, and (KO0) is meaningful. In most of the results, we also require{
f is C-increasing on [0, η0),

l is C-increasing on [0, ξ), for some ξ > 0.
(9.5)
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We underline that condition f(0)l(0) = 0 does not appear in (9.2). In fact, some
of the next results do not need it. As usual, having fixed a relatively compact,
smooth open set O ⊂M we denote with r(x) = dist(x,O).

9.1 Necessity of (KO0) for the compact support princi-
ple

Suppose the failure, (¬KO0), of the Keller-Osserman condition. Because of
Theorem 6.8, under assumptions (9.2), (9.3) and f(0)l(0) = 0 each C1 solution
of (9.1) with the equality sign must satisfy (FMP), and consequently it cannot be
compactly supported. However, finding solutions with the equality sign for (9.1),
and especially proving their C1-regularity, seems to be tricky in the generality
of (9.2) and (9.3). For this reason, we follow a different path producing, on each
complete manifold, radial solutions of inequality (9.1) which are positive on Ω =
M\Br0(O). The C1-regularity will be therefore a consequence of the assumption
that the radial function be smooth, that is, that the origin O be a pole of M .

The key step is provided by the following theorem that considers the exterior
Dirichlet problem. Fix r0 > 0 and functions v, β satisfying

v ∈ C1
(
[r0,∞)

)
, v > 0, v′ ≥ 0 on [r0,∞);

β ∈ C
(
[r0,∞)

)
, β > 0 on [r0,∞).

(9.6)

For η, ξ > 0, define fη, lξ as in (5.6), that is,

fη = max
[0,η]

f, lξ = max
[0,ξ]

l.

We are ready to state

Theorem 9.1. Let ϕ, f, l satisfy (9.2) and
f is non-decreasing on (0, η0),

l ∈ Liploc(R+),

f(0)l(0) = 0.

Fix r0 > 0 and let v, β be as in (9.6). Then, for each R > 0, ξ ∈ (0, 1) and
η ∈ (0, η0) (with η0 as in (5.2)) satisfying

v(r0 +R)

v(r0)
ϕ
( η
R

)
+ fηlξ

[
sup

[r0,r0+R)

1

v(r)

∫ r

r0

v(s)β(s)ds

]
< ϕ(ξ), (9.7)

there exists a solution z ∈ C1([r0,∞)) of{ [
vϕ(z′)

]′
= βvf(z)l(|z′|) on [r0,∞)

z(r0) = η, −ξ < z′ ≤ 0 on [r0,∞).
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Furthermore, if

ϕ−1

(
c

v(r)

)
∈ L1(∞), for some constant c > 0, (9.8)

there exists η1 = η1(v, c, ϕ) such that, for each η ∈ (0,min{η0, η1}) satisfying (9.7),
z(r)→ 0 as r →∞.

Remark 9.2. Condition (9.8), to be meaningful, needs to be considered on an
interval of integration of the type [rc,∞) where the integrand is well defined,
that is, because of the monotonicity of v, for c < v(rc)ϕ(∞). The existence of
such rc is implicit since the validity of (9.8) and the monotonicity of v force
limr→∞ v(r) =∞.

Proof. Set

h = max
{

1, 2
η

R

}
.

We define ϕ̄, l̄ on R+
0 as follows:

ϕ̄(t) = ϕ(t) on [0, h], ϕ̄(t) = ϕ(h) + (t− h) on (h,∞);

l̄ ∈ C(R+
0 ), l̄ = l on [0, ξ], 0 < l̄ ≤ lξ on R+,

and we extend ϕ̄ to an odd function on the entire R. For each j ∈ N, j ≥ 1 set
also

℘j(t) = v(r0 + jR− t), aj(t) = β(r0 + jR− t),
and let wj be a solution of the Dirichlet problem

[
℘jϕ̄(wt)

]
t

= aj℘jf(w)l̄(|wt|) on [0, jR],

w(0) = 0, w(jR) = η,

0 ≤ w ≤ η, wt ≥ 0 on [0, jR],

(9.9)

where the subscript t denotes differentiation in the t variable. We stress that wj
exists for each j. Indeed, we shall apply Theorem 5.1 with the parameter ξ replaced
by some suitably chosen ξ̄. Note that (5.7) is satisfied up to choosing ξ̄ sufficiently
large, because ϕ̄(∞) = ∞ and l̄ξ̄ ≤ lξ. Observe that ξ̄ might depend on j, but
this does not affect the rest of the proof. From ℘′ ≤ 0, again by Theorem 5.1 we
deduce

0 ≤ (wj)t ≤ ϕ̄−1

(
℘(0)

℘(jR)
ϕ̄

(
η

jR

)
+fηlξ

[
sup

[0,jR]

1

℘j(t)

∫ t

0

℘j(s)aj(s)ds

])
. (9.10)

Set zj(r) = wj(r0 + jR− r), and note that zj solves
[
vϕ̄(z′j)

]′
= βvf(zj)l̄(|z′j |) on (r0, r0 + jR),

zj(r0) = η, zj(r0 + jR) = 0

0 ≤ zj ≤ η, z′j ≤ 0 on [r0, r0 + jR].

(9.11)
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Next, we estimate the derivative z′j uniformly in j. First, observe that integrating
on [t1, t2] the inequality [vϕ̄(z′)]′ ≥ 0 that follows from (9.11) and (5.2), we deduce

v(t2)
[
ϕ̄
(
z′(t2)

)
− ϕ̄

(
z′(t1)

)]
≥
[
v(t1)− v(t2)

]
ϕ̄
(
z′(t1)

)
≥ 0.

Using ϕ̄(z′) ≤ 0 and v′ ≥ 0 we conclude that ϕ̄(z′), hence z′, is increasing. In
particular, since z′j ≤ 0, we have |z′j | ≤ |z′j(r0)|.

Claim: {zj} in a non-decreasing sequence,
We show that zj ≤ zj+1 on [r0, r0+jR]. Applying Lemma 5.2 to wj and rephrasing
for zj , there exists rj ∈ (r0, r0 + jR] such that zj > 0, z′j < 0 on [r0, rj) while
zj = 0 on [rj , r0 + jR). On (r0, rj) it holds

[
vϕ̄(z′j)

]′
= βvf(zj)l̄(|z′j |) on (r0, rj),[

vϕ̄(z′j+1)
]′

= βvf(zj+1)l̄(|z′j+1|) on (r0, rj),

zj(r0) = zj+1(r0) = η, zj(rj) = 0 ≤ zj+1(rj).

The inequality zj ≤ zj+1 on [r0, rj ], hence on [r0, r0 + jR], is then a consequence
of the comparison result in Proposition 6.2 applied to the model manifold Mg =
[r0,∞)× Sm−1 with the radially symmetric C1-metric

dr2 + g(r)2dθ2 with g(r) =

(
v(r)

ωm−1

) 1
m−1

,

recall also Remark 6.4.

The convexity and monotonicity of zj , together with the above claim, imply the
uniform estimate |z′j | ≤ |z′1(r0)|. Changing variables in (9.10) and exploiting (9.7),
we deduce

|z′j | ≤ |z′1(r0)|

≤ ϕ̄−1

(
v(r0 +R)

v(r0)
ϕ̄
( η
R

)
+ fηlξ

[
sup

[r0,r0+R]

1

v(r)

∫ r

r0

v(s)β(s)ds

])
< ξ,

where we used again the identity ϕ̄ = ϕ on [0, h], the definition of h and ξ <
1. Therefore, by the Ascoli-Arzelà Theorem the sequence {zj} converges locally
uniformly to a solution z ∈ C1([r0,∞)) of

[
vϕ̄(z′)

]′
= βvf(z)l̄(|z′|) on (r0,∞),

z(r0) = η,

0 ≤ z ≤ η, −ξ < z′ ≤ 0 on [r0,∞),

Since ϕ̄ = ϕ and l̄ = l on (0, ξ) ⊂ (0, 1), z is the desired solution of (9.9). Suppose
now (9.8), which in particular implies that limr→∞ v(r) = ∞, and we choose rc
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such that

rc ≥ r0,
c

v(rc)
≤ ϕ(1).

Define

z̄(r) =

∫ ∞
r

ϕ−1

(
c

v(s)

)
ds on [rc,∞).

From ϕ̄ = ϕ on [0, h] ⊃ [0, 1], z̄ solves 0 =
[
vϕ(z̄′)

]′
=
[
vϕ̄(z̄′)

]′
= 0 on [rc,∞).

Choose now

η1 =

∫ ∞
rc

ϕ−1

(
c

v(s)

)
ds

and consider η satisfying the further restriction η ∈ (0,min{η0, η1}). For j large
enough, since zj(rc) ≤ zj(r0) = η < η1 = z̄(rc), by the comparison Proposition 6.2
and the non-negativity of β, f(zj) and l(|z′j |) we get z̄ ≥ zj on [rc, r0 + jR], thus
z̄ ≥ z on [rc,∞). The last claim of the theorem follows since z̄ → 0 as r →∞. �

We are ready to prove our main result, Theorem 2.37 in the Introduction,
in the following more general form: it says, loosely speaking, that there is no
geometric obstruction for (KO0) to be necessary for the compact support principle.

Theorem 9.3. Let (Mm, 〈 , 〉) be a complete manifold, and let ϕ, f, l satisfy (9.2),
(9.3), (9.5) and

l ∈ Liploc

(
(0, ξ0)

)
,

f(0)l(0) = 0.

Then, for each

origin O ⊂M with associated distance r(x) = dist(x,O),

r0 > 0, ξ ∈ (0, ξ0) (with ξ0 as in (9.5)),

0 < b ∈ C
(
M\Br0(O)

)
,

there exist η ∈ (0, η0) sufficiently small and a radial solution u ∈ Lip(M\Br0(O))
of 

∆ϕu ≥ b(x)f(u)l(|∇u|) weakly on M\Br0(O),

0 ≤ u ≤ η on M\Br0(O),

u = η on ∂Br0(O), u(x)→ 0 as r(x)→∞,

|∇u| < ξ on M\Br0(O).

Moreover, if (¬KO0) holds then u > 0 on M\O. In particular, if O is a pole for
M , u ∈ C1

(
M\Br0(O)

)
and (KO0) is necessary for the validity of the compact

support principle (CSP).

Proof. We choose 0 < ḡ ∈ C∞(R+
0 ) enjoying the following properties:
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(i) if H−∇r is the mean curvature of ∂O with respect to the inward pointing
unit normal −∇r,

(m− 1)
ḡ′(0)

ḡ(0)
> max

{
0, sup

∂O
H−∇r

}
; (9.12)

(ii) setting v̄(r) = ωm−1ḡ(r)m−1,

v̄′ ≥ 0 on R+, v̄(0)−1 < ϕ(∞).

v̄(r) ≥ max

{
1,

[
ϕ

(
1

r2

)]−1
}

for r ≥ 1.

Note that, for r ≥ 1,

ϕ−1

(
1

v̄(r)

)
≤ ϕ−1

(
ϕ

(
1

r2

))
=

1

r2
∈ L1(∞). (9.13)

Next, choose 0 ≤ Ḡ ∈ C(R+
0 ) in such a way that

Ric ≥ −(m− 1)Ḡ(r)〈 , 〉 on M,

and define G(r) = max{Ḡ, ḡ′′/ḡ}. Let g ∈ C2(R+
0 ) solve{

g′′ −Gg = 0 on R+

g(0) = ḡ(0), g′(0) = ḡ′(0),
(9.14)

and let Mg be the model associated to g. By construction and by (9.13), setting
vg(r) = ωm−1g(r)m−1 it holds

Ric ≥ −(m− 1)G(r)〈 , 〉 on M,

vg(r) ≥ v̄(r) on R+ by Sturm comparison,

ϕ−1

(
1

vg(t)

)
∈ L1(∞).

(9.15)

We define
f̄(t) = sup

[0,t]

f(s), β(r) = sup
∂Br

b,

and note that, since f is C-increasing,

f(t) ≤ f̄(t) ≤ Cf(t) ∀ t ∈ [0, η0). (9.16)

Choose l̄ ∈ Liploc(R+) such that

l̄ ≥ l on R+
0 , l̄ ≡ l on [0, ξ].
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Eventually, fix r0 ≥ 1 and choose R small enough that

f̄η0 l̄1

[
sup

[r0,r0+R)

1

vg(r)

∫ r

r0

vg(s)β(s)ds

]
<
ϕ(ξ)

2
.

Then, pick η ∈ (0, η0) small enough to enjoy

vg(r0 +R)

vg(r0)
ϕ
( η
R

)
<
ϕ(ξ)

2
.

Since f̄ is increasing, η ∈ (0, η0) and ξ ∈ (0, 1), the last two inequalities imply

vg(r0 +R)

vg(r0)
ϕ
( η
R

)
+ f̄η l̄ξ

[
sup

[r0,r0+R)

1

vg(r)

∫ r

r0

vg(s)β(s)ds

]
< ϕ(ξ). (9.17)

We are therefore in the position to apply Theorem 9.1 and infer the existence of
η1 such that, for each η ∈ (0,min{η0, η1}) satisfying (9.17), there exists z solving

[
vgϕ(z′)

]′
= βvg f̄(z)l̄(|z′|) on [r0,∞)

z(r0) = η, −ξ < z′ ≤ 0 on [r0,∞),

z(r)→ 0 as r →∞.

Define u(x) = z(r(x)) on M\Br0(O), with r(x) = dist(x,O). The first of (9.15)
together with (9.14) and (9.12) imply, via the Laplacian comparison Theorem 3.8,
the inequality

∆r ≤
v′g(r)

vg(r)
weakly on M\O,

hence

∆ϕu ≥ ϕ′(z′)z′′ + ϕ(z′)∆r ≥ ϕ′(z′)z′′ + ϕ(z′)
v′g
vg

= v−1
g

[
vgϕ(z′)

]′
= βf̄(z)l̄(|z′|) ≥ b(x)f(z)l(|z′|)

= b(x)f(u)l(|∇u|)

weakly on M\Br0(O). This concludes the first part of the theorem.
Next, we prove that if (¬KO0) holds then z > 0 on [r0,∞). To see this, we consider
the radial function v(x) = z(r(x)) on the model Mg, that satisfies

∆ϕv = v−1
g

[
vgϕ(z′)

]′
= β(r)f̄(z)l̄(|z′|) = β(r)f̄(v)l(|∇v|)

where we used |z′| < ξ and l = l̄ on [0, ξ]. Moreover, v = η on {r = r0}. Set

F̄ (t) =

∫ t

0

f̄(s)ds.
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Because of (9.16), Lemma 5.6 guarantees that (¬KO0) is equivalent to

1

K−1 ◦ F̄
6∈ L1(0+).

Therefore, we can apply Theorem 6.8 on the set Ω = {r > r0} ⊂ Mg to deduce
that v > 0 on Ω, as claimed. �

9.2 Sufficiency of (KO0) for the compact support prin-
ciple

General operators, and no cut-locus

As remarked in the Introduction, (KO0) alone is not sufficient to prove (CSP)
on complete manifolds. Indeed, the influence of geometry is, for this property,
particularly subtle, as confirmed by the next refinement of Example 2.35.

Example 9.4. For δ ≥ 0, consider a model Mδ = (Rm,ds2
δ) (cf. also Example 3.9)

with

ds2
δ = dt2 + gδ(t)

2dθ2, where


gδ ∈ C2(R+

0 ) gδ > 0 on R+

gδ(t) = t if t ≤ 1/4

gδ(t) = exp{−tδ} if t ≥ 1.

Define O = B1(o), and let r = t− 1 be the distance from O. We have

II−∇r = −δds2
δ ,

Krad = −δ
[
− (δ − 1)(1 + r)δ−2 + δ(1 + r)2δ−2

]
≤ −δ2(1 + r)δ−2

[
(1 + r)δ − 1

]
,

∆r = −(m− 1)δ(1 + r)δ−1.

Define α = 2δ − 2 ≥ −2, and let µ, χ, ω ∈ R satisfy

µ > χ− α

2
, ω < χ. (9.18)

It is easy to show that, for

σ ∈
(

0,
µ− χ+ α/2

χ− ω

]
,

and for each p > 1, the function v(x) = (1+r(x))−σ is a bounded, positive solution
of

∆pv ≥ C(1 + r)−µvω|∇v|p−1−χ on Mδ\O,
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for some constant C > 0, and furthermore v(x) → 0+ as x diverges. However,
defining f(t) = tω and l(t) = tp−1−χ, inequality ω < χ implies

1

K−1 ◦ F
= C1s

−ω+1
χ+1 ∈ L1(0+).

Thus, condition (KO0) is met but (CSP) fails on Mδ.

As in [196, 193], the proof of (CSP) will be achieved via the construction of a
compactly supported, C1-supersolution w̄ for (9.1). Under the above assumptions
on ϕ, b, f, l, to produce w̄ one could try to use the solution w of the related ODE
(5.5) in a way analogous to the one in the proof of the finite maximum principle
(Theorem 6.8). However, a direct use of w seems difficult, also because of the
delicate interplay between the threshold η in (5.5) and the global behaviour of
the constants a1, ℘1, ℘0, lξ in Theorem 5.1, depending on the interval [0, T ] under
consideration. As we shall see, a certain independence between η and a1, ℘1, ℘0, lξ
is key to conclude (CSP) from the existence of w. To overcome the problem, we
will use a different technique: instead of solving a Dirichlet problem we will exhibit
an explicit, compactly supported supersolution by a direct use of (KO0), an idea
that is closer to the one in [196, 193, 205], which in turn are improvements of
[198]. However, extending the method therein to non-constant b, l presents non-
trivial hurdles and calls for new ideas. To this aim, we shall assume some further
conditions that, although seemingly somewhat artificial, enable us to capture the
right growths and achieve a sharp result.

To exhibit w̄ we follow two slightly different constructions that need a (mildly)
different set of assumptions. Besides (9.2), (9.3) and (9.5), for the first construction
we require

(C1) there exists a constant k1 ≥ 1 such that

tK ′(t) ≤ k1K(t) for each t ∈ (0, 1];

(C2) there exists a constant k2 ≥ 1 such that

K ′(st) ≤ k2K
′(s)K ′(t) for each s, t ∈ (0, 1];

(C3) there exists a constant C̄ ≥ 1 such that

t

K−1(t)
is C̄-increasing, and

t

K−1(t)
→ 0 as t→ 0+.

(C4) there exists a constant cF ≥ 1 such that

F (t)

K−1(F (t))
≤ cF f(t) for each t ∈ (0,min{1, η0}).
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Note that these requirements are all related to the behaviour of the various func-
tions considered in a right neighbourhood of zero.

Example 9.5. Having fixed

p > 1, χ ∈ [0, p− 1], ω > 0,

the prototype example of f, l, ϕ is given by

ϕ′(t) � tp−2, f(t) � tω, l(t) � tp−1−χ

for t ∈ (0, t0). Then, K(t) � tχ+1 satisfies (C1), (C2), while (C3) and (C4) are met
if and only if, respectively, χ > 0 and ω ≤ χ.

Suppose that

b(x) ≥ β
(
r(x)

)
for r(x) ≥ r0.

We express the relation between K and β in terms of an auxiliary weight β̄, that
is tied with K in the way expressed by the next two conditions. Later, (9.19) in
Proposition 9.8 will relate β to β̄.

(β1) 0 < β ∈ C([r0,∞)), β̄ ∈ C1([r0,∞)), 0 < β̄ < K∞, β̄′ ≤ 0 on [r0,∞);

(β2) there exists a constant cβ ≥ 1 such that

−β̄′(t)
K−1(β̄(t))

≤ cβ β̄(t) for each t ∈ [r0,∞).

Remark 9.6. Note that (β2) is meaningful since β̄ < K∞ because of (β1).

Example 9.7. Referring to Example 9.5, a borderline behaviour of β̄ for the validity
of (β2) is

β̄(t) = (1 + t)−χ−1.

We first describe our main ODE result, that should be compared to Lemma 4.1
in [209]. Here, we consider a different and (in some cases) weaker set of assump-
tions, and the proof that we present is considerably simpler. Below, we will describe
in more detail the interplay between the two results.

Proposition 9.8. Let ϕ, l, f satisfy (9.2), (9.3) and (9.5), and assume the validity of
(C1), . . . , (C4) and (β1), (β2). Having fixed a non-negative θ ∈ C([r0,∞)), suppose
that

max

{
β̄(s)

β(s)
,

θ(s)β̄(s)

β(s)K−1(β̄(s))

}
∈ L∞

(
[r0,∞)

)
. (9.19)

If
1

K−1 ◦ F
∈ L1(0+), (KO0)
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then for each ε > 0 there exists λ ∈ (0, 1) such that the following holds: for each
R ≥ r0, there exist R1 > R and a function w with the following properties:

w ∈ C1([R,∞)) and C2 except possibly at R1;

0 ≤ w ≤ λ, w(R) = λ, w ≡ 0 on [R1,∞),

w′ < 0 on [R,R1), |w′| ≤ ε on [R,∞),(
ϕ(w′)

)′ − θ(r)ϕ(w′) ≤ εβ(r)f(w)l(|w′|) on [R,∞).

(9.20)

Remark 9.9. Inspecting the proof of Proposition 9.8, we can weaken the third in
(2.5) to l ∈ L∞loc(R+

0 )∩C(R+) and l > 0 on R+, that is, the continuity of l at t = 0
is not needed. This will be used in the proof of Theorem 2.38.

Remark 9.10. Condition (9.19) relates β to β̄. For instance, in Example 9.5, we
can set β̄(t) = c(1 + t)−χ−1 for a constant c small enough to satisfy (β1), and
choose β(t) = (1 + t)−µ, for some µ ∈ R. Then, (9.19) is met if and only if

µ ≤ χ+ 1 and θ(s)sµ−χ ∈ L∞([r0,∞)).

To begin the proof, we need a simple technical lemma.

Lemma 9.11. Assume (9.5) and (9.3), and also (C1), (C2), (β1), (β2). Then, the
following properties hold:

(K1) K(st) ≤ k1k2K(s)K(t) for each s, t ∈ [0, 1];

(K2) K−1(τ)K−1(ρ) ≤ K−1(k1k2τρ) for each τ, ρ ∈
(

0,min

{
1,
K∞
k1k2

})
;

(Kβ) For each σ ∈ (0, 1),
K−1

(
σβ̄
)
6∈ L1(∞);

Proof. Property (K1) follows immediately from (C2) and (C1) by integration:

K(st) =

∫ st

0

K ′(τ)dτ = s

∫ t

0

K ′(sζ)dζ ≤ k2sK
′(s)K(t) ≤ k2k1K(s)K(t).

To show (K2), use (K1) with the choices s = K−1(τ), t = K−1(ρ) and then apply
K−1. To prove (Kβ) first observe that, because of (K2), K−1(σβ̄) ≥ CσK

−1(β̄)
for some Cσ > 0, and thus it is sufficient to restrict to σ = 1. Using (β2), we
deduce

cβK
−1(β̄) ≥ − β̄

′

β̄
. (9.21)

If β̄ is bounded from below by a positive constant, then K−1(β̄) is not infinitesimal
and clearly (Kβ) is met. Otherwise, from β̄′ ≤ 0 we get β̄(r)→ 0 as r →∞, and
integrating (9.21) on [r1, r) we deduce

cβ

∫ r

r1

K−1(β̄) ≥ log β̄(r1)− log β̄(r)→∞ as r →∞,

as claimed. �
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Proof of Proposition 9.8. Let σ, λ ∈ (0, η0) to be specified later. Because of (Kβ)
in Lemma 9.11 and (KO0), there exists Rσ = Rσ(σ, λ,R) > R such that∫ λ

0

ds

K−1(F (s))
=

∫ Rσ

R

K−1
(
σβ̄(s)

)
ds. (9.22)

We define implicitly a function α via the identity∫ α(t)

0

ds

K−1(F (s))
=

∫ Rσ

Rσ−t
K−1

(
σβ̄(s)

)
ds.

Clearly, α(0) = 0, α(Rσ −R) = λ, α > 0 on (0, Rσ −R) and, differentiating,

α′(t) = K−1
(
F (α(t)

)
K−1

(
σβ̃(t)

)
> 0 on (0, Rσ −R),

where β̃(t) = β̄(Rσ − t), and α′(0) = 0.
(9.23)

Note that β̃ is non-decreasing by (β1). By construction, α ∈ [0, λ] ⊂ [0, η0), and

0 < α′(s) ≤ K−1
(
F (α)

)
K−1

(
σ‖β̄‖∞

)
≤ K−1

(
F (λ)

)
K−1

(
‖β̄‖∞

)
on (0, Rσ −R).

(9.24)

We can therefore reduce σ and λ, independently, in such a way that

K−1(F (α)) ≤ min{1, ξ0}, K−1
(
σβ̃
)
≤ 1

on [0, Rσ). For convenience, we define

ρ = K−1
(
F (α(t)

)
, τ = K−1

(
σβ̃(t)

)
.

Applying K to (9.23) and differentiating, we obtain

(
K(α′)

)′
= K ′(ρτ)[ρ′τ + ρτ ′]

(C2)

≤ k2K
′(ρ)K ′(τ)

[
f(α)α′τ

K ′(ρ)
+

ρσβ̃′

K ′(τ)

]
(C1)

≤ k2k1

[
f(α)α′K(τ) + σβ̃′K(ρ)

]
= k2k1

[
f(α)α′σβ̃ + σβ̃′F (α)

]
.

(9.25)

However, by (C4) and (β2), together with (K2) in Lemma 9.11 applied twice,

F (α) ≤ cFK−1
(
F (α)

)
f(α),

β̃′ ≤ cβK−1
(
β̃
)
β̃

(K2)

≤ c̄β
K−1(σ)

K−1
(
σβ̃
)
β̃

(9.26)
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for some c̄β depending on cβ ,K, k1, k2. Inserting into (9.25) and recalling (9.23)
we get

(
K(α′)

)′ ≤ k2k1σ
[
f(α)α′β̃ +

cF c̄β
K−1(σ)

β̃K−1(F (α))K−1(σβ̃)f(α)
]

= k2k1σβ̃f(α)α′
[
1 +

cF c̄β
K−1(σ)

]
≤ C1σ

K−1(σ)
β̃f(α)α′,

for some constant C1 depending on k1, k2, c̄β , cF . Using the definition of K ′ and
α′ > 0 we can simplify the inequality to deduce

ϕ′(α′)α′′ ≤ C1σ

K−1(σ)
β̃f(α)l(α′). (9.27)

Moreover, observe that the first in (9.25) and the definition of ρ, τ imply (K(α′))′ ≥
0 and hence, expanding, α′′ ≥ 0.
We now integrate (9.27) on [0, t) and we use α′(0) = 0, ϕ(0) = 0 to obtain

ϕ
(
α′(t)

)
≤ C1σ

K−1(σ)

∫ t

0

β̃f(α)l(α′). (9.28)

Applying the third in (9.5) and noting that α′′ ≥ 0, we get

ϕ
(
α′(t)

)
≤ C2σ

K−1(σ)
f
(
α(t)

)
l
(
α′(t)

) ∫ t

0

β̃

for some constant C2 > 0. Next, we exploit (9.22) to estimate from above the
integral term. To this end, we use (C3), β̃′ ≥ 0 together with the second in (9.26)
to get ∫ t

0

β̃ =

∫ t

0

β̃

K−1(β̃)
K−1(β̃)

(C3)

≤ C̄
β̃(t)

K−1(β̃(t))

∫ t

0

K−1(β̃)

(K2)

≤ C̄c̄β
K−1(σ)

β̃(t)

K−1(β̃(t))

∫ Rσ

R

K−1(σβ̃)

=
C3

K−1(σ)

β̃(t)

K−1(β̃(t))

∫ λ

0

ds

K−1(F (s))
.

(9.29)

Define θ̃(t) = θ(Rσ − t). Putting together (9.27), (9.28) and (9.29), because of
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(9.19) we obtain(
ϕ
(
α′
))′

+ θ̃(t)ϕ
(
α′
)

≤ β(Rσ − t)f
(
α
)
l
(
α′
) [ β̃(t)

β(Rσ − t)
C1σ

K−1(σ)

+
C4σ

[K−1(σ)]2
θ̃(t)β̃(t)

β(Rσ − t)K−1(β̃(t))

∫ λ

0

ds

K−1(F (s))

]

≤ β(t)f
(
α
)
l
(
α′
) [∥∥∥∥ β̄β

∥∥∥∥
∞

C1σ

K−1(σ)
+

C4σ

[K−1(σ)]2

∥∥∥∥ θβ̄

βK−1(β̄)

∥∥∥∥
∞

∫ λ

0

ds

K−1(F (s))

]
.

Next, using the second in (C3), we can choose σ sufficiently small to make the first
term in square brackets smaller than ε/2. We can then choose λ > 0 small enough
to make the second term smaller than ε/2. Eventually, define

w(r) = α(Rσ − r) and R1 = Rσ.

Because of (9.24)

|w′| ≤ K−1
(
F (λ)

)
K−1

(
‖β̄‖∞

)
Up to further reducing λ, |w′| ≤ ε on [R,R1) (with ε as in the statement of the
Proposition). Using the definition of θ̃, β̃ and the fact that ϕ is odd on R, it is
immediate to check that w satisfies all the properties listed in (9.20). �

Remark 9.12. A crucial feature of the above construction is that λ is independent
of R ≥ r0. This will allow to construct compactly supported supersolutions attain-
ing value λ on the boundary of any fixed geodesic sphere ∂BR(O) with R ≥ r0.

With this preparation, we can now prove our first main result for the compact
support principle. We recall that a pole O ⊂ M is a smooth, relatively compact
open set such that the normal exponential map realizes a diffeomorphism between
M\O and ∂O × R+. Let II−∇r be the second fundamental form of ∂O in the
direction pointing towards O.

Theorem 9.13. Let (M, 〈 , 〉) be a manifold possessing a pole O, and let r(x) =
dist(x,O). Suppose that

Secrad ≤ −κ2(1 + r)α on M\O, for some κ ≥ 0, α ≥ −2;

II−∇r ≥


−κ〈 , 〉 if α ≥ 0 or κ = 0,

−

[
α+
√
α2 + 16κ2

4

]
〈 , 〉 otherwise,

(9.30)
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where II−∇r denotes the second fundamental form of ∂O in the inward-pointing
direction. Fix 0 < b ∈ C(M), and let 0 < β ∈ C([r0,∞)) such that

b(x) ≥ β
(
r(x)

)
for r(x) ≥ r0.

Let ϕ, f, l satisfy (9.2), (9.3), (9.5) and (C1), . . . , (C4). Assume that, for some β̄
matching (β1) and (β2), it holds

max

{
β̄(s)

β(s)
,

sα/2β̄(s)

β(s)K−1(β̄(s))

}
∈ L∞

(
[r0,∞)

)
. (9.31)

Then,

(KO0) =⇒ (CSP) holds for (9.1).

Moreover, if

l ∈ Liploc

(
(0, ξ0)

)
, f(0)l(0) = 0,

then

(KO0) ⇐⇒ (CSP) holds for (9.1).

Proof. We first prove implication (KO0) ⇒ (CSP). Note that it is enough to
consider solutions of (9.1) when Ω = Ωr0 is a connected component of M\Br0(O).
Let now u be a C1 solution of (9.1) on Ωr0 . By Proposition 3.12 applied with,
respectively,

G(r) = κ2(1 + r)α,


θ∗ = 0, D = D−(θ∗) = −1 if α ≥ 0,

θ∗ =
α

2κ
, D = D−(θ∗) = −α+

√
α2 + 16κ2

4κ
if α ∈ [−2, 0),

C = 1, λ = Dκ,

we deduce that

g(t) = exp

{
D

∫ t

0

κ(1 + s)α/2ds

}
is a positive solution on R+ of g′′ − Gg ≤ 0, g(0) = 1, g′(0) = Dκ, and thus by
the Laplacian comparison theorem from below

∆r ≥ (m− 1)
g′(r)

g(r)
= (m− 1)Dκ(1 + r)α/2 for r > 0. (9.32)

Because of (9.31), we can apply Proposition 9.8 with

θ(t) = (m− 1)|D|κ(1 + r)α/2, ε = 1/2C,
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(C the increasing constant in the third of (9.5)) to infer the existence of λ suffi-
ciently small such that, for each chosen R ≥ r0, there exists a solution w of

w ∈ C1([R,∞)) and C2 except possibly at some R1 > R;

w ≥ 0, on [R,∞), w ≡ 0 on [R1,∞),

w(R) = λ, w′ < 0 on [R,R1),(
ϕ(w′)

)′ − θ(r)ϕ(w′) ≤ 1

2C
β(r)f(w)l(|w′|) on [R,∞).

We then specify R ≥ r0 large enough to satisfy

u(x) < λ for r(x) ≥ R.

Defining w̄(x) = w(r(x)) and using that O is a pole, we obtain
w̄ ∈ C1(M\BR(O));

w̄ ≥ 0, w̄ ≡ 0 on M\BR1(O),

w̄ = λ on ∂BR(O), |∇w̄| > 0 on BR1(O)\BR(O)

and also, since w′ ≤ 0 and ϕ is odd, by (9.32)

∆ϕw̄ =
(
ϕ(w′)

)′
+ ϕ(w′)∆r ≤

(
ϕ(w′)

)′ − θ(r)ϕ(w′)

≤ 1

2C
β(r)f(w)l(|w′|) =

1

2C
β(r)f(w̄)l(|∇w̄|)

weakly on M\BR(O). Define ΩR = Ω ∩ (M\BR(O)). By assumption, u < λ = w̄
on ∂ΩR, and we are going to show that u ≤ w̄ on ΩR. Once this is shown, then
clearly u has compact support since w̄ does, concluding our proof. We reason by
contradiction and we suppose that c = supΩR(u − w̄) > 0. For δ ∈ (0, c), set
Uδ = {u − w̄ > δ} 6= ∅. Note that Uδ ∩ ∂ΩR = ∅, and moreover Uδ is relatively
compact since u vanishes at infinity and w̄ ≥ 0. On the compact set Γ = {u −
w̄ = c} the identity |∇w̄| = |∇u| holds. We claim that infΓ |∇w̄| > 0. Suppose,
by contradiction, that |∇w̄(x)| = 0 for some x ∈ Γ. By the construction of w̄,
x ∈M\BR1(O) and we examine two cases.

(i) x ∈ M\BR1
(O). In this case, w̄ ≡ 0 in a small neighbourhood V of x, and

thus, by the definition of Γ, x is a local maximum of u on V . Since

∆ϕu ≥ b(x)f(u)l(|∇u|) ≥ 0,

applying the finite maximum principle in Theorem 6.8 to c − u we deduce
that u ≡ c on V . Therefore, the set where u = c is open, closed and non-
empty in ΩR\BR1

(O), and we conclude u ≡ c on the connected component
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of ΩR\BR1(O) containing x. Note then that ΩR\BR1(O) is connected and
unbounded: in fact, since O is a pole of M the normal exponential map
realizes a diffeomorphism between M\O and ∂O × R+. In particular, Ω is
diffeomorphic to K × (r0,∞) for some connected component K ⊂ ∂O, and
ΩR\BR1

(O) is diffeomorphic to the connected set K × (R1,∞). Concluding,
u ≡ c on ΩR\BR1(O), a contradiction since u is assumed to vanish at infinity.

(ii) x ∈ ∂BR1(O). In this case, ∇u(x) = ∇w̄(x) = 0 and u on ΩR\BR1(O)
has a boundary, global maximum at x. Moreover, by (i) the set Γ does not
intersect ΩR\BR1

(O), hence u < c on ΩR\BR1
(O). Let γ(t) be a ray from

O with γ(R1) = x. As in the proof of the finite maximum principle and the
Hopf Lemma, (Thm. 6.8), on a small enough annulus Eρ = B2ρ\Bρ centred
at x0 = γ(R1 + 2ρ) we can construct a solution of

∆ϕv ≥ 0, v = 0 on ∂B2ρ, v = η < c−max∂Bρ u on ∂Bρ

〈∇v,∇rx0
〉 < 0 on ∂B2ρ, |∇v| > 0 on Eρ.

where rx0
is the distance from x0. With the aid of Proposition 6.1, we can

compare u with c− v on Eρ ⊂ Ω\BR1(O) since
∆ϕu ≥ b(x)f(u)l(|∇u|) ≥ 0 ≥ ∆ϕ(c− v),

u− (c− v) = u− c ≤ 0 on ∂B2ρ,

u− (c− v) ≤ max∂Bρ u− c+ η < 0 on ∂Bρ

to deduce u ≤ c− v on Eρ. Since equality holds at x ∈ ∂Eρ, we get

0 ≤ 〈∇(u− c+ v),∇rx0
〉(x) = 〈∇v,∇rx0

〉(x) < 0,

contradiction.

We have therefore shown that |∇w̄| = |∇u| > 0 on Γ, and we are in the position
to conclude as usual: from l > 0 on R+ the quotient l(|∇w̄|)/l(|∇u|) is continuous
and ≤ 2 on Uδ, for δ sufficiently close to c. By the C-increasing property of f ,

f
(
w̄(x)

)
l
(
|∇w̄(x)|

)
≤ 2Cf

(
u(x)

)
l
(
|∇u(x)|

)
∀x ∈ Uδ,

and thus

∆ϕw̄ ≤
1

2C
b(x)f(w̄)l(|∇w̄|) ≤ b(x)f(u)l(|∇u|) ≤ ∆ϕu

on Uδ, with u = w̄ + δ on ∂Uδ. By the comparison Proposition 6.1, u ≤ w̄ + δ on
Uδ, contradicting the very definition of Uδ and concluding the proof.

The reverse implication (CSP) ⇒ (KO0), under the further assumptions
l ∈ Liploc

(
(0, ξ0)

)
and f(0)l(0) = 0, is a direct consequence of Theorem 9.3. �

We next specialize Theorem 9.13, and we prove Theorem 2.38, that we rewrite
for the reader’s convenience.
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Theorem 9.14. Let (M, 〈 , 〉) be a manifold with a pole O such that, setting r(x) =
dist(x,O), (9.30) holds for some α ≥ −2, κ ≥ 0. Consider ϕ, b, f, l satisfying (2.3),
(2.5), (2.16) and (2.43). Fix χ, µ ∈ R with

χ > 0, µ ≤ χ− α

2
(9.33)

and assume that

l(t) � t1−χϕ′(t) for t ∈ (0, 1),

b(x) ≥ C1

(
1 + r(x)

)−µ
for r(x) ≥ r0,

(9.34)

for some constant C1 > 0. If there exists a constant cF ≥ 1 such that

F (t)
χ
χ+1 ≤ cF f(t) for each t ∈ (0, η0), (9.35)

then,
(CSP) holds for (P≥) ⇐⇒ (KO0).

Proof. First, we note that requirements (2.3), (2.5), (2.16) and (2.43) on ϕ, f, l
correspond to (9.2), (9.3), (9.5) and

f > 0 on (0, η0), l ∈ Liploc((0, ξ0)), f(0)l(0) = 0.

We can therefore apply Theorem 9.3 to deduce the validity of implication (CSP)⇒
(KO0).

Viceversa, assume (KO0), that in view of (9.34) is equivalent to

F−
1

χ+1 ∈ L1(0+). (9.36)

We first observe that it is enough to prove (CSP) when

l(t) = C2t
1−χϕ′(t) if t ∈ (0, 1),

b(x) = C1

(
1 + r(x)

)−µ
if r(x) ≥ r0,

for some positive constants C1, C2. Indeed, the Keller-Osserman condition for
l(t) = C2t

1−χϕ′(t) is still (9.36). As underlined in Remark 9.9, although the func-
tion t1−χϕ′(t) ∈ L∞loc(R+

0 ) might fail to be continuous at t = 0 we can still apply
Proposition 9.8, and thus Theorem 9.13, once we check the validity of the remain-
ing assumptions: χ > 0 imply both (9.3) and (C3), (9.33) imply (C1), (C2), and
(9.35) is equivalent to (C4). On the other hand, the function

β̄(t) = c(1 + t)−χ−1, with c < K∞

satisfies (β1) and (β2). To conclude, note that (9.31) is equivalent to

µ ≤ max
{
χ+ 1, χ− α

2

}
= χ− α

2
.

�
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Remark 9.15. In the hypotheses of Theorem 9.14, set v(r) = |∂Br(O)|. Using the
divergence theorem and coarea formula we deduce

v′(r) =

∫
∂Br(O)

∆r ≥ −C1r
χ−µv(r)

where we used (9.32) with α/2 = χ− µ. A further integration gives

if µ < χ+ 1, v(r) ≥ C1e
−C2r

χ+1−µ

if µ = χ+ 1, v(r) ≥ C1r
−C2 .

for some constants C1, C2 > 1. Assume that |M | < ∞. Integrating the above on
(r,∞), taking logarithms and recalling that

|M\Br(O)| =
∫ ∞
r

v(s)ds

we deduce that

if µ < χ+ 1, lim sup
r→∞

− log |M\Br(O)|
r1+χ−µ <∞;

if µ = χ+ 1, lim sup
r→∞

− log |M\Br(O)|
log r

<∞.
(9.37)

It is interesting to compare (9.37) with conditions (7.6). In view of Theorem 7.5,
one might wonder whether the (CSP) could be proved under a volume growth
assumption like (9.37). Indeed, the problem seems to be quite hard, and one of
the main reasons lies in the fact that a manifold satisfies (CSP) if and only if
each of its ends does. This forces (9.37) to be satisfied on each end, otherwise
an end with big volume would be sufficient for (9.37) to hold independently of
the behaviour of the others. However, an approach via integral estimates like in
Theorem 7.5, loosely speaking, seems unable to distinguish among different ends,
and thus, at least, it needs to be complemented by new techniques.

Remark 9.16. Both (FMP) and (CSP) can be considered for more general inequal-
ities, including the prototype ones

∆pu = uω ± |∇u|q

for some ω, q > 0. In fact, the Keller-Osserman condition changes according to
whether q ≥ p − 1 or q < p − 1, see [198] and [88] for a detailed account. In
particular, in [88] the authors propose suitable Keller-Osserman conditions for
the case when the terms uω and |∇u|q strongly interact. The sharpness of these
conditions for general nonlinearities in u and |∇u| is, to our knowledge, still an
open problem.
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A second ODE lemma: locating the support

Proposition 9.8 guarantees the existence of R1 > R such that the supersolu-
tion w in (9.20) vanishes outside of BR1

. However, the proof gives loose indication
on the distance between R1 and R. Although this further information is not needed
in the results that we present here, we feel worth to underline that the construc-
tion of w can be modified in such a way to locate R1, say to have R1 = 2R. More
importantly, this new method, that works under a set of assumptions which is
skew with respect to that in Proposition 9.8, allows for weights b(x) that may
oscillate between two different polynomial type decays. In the sequel, we need

(C2)′ there exist constants d1 > 0 and c1 > 0 such that

ϕ′(st) ≤ d1ϕ
′(s)ϕ′(t) for each s, t ∈ (0, 1];

l(s)l(t) ≤ c1l(st) for each s, t ∈ (0, 1];

instead of the weaker (C2) (cf. Lemma 9.34). On the other hand, we will not need
(C3). Regarding β, we assume that β ≡ β̄, that β vanishes at infinity, and a further
condition (β3), namely we require

(β1)′ 0 < β ∈ C1([r0,∞)), β′ ≤ 0 for t ≥ r0, β(t)→ 0 as t→∞;

(β2)′ there exists a constant cβ ≥ 1 such that

−β′(t)
K−1(β(t))

≤ cββ(t) for each t ∈ [r0,∞).

(β3) There exists a constant ĉβ > 0 such that

lim sup
t→∞

−tβ′(t)
β(t)

≥ ĉβ .

Remark 9.17. Up to choosing r0 large enough, by (β1)′ we can assume β(t) ∈
[0,K∞), thus (β2)′ is meaningful.

Example 9.18. Referring to Example 9.5, ϕ and l satisfy (C1), (C2)′ for each χ ≥ 0,
while (C4) is met for ω ≤ χ. If further β(t) = (1 + t)−µ, (β1)′ and (β3) require
µ > 0 to be both satisfied, and (β2)′ needs µ ≤ χ+ 1.

We are ready to state our second main ODE result, to be compared to Propo-
sition 9.8. Its delicate proof originates from the paper [194], later refined in [193],
[205] and [209], and to help readability we postpone it to the end of this chapter.

Proposition 9.19. Let ϕ, f, l satisfy (9.5) and (9.3), and assume the validity of
(C1), (C2)′, (C4) and (β1)′, (β2)′, (β3), for some r0 > 0. Having fixed a non-negative
θ ∈ C([r0,∞)), suppose that

lim sup
R→∞

K

(
1

RK−1(β(2R))

)
Rθ(R) <∞. (9.38)
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Then, there exists a diverging sequence {Rj} such that the following holds: if

1

K−1 ◦ F
∈ L1(0+), (KO0)

then for each ε ∈ (0, ξ0), there exist λ ∈ (0, η0) and, for each R ∈ {Rj}, a function
z with the following properties:

z ∈ C1([R,∞)), and C2 except possibly at 2R

0 ≤ z ≤ λ, z(R) = λ, z ≡ 0 on [2R,∞),

z′ < 0 on [R, 2R), |z′| ≤ ε on [R,∞),(
ϕ(z′)

)′ − θ(t)ϕ(z′) ≤ εβ(t)f(z)l(|z′|) on [R,∞)

(9.39)

Remark 9.20. The two lim sup in (β3) and (9.38) could be simultaneously replaced
by lim inf. Indeed, the sequence {Rj} is just required to satisfy

R1 ≥ 2r0

−Rjβ′(Rj)
β(Rj)

≥ ĉβ
2

K

(
1

RjK−1(β(2Rj))

)
Rjθ(Rj) ≤ B2,

(9.40)

for some B2 > 0. Observe that, in the “double liminf” case, the vanishing of β is
automatic by integrating (β3), hence (β1)′ coincides with (β1).

As a direct corollary, we have the following result, whose proof follows ver-
batim that of Theorem 9.13 replacing, in the argument, Proposition 9.8 with
Proposition 9.19.

Theorem 9.21. Let (M, 〈 , 〉) be a manifold possessing a pole O, and let r(x) =
dist(x,O). Suppose that (9.30) holds, consider 0 < b ∈ C(M) and let β ∈
C1([r0,∞)) such that

b(x) ≥ β
(
r(x)

)
for r(x) ≥ r0.

Let ϕ, f, l satisfy (9.2), (9.3) and (9.5), and assume the validity of (C1), (C2)′, (C4)
and (β1)′, (β2)′, (β3). Suppose that

lim sup
R→∞

K

(
1

RK−1(β(2R))

)
R1+α

2 <∞.

Then,
(KO0) =⇒ (CSP) holds for (9.1).

Moreover, if
l ∈ Liploc

(
(0, ξ0)

)
, f(0)l(0) = 0,

then
(KO0) ⇐⇒ (CSP) holds for (9.1).



178 Chapter 9. The compact support principle

Specified to power-like ϕ, f, l, Theorem 9.21 has the next corollary for general
weights b. Note that here we use Remark 9.20.

Corollary 9.22. Let M be a complete manifold with a pole O such that (9.30)
holds. Suppose that ϕ, f, l satisfy (9.2), (9.3), (9.5) and l ∈ Liploc((0, ξ0)). More-
over, assume that for some p, χ, ω ∈ R with

p > 1, 0 < χ ≤ p− 1, ω > 0,

it holds

ϕ′(t) � tp−2, l(t) � tp−1−χ, f(t) � tω

for t ∈ (0, 1). Suppose that there exist r0 > 0 and 0 < β ∈ C1([r0,∞)) matching
(β1) and

−β′(t) ≤ B
[
β(t)

]χ+2
χ+1 on [r0,∞);

lim inf
t→∞

−tβ′(t)
β(t)

> 0, lim inf
t→∞

t
α
2−χ

β(t)
<∞,

(9.41)

for some constant B > 0. If 0 < b ∈ C(M) satisfies

b(x) ≥ β(r(x)) for r(x) ≥ r0,

then

(CSP) holds for (9.1) ⇐⇒ ω < χ.

Remark 9.23. A careful analysis of (9.41) shows that the above corollary allows
for bounds β that oscillate between the polynomial decays t−1−χ and tα/2−χ.

Non-empty cut-locus: the p-Laplacian case

With the help of Chapter 4 we now remove the pole condition in the particular
case of the p-Laplace operator, exploiting the fake distance function %. Let Ω be
an end of M , and we consider a solution u of ∆pu ≥ b(x)f(u)|∇u|p−1−χ on Ω,

u ≥ 0, lim
x∈Ω, x→∞

u(x) = 0.
(9.42)

Where 0 ≤ χ ≤ p − 1. Since ϕ(t) = tp−1 and l(t) = tp−1−χ, the function K in
(9.4) automatically satisfies (C1) and (C2)′. Eventually, we assume (C4), that in
the present case can be written as follows:

(C4) there exists cF ≥ 1 such that

cF f(t) ≥ F (t)
χ
χ+1 for t ∈ [0, η0).
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Let (Mm, 〈 , 〉) be a complete Riemannian manifold satisfying

Ric ≥ −(m− 1)κ2〈 , 〉 on M,

for some constant κ > 0. Suppose that ∆p is non-parabolic on M , and define the
fake distance % as in (4.10) associated to the hyperbolic space of curvature −κ2

(that is, g(r) = κ−1 sinh(κr)). To be able to radialize with respect to %, we shall
assume

b(x) ≥ β
(
%(x)

)
on M, (9.43)

for some function β matching the necessary assumptions to apply Proposition 9.8.
In our case of interest, we can restrict to non-increasing β and to β̄ = βγ , for some
γ ≥ 1. Then, (β1) and (β2) amount to the requirements

(β1) 0 < β ∈ C1(R+
0 ), β′ ≤ 0 on R+.

(β2) For some γ ≥ 1,

−β′(t) ≤ cββ(t)
χ+1+γ
χ+1 on [1,∞).

The prototype example is given by the choice

β(t) = (1 + t)−µ with µ ∈ [0, χ+ 1].

As explained in Chapter 2, we shall need a technical assumption, the weak Sard
property (WS) described in Definition 2.42. Written in terms of the fake distance
%, the property guarantees the existence of a diverging sequence {Rj} such that
the boundary of the fake ball

DRj
.
= {% < Rj}

has the exterior ball condition. Here is our main result:

Theorem 9.24. Let (Mm, 〈 , 〉) be a complete Riemannian manifold such that, for
some origin o,

Ric ≥ −(m− 1)κ2〈 , 〉 on M,

for some constant κ > 0. Let p ∈ (1,∞); suppose that ∆p is non-parabolic on M
and that the minimal positive Green kernel G(x) with pole at o satisfies

G(x)→ 0 as x diverges. (9.44)

Let f satisfy

f ∈ C(R), f > 0 and C-increasing on (0, η0) (9.45)

for some η0 > 0, and, for χ ∈ (0, p− 1], assume (C4). Let b ∈ C(M) satisfy (9.43),
for some β matching (β1), (β2) above. Suppose that either
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(i) χ = p− 1 and f(0) = 0, or

(ii) χ ∈ (0, p− 1), p ∈ (1, 2), and property (WS) holds (cf. Definition 2.42), or

(iii) χ ∈ (0, 1) and p = 2.

Then,

(CSP) holds for (9.42) ⇐⇒ F−
1

χ+1 ∈ L1(0+).

Remark 9.25. In view of Corollary 4.17, Theorem 4.24 and Examples 4.20, 4.22
and 4.23, the vanishing of G is granted provided either one of the next conditions
holds:

(i) p ∈ (1,∞) and Ric ≥ 0 on M ;

(ii) p ∈ (1,∞) and M supports the Sobolev inequality (4.31);

(iii) p ∈ (1,m) and M is minimally immersed into a Cartan-Hadamard manifold;

(iv) p ∈ (1,m),

Ric ≥ −(m− 1)κ2〈 , 〉, inf
x∈M
|B1(x)| > 0

and M supports the Poincaré inequality (4.36);

(v) p ∈ (1,m), M is roughly isometric to Rm, and

Ric ≥ −(m− 1)κ2〈 , 〉, inj(M) > 0.

Proof. Because of (9.44), the fake distance % defined in (4.10) and associated to the
hyperbolic space of curvature −κ2 is proper. Furthermore, by (4.12) and Theorem
4.15,

|∇%| ≤ 1, ∆p% ≥ 0 on M\{o}. (9.46)

For s > 0, write

Ds
.
= {% < s}, Ωs

.
= Ω\Ds.

We first prove the implication (KO0)⇒ (CSP). Since (9.19) is automatically met
for θ(t) ≡ 0, for each fixed ε > 0 Proposition 9.8 guarantees the existence of
λ ∈ (0, η0) sufficiently small and r0 > 1 such that, for each R > r0, we can find
R1 > R and a solution w of

w ∈ C1([R,∞)) and C2 except possibly at R1;

w ≥ 0, on [R,∞), w(R) = λ, w ≡ 0 on [R1,∞),

w′ < 0 on [R,R1), |w′| ≤ ε on [R,∞),(
|w′|p−2w′)

)′ ≤ εβ(r)f(w)|w′|p−1−χ on [R,∞),

(9.47)
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Choose r0 such that u < λ on Ωr0 , and R > r0. The value of ε will be specified
later, depending just on the C-increasing constant. Define w̄(x) = w(%(x)). If we
combine (4.13), w′ ≤ 0 and (4.12), by (9.46) we deduce

∆pw̄ =

[(
|w′|p−2w′

)′
+
v′g
vg
|w′|p−2w′

]
(%)|∇%|p

≤
(
|w′|p−2w′

)′|∇%|p ≤ εβ(%)f(w̄)|w′(%)|p−1−χ|∇%|p on M\DR,

w̄ ∈ C1(M\DR) and is in fact C1,α
loc except possibly on ∂DR1

;

w̄ ≥ 0, on M\DR, w̄ ≡ 0 on M\DR1 ,

w̄ = λ on ∂DR, |∇w̄| ≤ ε on DR1
\DR.

To prove (CSP) we show, as before, that u ≤ w̄ on ΩR: we proceed by contradic-
tion, assuming u > w̄ somewhere, and we look at the set

Γ =
{
u− w̄ = c

}
b ΩR, with c = max

ΩR

(u− w̄) > 0.

We will then apply a comparison theorem on an upper level set

Uδ = {u− w̄ > δ} ∩ ΩR

for δ close enough to c. To this aim, in Theorem 9.13 we obtained ∆pu ≥ ∆pw̄ on
Uδ, crucially using |∇w̄| > 0 on Γ. However, now w̄ is radial with respect to the fake
distance %, which differently from r may possess stationary points. This forces us
to use a different argument when χ < p−1, that is, in case (ii). On the other hand,
in case (i) the gradient term disappears and the argument goes straightforwardly:
first choose ε so that εC ≤ 1, then observe that 0 ≤ u, w̄ ≤ λ < η0 on ΩR.
Therefore, using that f is C-increasing, on Uδ we have

∆pu ≥ b(x)f(u) ≥ 1

C
β(%)f(w̄) ≥ εβ(%)f(w̄)|∇%|p ≥ ∆pw̄,

and by comparison we conclude u ≤ w̄ + δ on Uδ, contradiction.
Cases (ii) and (iii) are more subtle. Although we cannot guarantee that

|∇w̄| > 0 on Γ, nevertheless, as a first step we still claim that

Γ b DR1
. (9.48)

Indeed, by contradiction, if there exists x ∈ Γ ∩ ΩR1
, let V be the connected

component of ΩR1
containing x. By the second in (9.46) and R1 ≥ 1, we deduce

that V is necessarily unbounded by the maximum principle, being a component of
the upper level set {% > R1} of a p-subharmonic function. Arguing as in the proof
of Theorem 9.13, case (i) we deduce u ≡ c on V , which contradicts the vanishing
of u at infinity. Therefore, u < c on ΩR1

. Next, since R1 depends continuously on ε
and R1 →∞ as ε→ 0, by the construction of w we can assume that R1 is chosen
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such that ∂DR1 has the exterior boundary condition. Indeed, in case (ii) the claim
follows from property (WS), while in case (iii) it follows by Sard’s Theorem. We
can then apply the Hopf Lemma as in (ii) of Theorem 9.13 to get u < c on ∂ΩR1

.
This proves (9.48). As a consequence, from (9.47) the inequality |w′(%)| > 0 holds
on Γ. Coupling with |∇u| = |∇w̄| ≤ ε on Γ, if ε < 1/2 we can choose δ0 close
enough to c in such a way that

|w′(%)| > 0, |∇u|+ |∇w̄| < 1 on Uδ0 .

Note that δ0 depends on ε. We come back to the differential inequality for w̄,
which on Uδ0 implies

∆pw̄ ≤ εβ(%)f(w̄)|w′(%)|p−1−χ|∇%|p

= εβ(%)|w′(%)|−1−χf(w̄)|∇w̄|p.
(9.49)

For δ ∈ (δ0, c), we consider the open sets

Eδ = Uδ ∩
{
|∇u| < |w′(%)|

}
, Êδ = Uδ ∩

{
|∇u| > |w′(%)|/2

}
.

On Eδ, using the C-increasing property of f and u > w̄, whenever ε ≤ C−1 we
deduce that u is a weak solution of

∆pu ≥ β(%)f(u)|∇u|p|∇u|−1−χ ≥ β(%)

C
f(w̄)|∇u|p|w′(%)|−1−χ

≥ εβ(%)|w′(%)|−1−χf(w̄)|∇u|p.
(9.50)

On the other hand, on Γ ∩ Êδ we have

|∇u| = |∇w̄| = |w′(%)||∇%|, hence |∇%| > 1/2.

By continuity, we can therefore choose δ sufficiently close to c so that

|∇u|
|w′(%)|

≤ 2|∇%| ≤ 2 on Êδ.

As a consequence, if ε ≤ [C2χ+1]−1, on Êδ the function u weakly solves

∆pu ≥ β(%)f(u)|∇u|p|∇u|−1−χ ≥ β(%)

C
f(w̄)|∇u|p|w′(%)|−1−χ 1

2χ+1

≥ εβ(%)|w′(%)|−1−χf(w̄)|∇u|p.
(9.51)

Putting together (9.49), (9.50) and (9.51), for ε small enough depending only on
C,χ and setting w̄δ = w̄ + δ, the following inequalities hold on Uδ:

∆pu ≥
[
εβ(%)|w′|−1−χf(w̄)

]
|∇u|p;

∆pw̄δ ≤
[
εβ(%)|w′|−1−χf(w̄)

]
|∇w̄δ|p,

u = w̄δ on ∂Uδ.
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To conclude we observe that, since p ≤ 2, the p-Laplacian is non-degenerate ellip-
tic. We claim that we can apply the comparison Theorem 5.3 in [11] (the manifold
version of [196, Thm. 3.5.1]) with the choice

B(x, z, ξ) = εβ(%)|w′(%)|−1−χf(w̄)|ξ|p

to deduce u ≤ w̄δ on Uδ, a contradiction. To ensure the applicability of the above
theorem, we shall check that B is regular, in the sense specified in [11]: for each
compact set K b R× TUδ, there exists a constant LK > 0 such that∣∣B(x, z, ξ)−B(x, z, η)

∣∣ ≤ LK |ξ − η| ∀ (x, z, ξ), (x, z, η) ∈ K.

Towards this end, let A be such that |ξ|+ |η| ≤ A for (x, z, ξ) ∈ K. From

||ξ|p − |η|p| =

∣∣∣∣∣
∫ |ξ|
|η|

ptp−1dt

∣∣∣∣∣ ≤ pAp−1

∣∣∣∣∣
∫ |ξ|
|η|

dt

∣∣∣∣∣
= pAp−1

∣∣|ξ| − |η|∣∣ ≤ pAp−1|ξ − η|,

we obtain

|B(x, z, ξ)−B(x, z, η)| ≤ ε‖β(%)w′(%)−1−χf(w̄)‖∞
∣∣|ξ|p − |η|p∣∣

≤ C̄ε|ξ − η|,

for some C̄ > 0, as claimed. This concludes the proof that u ≤ w̄.

We next show that (CSP) ⇒ (KO0). Suppose the failure of (KO0). Both
cases (i) and (ii) imply f(0)l(0) = 0 since l(t) = tp−1−χ; thus, having fixed r0 > 0
and ξ ∈ (0, ξ0), we can apply Theorem 9.3 to deduce the existence of η small
enough and of a solution u1 ∈ Lip(M\Br0), (Br0 centred at some fixed origin o)
of 

∆pu1 ≥ b(x)f(u1)|∇u1|p−1−χ weakly on M\Br0 ,

0 < u1 ≤ η on M\Br0 ,

u1 = η on ∂Br0 , u1(x)→ 0 as r(x)→∞,

|∇u1| < ξ on M\Br0 .

Set u2(x) = G(x). Up to decreasing η, we can suppose that u1 ≤ u2 on ∂Br0 ,
and thus, by comparison (being ∆pu1 ≥ 0) we deduce u1 ≤ u2 on M\Br0 . Since
u2 trivially solves (P≤), by the subsolution-supersolution method (cf. [138, Thm.
4.4]) there exists a solution u of{

∆pu = b(x)f(u)|∇u|p−1−χ on M\Br0
u1 ≤ u ≤ u2 on M\Br0
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The regularity theorem in [226, Thm. 1] ensures that u ∈ C1,β
loc (M\Br0). Since, by

assumption, u2 vanishes at infinity, u shows the failure of (CSP), concluding our
proof. �

To be able to handle the case of non-constant b, the bound (9.43) becomes
effective provided that we know an upper bound on r in terms of %. In view of
Theorems 4.16, 4.24 and Remark 4.18, this can be done in various cases of interest.
By way of example, the following result applies to manifolds with non-negative
Ricci curvature and maximal volume growth.

Theorem 9.26. Let (Mm, 〈 , 〉) be a complete Riemannian manifold of dimension
m ≥ 3 satisfying

Ric ≥ 0, lim
r→∞

|Br|
rm

> 0.

Fix
p ∈ (1,∞), χ ∈ (0, p− 1], µ ∈ [0, χ+ 1]

and let f satisfy{
f ∈ C(R), f is positive and C-increasing on (0, η0),

∃cF ≥ 1 such that cF f(t) ≥ F (t)
χ
χ+1 for t ∈ [0, η0),

for some η0 > 0. Assume that either

(i) χ = p− 1 and f(0) = 0, or

(ii) χ ∈ (0, p− 1), p ∈ (1, 2), and property (WS) holds (cf. Definition 2.42), or

(iii) χ ∈ (0, 1) and p = 2.

Then, (CSP) holds for solutions of ∆pu ≥
(
1 + r(x)

)−µ
f(u)|∇u|p−1−χ on Ω end of M ;

u ≥ 0, lim
x∈Ω, x→∞

u(x) = 0.
(9.52)

if and only if

F−
1

χ+1 ∈ L1(0+).

Proof. Let % be the fake distance associated to the model Rm. From Theorem 4.24

and Example 4.21, in our assumptions G(x) ≤ C1r(x)−
m−p
p−1 , hence

%(x) ≥ C2r(x) ∀x ∈M,

for some constant C2 > 0. Setting

b(x) =
(
1 + r(x)

)−µ ≥ C(1 + %(x)
)−µ .

= β
(
%(x)

)
,

then (β1), (β2) are matched because of our requirement on µ. The result then
follows by applying Theorem 9.24. �
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Remark 9.27. In view of Remark 4.18, the above theorem applies more generally
to manifolds satisfying Ric ≥ 0 and, for some origin o and some C1 > 0, b > 1,
the reverse doubling inequality

∀t ≥ s > 0,
|Bt|
|Bs|

≥ C1

(
t

s

)b
.

Indeed, in this case

G(x) ≤ C
∫ ∞
r(x)

(
s

|Br|

) 1
p−1

ds,

for some constant C > 0, and therefore

%(x) ≥ C2h(x)
.
= C2

[∫ ∞
r(x)

(
s

|Bs|

) 1
p−1

ds

] p−1
p−m

.

Consequently, Theorem 9.26 rephrases verbatim by replacing the weight (1+ r)−µ

in (9.52) with the function (
1 + h(x)

)−µ
.

A further fake distance and the Feller property

When l is constant and ∆ϕ is the Laplace-Beltrami operator, a different fake
distance ς recently constructed in [20, Thm 2.1] turns out to be effective to improve
Theorem 9.24:

Theorem 9.28 ([20]). Let (M, 〈 , 〉) be a complete manifold of dimension m ≥ 2
satisfying

Ric ≥ −(m− 1)κ2
(
1 + r2

)α/2〈 , 〉 on M, (9.53)

for some κ > 0 and α ∈ [−2, 2]. Fix an origin o with associated distance r(x) =
dist(x, o). Then, there exists constants C1, C2 > 0 depending on m,κ, α, o and a
function ς ∈ C∞(M) such that

C−1
1

(
1 + r(x)

)1+α
2 ≤ ς(x) ≤ C1

(
1 + r(x)

)1+α
2 if α ∈ (−2, 2],

C−1
1 log

(
2 + r(x)

)
≤ ς(x) ≤ C1 log

(
2 + r(x)

)
if α = −2,

max
{
|∇ς|2, |∆ς|

}
≤ C2(1 + r)α on M.

(9.54)

The proof of the existence of ς is delicate and inspired by that in [215], and
we refer the reader to both references for details. Here, we show how to use ς to
prove the compact support principle for solutions of

∆u ≥ (1 + r)−µf(u)
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under the only geometric requirement (9.53), for each α ∈ (−2, 2] and

µ ≤ 1− α

2
, (9.55)

provided that (KO0) holds, i.e, if

1√
F (t)

∈ L1(0+).

The core is to construct the radial compactly supported supersolution w̄ = w(ς),
for some w that we assume to be C2, convex and strictly decreasing until it touches
zero in a C1 way. Using (9.54) and w′ < 0, w′′ ≥ 0, for α > −2 we deduce

∆w̄ = w′′|∇ς|2 + w′∆ς

≤ C2(1 + r)α
{
w′′ − w′

}
≤ C3ς

α(1+α
2 )
−1{

w′′ − w′
}
,

(9.56)

for some constant C3 > 0. Now, let f satisfying (9.45), f(0) = 0 and

cF f(t) ≥
√
F (t) for t ∈ [0, η0),

for some constant cF > 0. We apply Proposition 9.8 with the choices

ϕ(t) = t, l(t) = 1, χ = 1, θ(t) = 1,

β(t) = t−(µ+α)(1+α
2 )
−1

, β̄(t) = t−2

to deduce the existence of w satisfying

w ∈ C1([R,∞)) and C2 except possibly at R1;

0 ≤ w ≤ λ, w(R) = λ, w ≡ 0 on [R1,∞),

w′ < 0 on [R,R1), |w′| ≤ ε on [R,∞),

w′′ − w′ ≤ εt−(µ+α)(1+α
2 )
−1

f(w) on [R,∞).

In fact, K(t) � t2 for t ∈ (0, 1) and the growth requirement (9.19) is equivalent to
(9.55). Plugging into (9.56) and using again (9.54) we get

∆w̄ ≤ C3ες
α(1+α

2 )
−1

ς−(µ+α)(1+α
2 )
−1

f(w)

≤ C4ε(1 + r)−µf(w̄),

for some C4 > 0, hence w̄ is the desired supersolution. The proof of (CSP) now
proceeds verbatim as in Theorem 9.24, case (i), leading to the following
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Theorem 9.29. Let M be a complete m-dimensional manifold satisfying (9.53), for
some κ > 0 and α ∈ (−2, 2]. Let f satisfy (9.45), f(0) = 0 and

cF f(t) ≥
√
F (t) for t ∈ [0, η0),

for some constant cF > 0. Fix µ ≤ 1− α
2 . If

1√
F (t)

∈ L1(0+),

then (CSP) holds for solutions of ∆u ≥
(
1 + r(x)

)−µ
f(u) on Ω end of M ;

u ≥ 0, lim
x∈Ω, x→∞

u(x) = 0.

Remark 9.30. The same method directly applies to the p-Laplacian for each p > 1,
provided that the corresponding of Theorem 9.28 hold. This is likely to be the
case, but the construction of ς may reveal subtleties. In this respect, the gradient
estimates in [235] should be useful.

We conclude this section by commenting on Theorem 9.29. Analogously to
the link between (SMP∞) and (KO∞), it seems to us that the function-theoretic
property that might describe how geometry relates to (CSP) is what is known in
the literature as the Feller property:

Definition 9.31. We say that the Feller property (shortly, (FE)) holds if, for every
end Ω of M and every λ ∈ R+, the minimal positive solution h to{

∆h = λh on Ω,

h = 1 on ∂Ω.

satisfies h(x)→ 0 as x diverges in Ω.

The construction of h proceeds by fixing an exhaustion {Ωj} of Ω by smooth,
relatively compact open sets containing ∂Ω, and taking the limit of the solutions
hj to 

∆hj = λhj on Ωj ,

h = 1 on ∂Ω,

h = 0 on ∂Ωj .

By comparison, h is independent of the chosen exhaustion. Classically, the Feller
property is introduced as the C0 conservation property for the heat flow, that is,
the fact that the heat semigroup Pt preserves the space C0(M) of functions on M
that vanish at infinity:

u(x)→ 0
as x diverges

=⇒ ∀ t > 0, (Ptu)(x)→ 0 as x diverges.
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Its equivalence with Definition 9.31 is shown by R. Azencott, cf. [13]. Various au-
thors investigated the geometric conditions needed to guarantee the Feller prop-
erty, notably [239, 77, 145, 126, 67] and the recent [185]. The most general criteria
for its validity are, to the best of our knowledge, the following two. For G ∈ C(R+

0 ),
as usual let g ∈ C2(R+

0 ) be the solution of Jacobi equation{
g′′ −Gg = 0 on R+

g(0) = 0, g′(0) = 1,

and set vg(r) = ωm−1g(r)m−1.

Theorem 9.32. Let M be a complete manifold of dimension m ≥ 2, fix o ∈ M
and let r(x) = dist(x, o). Then, M is Feller provided that one of the following
properties holds:

(i) [185, Thms. 3.4 and 5.9] o is a pole,

Secrad ≤ −G(r) on M\{o},

for some G ∈ C∞(R+
0 ), and

either
1

vg
∈ L1(∞), or

1

vg
6∈ L1(∞),

∫∞
r
vg

vg(r)
6∈ L1(∞), (9.57)

where the last condition is intended to be trivially satisfied if vg 6∈ L1(∞).

(ii) [126, 127] the Ricci curvature satisfies

Ric ≥ −G(r)〈 , 〉 on M,

for some G ∈ C∞(R+
0 ) matching

G > 0, G′ ≥ 0 on R+
0 , and

1√
G
6∈ L1(∞).

In view of [185, Thm. 3.4], (i) and (ii) are sharp for the Feller property,
and indeed (9.57) is both necessary and sufficient for the model manifold Mg to
be Feller. Observe that the inequalities in (ii) coincide with those appearing in
(2.18), (2.19) to guarantee the (SMP∞), and that the limit polynomial threshold
for both (i) and (ii) is

G(r) � 1 + r2 on R+,

that is, α = 2. Setting l ≡ 1, b ≡ 1 and restricting to the Laplace-Beltrami
operator, cases (i) and (ii) match, respectively, with the geometric conditions
(9.30) in Theorem 9.13 and (9.53) in Theorem 9.29. In view of these remarks, we
feel interesting to suggest the following
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Problem 5. Investigate the validity of the implication

(KO0) + (FE) =⇒ (CSP)

on a (complete) Riemannian manifold, possibly restricting to the inequality

∆pu ≥ f(u)|∇u|p−1−χ.

Can we obtain, for (CSP), a result analogous to Theorem 10.5 below?

Proof of Proposition 9.19

We report the statement to help readability.

Proposition 9.33. Let ϕ, f, l satisfy (9.5) and (9.3), and assume the validity of
(C1), (C2)′, (C4) and (β1)′, (β2)′, (β3), for some r0 > 0. Having fixed a non-negative
θ ∈ C([r0,∞)), suppose that

lim sup
R→∞

K

(
1

RK−1(β(2R))

)
Rθ(R) <∞. (9.58)

Then, there exists a diverging sequence {Rj} such that the following holds: if

1

K−1 ◦ F
∈ L1(0+), (KO0)

then for each ε ∈ (0, ξ0), there exist λ ∈ (0, η0) and, for each R ∈ {Rj}, a function
z with the following properties:

z ∈ C1([R,∞)), and C2 except possibly at 2R

0 ≤ z ≤ λ, z(R) = λ, z ≡ 0 on [2R,∞),

z′ < 0 on [R, 2R), |z′| ≤ ε on [R,∞),(
ϕ(z′)

)′ − θ(t)ϕ(z′) ≤ εβ(t)f(z)l(|z′|) on [R,∞)

We first need the next simple result, whose proof is by direct integration.

Lemma 9.34. If (C1) and (C2)′ hold, then (C2) holds, and also

(K4) ϕ(st) ≤ d1K
′(t)l(t)ϕ(s) = d1tϕ

′(t)ϕ(s) for each s, t ∈ (0, 1]

Proof of Proposition 9.19. Because of (β3) and (9.58), we can choose a sequence
{Rj} satisfying (9.40), for some B2 > 0. Let λ ∈ (0, η0) to be specified later. Using
(KO0), the quantity

Cλ =

∫ λ

0

ds

K−1(F (s))

is well-defined, increasing on (0, η0) and Cλ ↓ 0 as λ → 0+. For each fixed j ∈ N,
we set R = Rj and choose T = T (R, λ) small enough that

T ≤ R,
∫ 2R

2R−T
K−1(β(s))ds ≤ Cλ. (9.59)
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We also set

D = D(λ, T,R) =
Cλ∫ 2R

2R−T K
−1(β(s))ds

,

and note that D ≥ 1. Next, we implicitly define α : [0, TD]→ [0, λ] by the formula

∫ α(s)

0

dτ

K−1(F (τ))
= D

∫ 2R

2R− s
D

K−1
(
β(τ)

)
dτ.

Then, α is increasing and α(0) = 0, α(TD) = λ. Hereafter, the subscript s denotes
differentiation in the s variable. From

αs(s) = K−1
(
F (α(s))

)
K−1

(
β(2R− s/D)

)
> 0 on (0, TD], (9.60)

we deduce αs(0) = 0 and 0 ≤ α(s) ≤ α(DT ) = λ. Using K(0) = 0, we choose λ
small enough that

K−1
(
F (α(s))

)
≤ 1 for s ∈ [0, DT ].

Furthermore, since 2R − s/D ≥ 2R − T ≥ R in view of (9.59), by (β1)′ we can
choose R2 ≥ R1 large enough that

K−1
(
β(2R− s/D)

)
≤ 1 for s ∈ [0, DT ],

whence

|αs(s)| ≤ 1 for each s ∈ [0, DT ] (9.61)

.

To simplify the writing set

β̃(s) = β(2R− s/D), ρ(s) = K−1
(
F (α(s))

)
, τ(s) = K−1

(
β̃(s)

)
, (9.62)

and note that (β2)′ can be rewritten as

β̃s(s)

K−1(β̃(s))
≤ cβ
D
β̃(s) ≤ cβ β̃(s),

the last inequality being a consequence of D ≥ 1. Equation (9.60) becomes αs = ρτ
and therefore

K(αs) = K(ρτ).

Differentiating this latter and using, in the order, (9.62), (C1) together with (C2)′
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(and so (C2) by Lemma 9.34), (C1), (β2)′, (C4) and (9.60) we obtain

(
K(αs)

)
s

= K ′(ρτ)

[
f(α)αsτ

K ′(ρ)
+

β̃sρ

K ′(τ)

]
(C2)

≤ k2K
′(ρ)K ′(τ)

[
f(α)αsτ

K ′(ρ)
+

β̃sρ

K ′(τ)

]
= k2

[
f(α)αsτK

′(τ) + β̃sρK
′(ρ)
]

(C1)

≤ k2k1

[
f(α)αsK(τ) + β̃sK(ρ)

]
= k2k1

[
f(α)αsβ̃ + β̃sF (α)

]
(β2)′

≤ k2k1

[
f(α)αsβ̃ + cβ β̃K

−1(β̃)F (α)
]

(C4)

≤ k2k1

[
f(α)αsβ̃ + cF cβ β̃K

−1(β̃)f(α)K−1(F (α))
]

(9.60)
= k2k1

[
1 + cF cβ

]
β̃f(α)αs for each s ∈ (0, DT ).

(9.63)

Therefore, differentiating K we deduce

αsϕs(αs)

l(αs)
αss =

(
K(αs)

)
s
≤ k2k1

[
1 + cF cβ

]
β̃f(α)αs,

and since αs > 0 and T ≤ R, by the monotonicity of β̃ we obtain(
ϕ(αs)

)
s
≤ k2k1

[
1 + cF cβ

]
β̃f(α)l(αs)

≤ k2k1

[
1 + cF cβ

]
β̃
(
Rs
T

)
f(α)l(αs) on (0, DT ).

(9.64)

We also note that
(
K(αs)

)
s
≥ 0 follows from the first line in (9.63) and the fact

that β̃s ≥ 0, hence αss ≥ 0. Integrating (9.64) on (0, s], s ∈ (0, DT ] and using
K−1(0) = 0, the monotonicity of β̃s and αs, (9.5) and T ≤ R we get

ϕ
(
αs(s)

)
≤ k2k1

[
1 + cF cβ

]
C2TDβ̃

(
Rs

T

)
f
(
α(s)

)
l
(
αs(s)

)
(9.65)

Next, we define the function z : [R,∞)→ [0, λ) by setting

z(t) =

{
α(s), s = DT

(
2− t

R

)
if t ∈ [R, 2R];

0 if t > 2R.

Then, z ∈ C1([R,∞)) (actually, C2 with a possible exception at t = 2R) and z is
non-increasing. Furthermore,

z(R) = α(DT ) = λ, z(2R) = z′(2R) = 0, z′(t) = −DT
R
αs(s). (9.66)
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We pause for a moment to estimate the quotient DT/R. By definition, and since
β is decreasing,

DT

R
=

CλT

R
∫ 2R

2R−T K
−1(β(τ))dτ

≤ 2Cλ
2RK−1(β(2R))

. (9.67)

Using (β3) and recalling that R = Rj satisfy (9.40),

−2Rβ′(2R)

β(2R)
≥ ĉβ

2
,

whence, applying (β2)′,

1

2RK−1(β(2R))
≤ cββ(2R)

−2Rβ′(2R)
≤ 2cβ

ĉβ
,

and inserting into (9.67),
DT

R
≤ 4cβCλ

ĉβ
.

Up to a further reduction of λ, we can guarantee that DT/R ≤ ε, and consequently
by (9.61) and (9.66)

|z′| ≤ ε.
This shows the third relation in (9.39). Next, since |αs| ≤ 1 on (0, DT ), applying
(K4) in Lemma 9.34, (9.65), (C2)′ and since

β̃

(
R

T
s

)
= β̃(2DR−Dt) = β(t)

we infer

−ϕ
(
z′(t)

)
= ϕ

(
− z′(t)

)
= ϕ

(
DT

R
αs(s)

)
(K4)

≤ d1K
′
(
DT

R

)
l

(
DT

R

)
ϕ
(
αs(s)

)
(9.65)

≤ d1k1k2 [1 + cF cβ ]C2DTK ′
(
DT

R

)
l

(
DT

R

)
β̃

(
Rs

T

)
f
(
α(s)

)
l
(
αs(s)

)
(C2)′

≤ c1d1k1k2 [1 + cF cβ ]C2DTK ′
(
DT

R

)
β(t)f

(
α(s)

)
l
(DT
R
αs(s)

)
= c1d1k1k2 [1 + cF cβ ]C2DTK ′

(
DT

R

)
β(t)f

(
z(t)

)
l
(
|z′(t)|

)
≤ c1d1k

2
1k2 [1 + cF cβ ]C2RK

(
DT

R

)
β(t)f

(
z(t)

)
l
(
|z′(t)|

)
.

(9.68)
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We next investigate (ϕ(z′))′. By definition, and because of (C2)′, αss ≥ 0, (9.64)
and (C1), we obtain(

ϕ(z′)
)′

=ϕ′
(
DT

R
αs(s)

)
D2T 2

R2
αss(s)

(C2)′

≤ d1ϕ
′
(
DT

R

)
ϕ′(αs(s))

D2T 2

R2
αss(s)

=d1ϕ
′
(
DT

R

)
D2T 2

R2

(
ϕ(αs(s))

)
s

(9.64)

≤ k2k1

[
1 + cF cβ

]
d1ϕ

′
(
DT

R

)
D2T 2

R2
β(t)f

(
α(s)

)
l
(
αs(s)

)
(9.69)

=k2k1

[
1 + cF cβ

]
d1ϕ

′
(
DT

R

)
D2T 2

R2
β(t)f

(
z(t)

)
l

(
R

DT
|z′(t)|

)

=k2k1

[
1 + cF cβ

]
d1
DT

R
K ′
(
DT

R

)
l

(
DT

R

)
β(t)f

(
z(t)

)
l

(
R

DT
|z′(t)|

)
(C1), (C2)′

≤ c1k2k
2
1

[
1 + cF cβ

]
d1K

(
DT

R

)
β(t)f

(
z(t)

)
l
(
|z′(t)|

)
.

Combining (9.68) and (9.69) and using z′ ≤ 0, for t ∈ [R, 2R] we get(
ϕ(z′)

)′ − θ(t)ϕ(z′) =
(
ϕ(z′)

)′
+ θ(t)ϕ(−z′)

≤ c1d1k
2
1k2

[
1 + cF cβ

]
K

(
DT

R

)[
1 + C2Rθ(R)

]
β(t)f(z)l

(
|z′|
)
.

(9.70)

Observe now that properties (C1) and (C2)′ (hence, (C2) by Lemma 9.34) guar-
antee the validity of (K1) in Lemma 9.11. Possibly reducing λ in such a way that

max

(√
Cλ,K

(√
Cλ4cβ
ĉβ

))
≤ 1

and using (9.67), we get

K

(
DT

R

)
≤K

(
Cλ

RK−1(β(2R))

)
(K1)

≤ k1k2K(
√
Cλ)K

( √
Cλ

RK−1(β(2R))

)

≤k1k2K(
√
Cλ) min

[
K

(
1

RK−1(β(2R))

)
, 1

]
.
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Inserting into (9.70), using C ≥ 1 and (9.58), we obtain(
ϕ(z′)

)′ − θ(t)ϕ(z′) ≤ c1d1k
3
1k

2
2

[
1 + cF cβ

]
C2K

(√
Cλ

)
·

×
[
1 +K

(
1

RK−1(β(2R))

)
Rθ(R)

]
β(t)f(z)l

(
|z′|
)

≤ (1 +B2)c1d1k
3
1k

2
2

[
1 + cF cβ

]
C2K

(√
Cλ

)
β(t)f(z)l

(
|z′|
)

for t ≥ R. With a possible smaller choice of λ, still independent of R, we can
ensure that

(1 +B2)c1d1k
3
1k

2
2

[
1 + cF cβ

]
C2K(

√
Cλ) ≤ ε,

concluding the proof. �



Chapter 10

Keller-Osserman, a priori
estimates and the (SL) property

In this section, we relate the Keller-Osserman condition

1

K−1 ◦ F
∈ L1(∞) (KO∞)

to the strong Liouville property (SL) for solutions of (P≥). It is particularly in-
teresting to see how geometry comes into play via the validity of the weak or the
strong maximum principle for (bl)−1∆ϕ. Hereafter, we require



ϕ ∈ C(R+
0 ) ∩ C1(R+), ϕ(0) = 0, ϕ′ > 0 on R+,

l ∈ C(R+
0 ), l > 0 on R+,

f ∈ C(R),

f > 0 and C-increasing on (η̄0,∞), for some η̄0 ≥ 0,

(10.1)

and moreover
tϕ′(t)

l(t)
∈ L1(0+)\L1(∞). (10.2)

Having defined K as in (2.7), by (10.2) K is a homeomorphism of R+
0 onto itself,

thus (KO∞) is well defined with

F (t) =

∫ t

η̄0

f(s)ds. (10.3)

Note that, for the mean curvature operator, if l ≡ 1 then K is not surjective on
R+, that is, (10.2) does not hold. Indeed, for operators of mean curvature type
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one is able to guarantee property (SL) without the need of the Keller-Osserman
condition, at least in some instances. In this respect, the following result of Y.
Naito and H. Usami [168] is illustrative1:

Theorem 10.1 ([168], Thms. 1,2,3). Let ϕ, f satisfy (10.1) and

f(0) = 0, f > 0 and non decreasing on R+.

Consider a non-negative solution u ∈ C1(Rm) of ∆ϕu ≥ f(u) on Rm.

(i) If ϕ(∞) <∞, then u ≡ 0 on Rm.

(ii) If ϕ(∞) = ∞, then the only non-negative solution is u ≡ 0 if and only if
(KO∞) holds.

Remark 10.2. As observed in [168], when l ≡ 1 condition ϕ(∞) = ∞ implies
K∞ =∞ and thus (KO∞) is meaningful. This follows from the next inequalities:

K(t) +

∫ 1

0

ϕ(s)ds =

∫ t

0

sϕ′(s)ds+

∫ 1

0

ϕ(s)ds

= tϕ(t)−
∫ t

1

ϕ(s)ds ≥ ϕ(t).

In fact, in the Appendix of [168] it is also proved that if tϕ(t) � tp in a neighbour-
hood of infinity, for some p > 1, then also K(t) � tp.

In the last subsection, we will discuss in detail the case of mean curvature type
operators, for which we describe appropriate Keller-Osserman conditions (that are
necessary in some cases!) for the validity of (SL). First, we focus on those operators
for which (10.2) holds, and begin with considering the implication (SL)⇒ (KO∞).

10.1 Necessity of (KO∞) for the (SL) property

The main result of this section is Theorem 10.3 below: under the failure of
(KO∞), we exhibit a non-constant, non-negative solution u ∈ C1(M) of (P≥) on
any complete manifold with a pole o and satisfying the mild curvature restriction

Secrad ≤ −G(r) on M\{o}, (10.4)

for some G ∈ C(R+
0 ) with the property that

t

∫ ∞
t

G−(s)ds ≤ 1

4
∀ t ∈ R+ (10.5)

1The statement reported here is slightly different from the original one in Theorems 1,2,3 of
[168]. However, the two are equivalent in view of Lemma 5.6. Moreover, their notion of solution
needs the further condition |∇u|−1ϕ(|∇u|)∇u ∈ C1(Rm), and ∆ϕu ≥ f(u) is meant in the
pointwise sense.
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with G− = −min{G, 0}. In view of Remark 3.4, (10.5) guarantees both g > 0 and
g′ > 0 on R+. In fact, (10.4) and (10.5) are only used to guarantee that the model to
be compared to M is defined on the entire Rm, and seems to be merely a technical
requirement (although, probably challenging to remove). Loosely speaking, this
would suggest that there is no geometric obstruction to ensure that (KO∞) be
necessary for (SL).

Theorem 10.3. Let Mm be a complete Riemannian manifold with a pole o ∈ M ,
and assume (10.4) for some G ∈ C(R+

0 ) enjoying (10.5). Let ϕ, f, l satisfy (10.1)
and (10.2), and

f(0) = 0, f > 0 on R+.

If
1

K−1 ◦ F
6∈ L1(∞), (¬KO∞)

Then, for each b ∈ C(M), b > 0 on M there exists a non-constant, non-negative
u ∈ C1(M) satisfying (P≥), that is,

∆ϕu ≥ b(x)f(u)l(|∇u|) on M.

In particular, (SL) does not hold on M .

Proof. Let g ∈ C2(R+
0 ) be the solution of{

g′′ −Gg = 0 on R+,

g(0) > 0, g′(0) = 1,
(10.6)

that is positive and increasing in view of Remark 3.4. Let vg(r) = ωm−1g(r)m−1

be the volume growth of spheres centred at the origin of the model Mg. Define
a ∈ C(R+

0 ) and l̄ ∈ C(R+
0 ) in such a way that

b(x) ≤ a
(
r(x)

)
∀x ∈M,

l̄ ≥ l on R+
0 , l̄(0) > 0, l̄ = l on [1,∞).

Then, all of the assumptions in Proposition 5.13 are satisfied with l̄ replacing l
and ℘ = vg, and there exists a non-constant function w ∈ C1(R+

0 ) solving{ [
vgϕ(w′)

]′
= avgf(w)l̄(|w′|) on R+,

w′(0) = 0, w ≥ 0, w′ ≥ 0 on R+.

Set u(x) = w
(
r(x)

)
. By the Laplacian comparison theorem from below (i.e. taking

traces in (3.7) of Theorem 3.6), and using that l̄ ≥ l, w′ ≥ 0 and ϕ(w′) ∈ C1(R+
0 ),

we have

∆ϕu =
[
ϕ(w′)

]′
+ ϕ(w′)∆r ≥

[
ϕ(w′)

]′
+ ϕ(w′)

v′g
vg

= v−1
g

[
vgϕ(w′)

]′
= af(w)l̄(|w′|) ≥ b(x)f(u)l(|∇u|).

(10.7)
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Since o is a pole and w′(0) = 0, u ∈ C1(M) and provides the desired solution. �

Remark 10.4. Evidently, (10.5) can be replaced by the only requirement that the
solution g of the Jacobi equation (10.6) is positive and non-decreasing on R+.

The use of the mixed Dirichlet-Neumann problem to prove Theorem 10.3 is
inspired by the very recent [33]: in Theorem 1.1 therein, the authors prove existence
under (¬KO∞) in the setting of the Heisenberg group, for each l ∈ C(R+

0 ) with
l > 0 on R+

0 . In particular, no C-monotonicity of l is needed. To the best of
our knowledge, in the literature the existence of entire solutions of (P≥) under
the failure of (KO∞) has been shown just in a few further special cases, see for
instance [156, p. 694-696], [147, Thm. 1.3], [95, Cor. 1.1]. Differently from [33],
in the constructions in [156, 147, 95] the radial function u is defined implicitly
by a direct use of (KO∞), in a way analogous to that in Proposition 9.8. This
method needs various structural assumptions on ϕ, b, l, that considerably restrict
the range of the operators. On the contrary, the use of the Dirichlet-Neumann
problem allows to make a clean, simpler proof of the existence of solutions of
(P≥) and, at the same time, to remove the unnecessary conditions on ϕ, f, l: in
particular, neither we assume a controlled growth of b nor the C-monotonicity
(increasing or decreasing) of l. However, the presence of a pole, intimately related
to the use of the comparison theorem from below, is unavoidable for our method
to work, as well as for those in the above references. It would be interesting to
investigate the following

Question. Can one prove the necessity of (KO∞) for property (SL) on a general
complete manifold, at least for some classes of ϕ and l?

Note that, in the p-Laplacian case, a direct use of the fake distance % as in
the proof of Theorem 2.43 is not enough to conclude. Indeed, from (4.13) and
taking into account (10.7), for u to solve (P≥) we need a global lower bound for
|∇%|. Despite the fact that lower bounds for |∇%| seem very difficult to achieve,
their existence coupled with the properness of % would still force, by Morse theory,
topological restrictions on M .

10.2 Sufficiency of (KO∞) for the (SL) property

The investigation of the sufficiency of (KO∞) for (SL) in a manifold setting
began with the pioneering [50, 239], for the prototype semilinear example ∆u ≥
f(u). There, geometry is taken into account via a constant lower bound on the Ricci
tensor of M . The Liouville theorems therein proved to be remarkably effective in a
wealth of different geometric problems. Among them, we stress a striking proof of
the generalized Schwarz-Pick Lemma for maps between Kahler manifolds in [237],
and the Bernstein theorem for maximal hypersurfaces in Minkovski space in [51].
Since then, various authors studied possible useful generalizations, notably [163]
for the inequality

∆u ≥ ϕ(u, |∇u|).
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The topic has first been considered from a general perspective in [181], that also
contains a detailed account of the previous literature, and later more specifically
in [156] for quasilinear equations including (P≥) with non-constant l. As usual,
the geometric requirements range from a control on the Ricci to a growth estimate
for the volume of geodesic balls. In the next subsections, we will describe improve-
ments of the results therein, as well as new theorems, and discuss their sharpness.
Of particular interest for us is the case of mean curvature type operators, for
which interesting specific phenomena appear. Typically, but not exclusively, we
will consider a gradient nonlinearity of the type

l(t) � ϕ(t)

tχ
on R+,

that, for the mean curvature operator, vanishes both as t → 0+ and as t → ∞
when χ ∈ (0, 1). When l is allowed to vanish both at t = 0 and at t =∞ we cannot
rely on the existing literature, because all of the results that we know require a
C-monotonicity of l, either increasing (cf. [156]) or decreasing (cf. [33]).

We begin with the following result that considers homogeneous operators and
a power-like gradient dependence. In this case, we can give a very simple proof of
the next implication:

(SMP∞) + (KO∞) =⇒ (SL). (10.8)

The argument naturally splits into two steps. First, the combination of (SMP∞)
and (KO∞) guarantees that each solution of (P≥) is, in fact, bounded from above;
in the second step we are left to prove the validity of (L).

Theorem 10.5. Let M be a Riemannian manifold. Fix p > 1, χ ∈ (−1, p− 1], and
let f ∈ C(R) satisfying{

f > 0 on (η̄0,∞)

F (t)
χ
χ+1 ≤ cF f(t), on (η̄0,∞), for some constant cF > 0.

(10.9)

Let u ∈ C1(M) solve ∆pu ≥ f(u)|∇u|p−1−χ on M . If

1. l−1∆p satisfies (SMP∞) with l(t) = tp−1−χ, and

2. the Keller-Osserman condition (KO∞) holds, that is,

F (t)−
1

χ+1 ∈ L1(∞),

then
u∗ = sup

M
u <∞ and f(u∗) ≤ 0.

Remark 10.6. Note that the second in (10.9) is the equivalent, at infinity, of
condition (C4), repeatedly used in the proof of the compact support principle.
It is easy to see that the condition is, for general f , unrelated to (KO∞).
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Proof. In our assumptions, the function K defined in (2.7) satisfies K(t) � tχ+1

on, say, [1,∞), thus K∞ = ∞ and (KO∞) is meaningful. Let g ∈ C2(R) be such
that

g′ > 0 on R, g(t) =

∫ t

η̄0

ds

K−1(F (s))
for t ≥ η̄0 + 1.

Suppose by contradiction that u∗ =∞, so that Ωη̄0+1 = {x ∈M : u(x) > η̄0 + 1}
is non-empty. Set h(x) = g(u(x)). Then, h ∈ C1(M) and h∗ < ∞ because of
(KO∞). Computations show that, on Ωη̄0+1,

∇h = g′(u)∇u =
∇u

K−1(F (u))

∆ph = (p− 1)(g′)p−2g′′|∇u|p + (g′)p−1∆pu

≥
[
−|∇h|pK−1(F (u))p−1−χ + |∇u|p−1−χ] f(u)

K−1(F (u))p−1

=
[
1− |∇h|χ+1

] f(u)|∇h|p−1−χ

K−1(F (u))χ

in the weak sense. Next, by (10.9),

f(u)

K−1(F (u))χ
≥ ĉF > 0 on (η̄0,∞),

for some constant ĉF > 0. Then, for each ε ∈ (0, 1) on the open, non-empty set

Ωη,ε =
{
x ∈M : h(x) > η and |∇h(x)| < ε

}
the function h solves

∆ph ≥ ĉF (1− εp)|∇h|p−1−χ,

contradicting the validity of (SMP∞) for l−1∆p. Therefore, u∗ < ∞ and, since
(SMP∞) is in force, we can apply Proposition 7.4 to deduce that f(u∗) ≤ 0. This
concludes the proof. �

Corollary 10.7. In the assumptions of Theorem 10.5, (SL) holds for each f > 0
on R+ satisfying (10.9).

Remark 10.8. Theorem 10.5 should be compared with [181, Thm. 1.31], that im-
proves on previous results of Cheng and Yau [50] and Motomiya [163]. In [181],
the authors consider solutions of

∆u ≥ ϕ(u, |∇u|) on M

under suitable assumptions on ϕ that are skew with those in Theorem 10.5, and
infer the bound f(u∗) ≤ 0 under the validity of (SMP∞) for the Laplace-Beltrami
operator ∆.
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Remark 10.9. We stress that Theorem 10.5 also holds for l(t) = tp−1−χ when
χ ∈ (−1, 0). However, this range is not included in Theorem 7.5 and, indeed,
currently we do not know which geometric conditions ensure (SMP∞) or even
(WMP∞) for l−1∆p and negative χ. For further related comments, we refer to
Remark 10.42 below.

As a prototype example of applicability of the above theorem, we give a quick
proof of the following classical result. The first part of Theorem 10.10 below is due
to R. Osserman who introduced (KO∞), as we have mentioned in the Introduction,
to prove his result; the second is a restatement of the classical Schwarz-Pick Lemma
from complex analysis.

Theorem 10.10 ([175]). Let (M, g) be a complete, non-compact, simply connected
Riemann surface with Sec ≤ −1. Then,M is conformally equivalent to the Poincaré
disk (D, gH) via some conformal diffeomorphism ϕ : D→M satisfying ϕ∗g ≤ gH.

Proof. We recall that, if g = e2uh is a conformal deformation of a metric h on a
surface M , then u turns out to satisfy the Yamabe equation

∆u = −Kge
2u +Kh,

where we denoted withKg andKh the Gaussian curvatures of g and h, and ∆ is the
Laplace-Beltrami operator of h. By the Riemann-Köbe uniformization theorem,
M is conformal either to the Euclidean plane R2 with its flat metric gR, or to the
Poincaré disk (D, gH) with the hyperbolic metric gH of, say, sectional curvature
−1. Both on R2 and on D, the operator ∆ satisfies (SMP∞) because of Theorem
8.5. Suppose by contradiction that g = e2ugR. Then, u satisfies

∆u = −Kg(x)e2u ≥ e2u on R2.

We therefore apply Theorem 10.5 with f(t) = e2t to deduce that u is bounded
above and f(u∗) ≤ 0, that is clearly impossible. Hence, M is conformally the
Poincaré disk and setting g = e2ugH, from KgH = −1 and Kg ≤ −1 the function u
satisfies

∆u = −Kge
2u − 1 ≥ e2u − 1.

Setting f(t) = e2t − 1, f still satisfies (KO∞) and (10.9). Furthermore, on the
Poincaré disk ∆ satisfies (SMP∞), and again by Theorem 10.5 we get f(u∗) ≤ 0,
that is u∗ ≤ 0. Therefore, g = e2ugH ≤ gH. �

We pause for a moment to comment on the necessity to require (SMP∞)
in Theorem 10.5. The validity of (L) for f > 0 on R+ is granted under the sole
assumption (WMP∞) by Proposition 7.4. Thus, one might wonder whether the
implication

(SMP∞) + (KO∞) =⇒ (SL)

for f > 0 on R+ satisfying (10.9) could be improved to

(WMP∞) + (KO∞) =⇒ (SL).
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This amounts to showing that the combination (WMP∞) + (KO∞) guarantees
global L∞-estimates for solutions of ∆pu ≥ f(u). This is generally false, as the
following example shows.

Example 10.11. Consider the punctured Euclidean space Rm\{0} with its flat
metric. Then, it is easy to see that ∆ satisfies (WMP∞). Indeed, define a function
w ∈ C2(Rm\{0}) as follows:

w(x) = − log |x|+ |x|2 if m = 2,

w(x) = |x|2−m + |x|2 if m ≥ 3.

then w is an exhaustion on Rm\{0}, i.e., it has relatively compact sublevel sets,
and ∆w = 2m ≤ w outside a compact set. The function w is therefore a good
Khasminskii potential, whose existence implies (WMP∞), see for instance [107]
and [181, Prop. 3.2]. In fact, the existence of such a w is equivalent to (WMP∞),
cf. [157, 153] for details. Now, consider

σ ∈
(

1,
m+ 2

m

)
, β =

2

σ − 1
, u(x) = |x|−β .

Then, a computation shows that

∆u = β(β −m)uσ.

Hence, ∆u ≥ cuσ for some constant c > 0 in our range on σ. On the other hand,
it is easy to check that the function f(t) = ctσ satisfies f > 0 on R+ together with
(10.9) and (KO∞). Therefore, (WMP∞) is not enough to conclude (SL) even for
functions matching (KO∞).

Remark 10.12. Example 10.11 is on a geodesically incomplete manifold. As sug-
gested in the Introduction, it would be very interesting to find an analogous phe-
nomenon for a complete manifold. It is likely that the technique in [32] to construct
a complete manifold such that ∆ satisfies (WMP∞), but not (SMP∞), be useful
to produce a complete example.

10.3 Ricci curvature and (SL)

When the operator is not of p-Laplacian type, the straightforward method
described in Theorem 10.5 does not work, and we cannot directly infer implication
(10.8). Nevertheless, in what follows we will describe how to obtain a sharp result
for a much larger class of operators including various of geometric interest. The
geometric assumption is given in term of a control on the Ricci curvature at
infinity, the same as the one in Theorem 8.5 to guarantee the validity of the
(SMP∞). Similarly, the approach is inspired by the Phrágmen-Lindelöff method.
To construct the relevant supersolutions, we need some mild conditions relating ϕ
and l. We assume (10.1) and (10.2), and furthermore that
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l is C-increasing on R+
0 . (10.10)

Moreover, we require the existence of χ1, χ2 ∈ R such that

(χ1) t 7→ ϕ′(t)

l(t)
t1−χ1 is C-increasing on R+,

(χ2) t 7→ ϕ(t)

l(t)
t−χ2 is C-increasing on R+.

Concerning β and β̄, we require

(ββ̄) β ∈ C([r0,∞)), β̄ ∈ C1([r0,∞)),

β̄′ ≤ 0, β̄ 6∈ L1(∞).

Example 10.13. If ϕ(t) = tp−1 and l(t) � tp−1−χ on R+, then (χ1), (χ2) are both
satisfied provided that

χj ≤ χ for each j ∈ {1, 2}.

If ϕ(t) = t/
√

1 + t2 is the mean curvature operator, and l(t) � ϕ(t)/tχ on R+ for
some χ ∈ R, then (χ1), (χ2) hold provided that

χ1 ≤ χ− 2, χ2 ≤ χ.

Finally, if ϕ(t) = tet
2

is the operator of exponentially harmonic functions and
l(t) � tq on R+, (χ1) and (χ2) hold whenever

max{χ1, χ2} ≤ 1− q.

We shall first deduce some useful properties from the validity of (χ1) and
(χ2).

Lemma 10.14. Assume that ϕ and l satisfy (10.1). Then, (χ1) with χ1 > −1
implies (10.2). Moreover, (χ2) with χ2 ≥ 0 implies

t−χ2
ϕ(t)

l(t)
∈ L∞

(
(0, 1)

)
. (10.11)

In particular, ϕ(t)/l(t)→ 0 as t→ 0+ whenever χ2 > 0.

Proof. Assume (χ1). By definition, there exists C ≥ 1 such that

0 < s1−χ1
ϕ′(st)

l(st)
≤ Cϕ

′(t)

l(t)
∀t ∈ R+ s ∈ (0, 1],
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or, equivalently,

s1−χ1
ϕ′(st)

l(st)
≥ C−1ϕ

′(t)

l(t)
∀t ∈ R+ s ∈ [1,∞). (10.12)

Setting t = 1, if χ1 > −1 we deduce that sϕ′(s)
l(s) ∈ L

1(0+) \L1(∞), that is, (10.2).

Similarly, if (χ2) holds then

ϕ(st)

l(st)
s−χ2 ≤ Cϕ(t)

l(t)
∀t ∈ R+ s ∈ (0, 1],

and (10.11) follows by setting t = 1. �

Lemma 10.15. Assume that ϕ and l satisfy (10.1), and let F be a positive function
defined on (η̄0,∞). If (χ1) holds with χ1 > −1, then there exists a constant B ≥ 1
such that, for every σ ≤ 1,

σ
1

χ1+1

K−1(σF (t))
≤ B

K−1(F (t))
on (η̄0,∞).

Proof. According to Lemma 10.14, (χ1) with χ1 > −1 implies (10.2), so K−1 is
well defined on R+

0 . Changing variables in the definition of K, and using (10.12)
above, for every λ ≥ 1 and t ∈ R+ we have

K(λt) =

∫ λt

0

s
ϕ′(s)

l(s)
ds = λ2

∫ t

0

s
ϕ′(λs)

l(λs)
ds

≥ C−1λχ1+1

∫ t

0

s
ϕ′(s)

l(s)
ds = C−1λχ1+1K(t),

where C ≥ 1 is the constant in (χ1). Applying K−1 to both sides of the above
inequality, and setting t = K−1(σF (s)) we deduce

λK−1(σF (s)) ≥ K−1(λχ1+1σC−1F (s)),

whence, setting λ = (C/σ)1/(χ1+1) ≥ 1, the required conclusion follows with B =
C1/(χ1+1). �

We are ready to construct blowing-up supersolutions that remain close to
the constant η̄0 in (10.1) on an arbitrarily fixed annulus. The construction is an
improvement of the one in [156, Prop. 3.4], and at the same a simplification of it.
We recall that F is defined as in (10.3).

Proposition 10.16. Assume (10.1) and (10.10). Suppose further (χ1) and (χ2) with

χ1 > 0, χ2 > 0,
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and let β, β̄ satisfy (ββ̄). Fix θ ∈ C([r0,∞)) with the property that
β̄(r)χ1+1

β(r)
∈ L∞([r0,∞)),

θ(r)β̄(r)χ2

β(r)
∈ L∞

(
[r0,∞)

)
.

(10.13)

If (KO∞) holds, then for each ε > 0, 0 < δ < λ and r1 > r0, there exist R1 > r1

and a C1 function w : [r0, R1)→ [η̄0 + δ,∞) solving
(
ϕ(w′)

)′
+ θ(r)ϕ(w′) ≤ εβ(r)f(w)l(w′) on [r0, R1)

w′ > 0 on [r0, R1), w(r)→∞ as r → R−1

η̄0 + δ ≤ w ≤ η̄0 + λ on [r0, r1].

(10.14)

Proof. Note first of all that (KO∞) is meaningful because, by Lemma 10.14, (χ1)
with χ1 > −1 implies (10.2). Since β̄ is bounded on [r0,∞), by rescaling we can
assume that β̄ ≤ 1. For a given σ ∈ (0, 1] to be specified later, set

Cσ =

∫ ∞
η̄0+δ

ds

K−1(σF (s))
,

which is well defined in view of (KO∞), (10.10) and Lemma 5.6. Since β̄ 6∈ L1(∞),
there exists Rσ > r0 such that

Cσ =

∫ Rσ

r0

β̄(s)ds.

We note that, by monotone convergence, Cσ →∞ as σ → 0+, and we can therefore
choose σ > 0 small enough that Rσ > r1. We let w : [r0, Rσ) → [η̄0 + δ,∞) be
implicitly defined by the equation∫ Rσ

r

β̄(s)ds =

∫ ∞
w(r)

ds

K−1(σF (s))
, (10.15)

so that, by definition,

w(r0) = η̄0 + δ, w(r)→∞ as r → R−σ .

Differentiating (10.15) yields

w′(r) = β̄(r)K−1
(
σF (w(r))

)
, (10.16)

so that w′ > 0 on [r0, Rσ), and

σF (w) = K(w′/β̄).
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Differentiating once more, using the definition of K and (10.16), we obtain

σf(w)w′ = K ′(w′/β̄)(w′/β̄)′ =
w′

β̄

ϕ′(w′/β̄)

l(w′/β̄)

(w′
β̄

)′
,

that is,

ϕ′
(
w′

β̄

)(
w′

β̄

)′
= σβ̄f(w)l

(
w′

β̄

)
on [r0, Rσ). (10.17)

Since f > 0 on (η̄0,∞) and w′ > 0, we infer that w′/β̄ is non-decreasing. Moreover,
from β̄′ ≤ 0 we deduce

(w′
β̄

)′
=
w′′

β̄
− w′β̄′

β̄2
≥ w′′

β̄
.

Inserting this into (10.17), using β̄ ≤ 1 and (χ1) (in the form of (10.12)), and
rearranging we obtain

ϕ′(w′)w′′ ≤
{
Cσ

β̄χ1+1

β

}
βf(w)l(w′) on [r0, Rσ). (10.18)

We next integrate (10.17) on [r0, r], and we use (10.10) coupled with the mono-
tonicity of both w and w/β̄ to deduce

ϕ

(
w′

β̄

)
≤ ϕ

(
w′

β̄

)
(r0) + C2σf(w)l

(
w′

β̄

)∫ r

r0

β̄ds, (10.19)

and thus using (χ2), β̄ ≤ 1 and w(r0) = η̄0 + δ we get

ϕ(w′)

l(w′)

(χ2)

≤ C2β̄χ2
ϕ(w′/β̄)

l(w′/β̄)

≤C2β̄χ2

[ϕ(w′/β̄)(r0)

l(w′/β̄)
+ C2σf(w)

∫ r

r0

β̄ds
]

(10.1)+(10.10)

≤ C2 β̄
χ2

β

[
C2 ϕ(w′/β̄)(r0)

f(η̄0 + δ)l(w′/β̄)(r0)
+ C2σ

∫ r

r0

β̄ds
]
βf(w)

(10.15)

≤ C4 β̄
χ2

β

[ ϕ(w′/β̄)(r0)

f(η̄0 + δ)l(w′/β̄)(r0)
+ σ

∫ ∞
η̄0+δ

ds

K−1(σF (s))

]
βf(w).

Next, we use (10.16) with r = r0 and the fact that, by Lemma 10.15,

σ

∫ ∞
η̄0+δ

ds

K−1(σF (s))
≤ Bσ

χ1
χ1+1

∫ ∞
η̄0+δ

ds

K−1(F (s))
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to obtain

ϕ(w′) ≤ C1
β̄χ2

β

[ ϕ(K−1(σF (η̄0 + δ)))

f(η̄0 + δ)l(K−1(σF (η̄0 + δ)))

+ σ
χ1
χ1+1

∫ ∞
η̄0+δ

ds

K−1(F (s))

]
βf(w)l(w′)

= C1Ĉσ
β̄χ2

β
βf(w)l(w′)

(10.20)

for some C1 > 0, and where we set

Ĉσ =
ϕ(K−1(σF (η̄0 + δ)))

f(η̄0 + δ)l(K−1(σF (η̄0 + δ)))
+ σ

χ1
χ1+1

∫ ∞
η̄0+δ

ds

K−1(F (s))
.

Putting together (10.18) and (10.20), and using (10.13), we obtain(
ϕ(w′)

)′
+ θ(r)ϕ(w′)

≤

{
Cσ

∥∥∥∥ β̄χ1+1

β

∥∥∥∥
L∞([r0,∞))

+ C1Ĉσ

∥∥∥∥θβ̄χ2

β

∥∥∥∥
L∞([r0,∞))

}
βf(w)l(w′).

Because of (χ2) with χ2 > 0 and Lemma 10.14, Ĉσ → 0 as σ → 0, and we can
choose σ small enough such that the differential inequality in (10.14) is satisfied.
To prove the last condition in (10.14), simply observe that by (10.15)∫ r1

r0

β̄(s)ds =

∫ w(r1)

η̄0+δ

ds

K−1(σF (s))
,

thus w(r1) → η̄0 + δ as σ → 0. Since w is increasing, it is enough to choose σ in
such a way that ∫ r1

r0

β̄(s)ds <

∫ η̄0+λ

η̄0+δ

ds

K−1(σF (s))
.

�

Remark 10.17. We can weaken our assumptions on χ1, χ2 to

χ1 ≥ 0, χ2 ≥ 0 and χ1χ2 = 0,

assuming the further condition

lim sup
t→+∞

f(t) =∞.

Indeed, one can still guarantee the existence of a divergent sequence δj →∞ such
that, for each δ ∈ {δj} and λ > δ, there exists w solving (10.14). All is needed to
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conclude the proof is that Ĉσ can be made arbitrarily small for suitable σ and δ.
First, using (χ2) and Lemma 10.14, choose δj so that

1

f(η̄0 + δj)

∥∥∥ϕ
l

∥∥∥
L∞([0,1])

+

∫ ∞
η̄0+δj

ds

K−1(F (s))

is small enough, and then choose σ in such a way that K−1(σF (η̄0 + δ)) ≤ 1. The
coupling of these two conditions guarantee the smallness of Ĉσ.

Remark 10.18. It is interesting to compare Proposition 10.16 with the correspond-
ing Proposition 9.8 for the compact support principle. Although their underlying
idea is the same, the two constructions are not specular, neither are the conditions
on ϕ, f, l. The reason is that, while the monotonicity of the supersolution changes,
the weight β̄ is still decreasing. To grasp the core of the technical problem, we
invite the interested reader to try to prove Proposition 9.8 by following the esti-
mates in Proposition 10.16, suitably replacing (χ1) and (χ2) in a neighbourhood
of zero.

We can now investigate the validity of (SL).

Theorem 10.19. Let Mm be a complete Riemannian manifold of dimension m ≥ 2
such that, for some origin o ∈M , the distance function r(x) from o satisfies

Ric(∇r,∇r) ≥ −(m− 1)κ2
(
1 + r2

)α/2
on Do, (10.21)

for some κ ≥ 0 and α ≥ −2. Let ϕ, f, l meet (10.1), (10.10), and assume (χ1) and
(χ2) with

χ1 > 0, χ2 > 0. (10.22)

Consider b ∈ C(M) such that

b(x) ≥ C1

(
1 + r(x)

)−µ
on M,

for some constants C1 > 0, µ ∈ R satisfying

µ ≤ min
{
χ1 + 1, χ2 −

α

2

}
. (10.23)

If (KO∞) holds, then any non-constant solution u ∈ C1(M) of (P≥) is bounded
above and f(u∗) ≤ 0. In particular, if f > 0 on R+ then (SL) holds for C1

solutions.

Proof. We first prove that u is bounded above. By contradiction, let u∗ =∞ and
consider a geodesic ball Br0 centred at o, with r0 > 0. Fix 0 < δ < λ and x̄ 6∈ Br0
enjoying

u∗0 = max
Br0

u ≤ η̄0 + δ, u(x̄) > η̄0 + λ,

and choose r1 in such a way that x̄ ∈ Br1 . From (10.21) and the Laplacian com-
parison theorem,

∆r ≤ Arα/2 weakly on M\B r0
2
, (10.24)
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for some constant A = A(r0, α, κ,m) > 0. Applying Proposition 10.16 with

θ(r) = Arα/2, β̄(r) = (1 + r)−1, β(r) = C1(1 + r)−µ, ε =
1

2C

we deduce the existence of w satisfying (10.14) (note that (10.23) guarantees
(10.13)). Setting w̄(x) = w(r(x)) and taking into account w′ > 0, (10.24) and
b ≥ β(r), w̄ solves

∆ϕw̄ ≤ 1
2C b(x)f(w̄)l(w′(r)) on BR1

\Br0

w′(r) > 0 on BR1
\Br0 , w̄ →∞ as x→ ∂BR1

η̄0 + δ ≤ w̄ ≤ η̄0 + λ on Br1\Br0 .

(10.25)

We compare u and w̄ on BR1
\Br0 . By construction, u ≤ w̄ on ∂Br0 and u− w̄ →

−∞ approaching ∂BR1
. On the other hand,

u(x̄) > η̄0 + λ ≥ w̄(x̄),

and thus c = max{u − w̄} is positive and attained on some compact set Γ =
{u− w̄ = c} b BR1\Br0 . For η ∈ (0, c), consider Uη = {u− w̄ > η} b BR1\Br0 . If
x ∈ Γ\cut(o), then w̄ ∈ C1 around x and therefore

∇u(x) = ∇w̄(x) = w′(r(x)).

The same relation also holds if x ∈ cut(o) by using Calabi’s trick (see the proof
of Theorem 8.5). Since both ∇u and w′(r) are continuous, for η close enough to c
the inequality |∇u| ≥ w′(r)/2 holds on Uη. From

∆ϕu ≥ b(x)f(u)l(|∇u|) ≥ 1

2C
b(x)f(w̄)l

(
w′(r)

)
≥ ∆ϕw̄ = ∆ϕ(w̄ + η),

we deduce by comparison that u ≤ w̄ + η on Uη, contradiction.
It remains to prove that f(u∗) ≤ 0. If f(u∗) > K > 0, then choose an upper

level set Ωη with η < u∗ in such a way that f(u) > K on Ωη, and a continuous
function f̄ ≤ f with

f̄(η) = 0, f̄ is positive and C-increasing on (η,∞),

f̄ ≤ f on (η, u∗), f̄ = f on
(

max{η̄0, u
∗},∞).

Then, ū = max{u, η} satisfies

∆ϕū ≥ b(x)f̄(ū)l(|∇ū|) on M

(observe that f̄(η)l(0) = 0). Let ū∗0 = supBr0 ū, and note that ū∗0 < ū∗ in view of
the finite maximum principle applied to ū∗ − ū. Fix λ > 0 such that ū∗0 + 2λ <
ū∗ − 2λ, set δ = λ/2, let x̄ satisfy ū(x̄) > ū∗ − λ and choose r1 big enough that
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x̄ ∈ Br1 . With our choices, x̄ belongs to the relatively compact set {ū > w̄} and,
consequently, the desired contradiction is achieved by proceeding verbatim as in
the case u∗ =∞, with ū replacing u, ū∗0 replacing u∗0 and with the same function
w. �

Once the bound u∗ <∞ is shown, an alternative way to conclude f(u∗) ≤ 0
in Theorem 10.19 is to use Theorem 2.22 to ensure the validity of (WMP∞).
However, we should require the extra condition (2.27), that is avoided in the above
argument. Nevertheless, this second approach is needed to deal with the relevant,
borderline case when either χ1 or χ2 vanish, that is considered in the next

Theorem 10.20. In the assumptions of Theorem 10.19, suppose that (10.22) is
replaced by

χ1 ≥ 0, χ2 ≥ 0, χ1χ2 = 0

and the validity of
lim sup
t→+∞

f(t) =∞. (10.26)

Assume that
l(t) ≥ C1

ϕ(t)

tχ2
on R+, for some C1 > 0,

ϕ(t) ≤ C2t
p−1 on [0, 1], for some C2 > 0, p > 1,

ϕ(t) ≤ C̄2t
p̄−1 on [1,∞), for some C̄2 > 0, p̄ > 1,

(10.27)

and that, besides (10.23), one of the following conditions is met:

α ≥ −2, χ2 > 0, or

α ≥ −2, χ2 = 0, µ < −α2 , or

α > −2, χ2 = 0, µ = −α2 , V∞ = 0, or

α = −2, χ2 = 0, µ = −α2 , V∞ ≤ p,

(10.28)

where

V∞ =


lim inf
r→∞

log |Br|
r1+α/2

if α ≥ −2,

lim inf
r→∞

log |Br|
log r

if α = −2.

Then, if (KO∞) holds, any non-constant solution u ∈ C1(M) of (P≥) on M is
bounded above and f(u∗) ≤ 0. In particular, if f > 0 on R+, (SL) holds for C1

solutions.

Proof. Because of Remark 10.17, for δ large and suitably chosen we can still pro-
duce a solution w of (10.14), that gives rise to w̄ solving (10.25). Following the
proof of Theorem 10.19 we obtain u∗ <∞. To conclude, we observe that we are in
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the position to apply Theorem 2.22 with the choice χ = χ2: in this respect, note
that the first requirement in (2.27) corresponds to the first in (10.27). The con-
clusion f(u∗) ≤ 0 follows from the validity of (WMP∞) and Proposition 2.19. �

Remark 10.21. By the Bishop-Gromov theorem (Theorem 3.11 and the subsequent
remarks in Section 3.2), (10.21) implies V∞ <∞ and in particular, if α = −2,

V∞ ≤ (m− 1)κ̄+ 1 with κ̄ =
1 +
√

1 + 4κ2

2
. (10.29)

Therefore, condition V∞ ≤ p in the last of (10.28) is implied by κ̄ ≤ p−1
m−1 .

Remark 10.22. One could alternatively use Theorem 2.17 to conclude f(u∗) ≤ 0.
Doing so, on the one hand (10.27) would weaken to (2.22), requiring ϕ, l only on
[0, 1], but on the other hand the conclusion in the case (χ2 =) χ = 0 in (2.24) is
only possible under the Euclidean type behaviour α = −2.

We conclude this section with some comments on Theorem 10.19. We begin
with the following corollary for the p-Laplace operator, a slight improvement of
[156, Cor. A1].

Corollary 10.23. Let Mm be a complete Riemannian manifold satisfying

Ric(∇r,∇r) ≥ −(m− 1)κ2
(
1 + r2

)α/2
on Do,

for some κ ≥ 0, α ≥ −2 and some origin o. Fix p > 1 and χ ∈ (0, p− 1]. Consider
b ∈ C(M) and f ∈ C(R) such that

b(x) ≥ C1

(
1 + r(x)

)−µ
on M,

f(0) = 0, f > 0 and C-increasing on R+.

for some constants C,C1 > 0 and

µ ≤ χ− α

2
.

If the Keller-Osserman condition

F (t)−
1

χ+1 ∈ L1(∞)

is met, then (SL) holds for C1 solutions of

∆pu ≥ b(x)f(u)|∇u|p−1−χ.

The same conclusion holds if χ = 0, provided that M satisfies one of the next
further conditions: either

α > −2, lim inf
r→∞

log |Br|
r1+α/2

= 0, or

α = −2, κ̄ ≤ p− 1

m− 1
,

with κ̄ as in (10.29).
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Proof. It is a direct application of Theorems 10.19, 10.20 and Remark 10.21. If

χ = 0, note that (10.26) follows from F−
1

χ+1 ∈ L1(∞). �

Dealing with the mean curvature operator, a substantial problem arises: in
view of (10.10), l is bounded from below in a neighbourhood of infinity, and thus
K∞ <∞ and (KO∞) is meaningless. To overcome the problem and to be able to
include inequalities of the type

div

(
∇u√

1 + |∇u|2

)
≥ b(x)f(u)|∇u|q,

taking into account that the mean curvature operator satisfies

tϕ′(t) ≤ Cϕ(t) on R+ (10.30)

for some C > 0, the authors in [156, Sect. 4] propose to replace tϕ′(t) with ϕ(t)
in the definition of K in (2.7). In this way, the corresponding (KO∞) makes sense
for some classes of C-increasing l. As we shall see in a moment, this seemingly
“rough” replacement allows indeed to obtain a sharp result, but in the course of the
proof in [156] the authors lose optimality in some inequalities, and consequently
their main result (Corollary A2 therein) is not sharp. We now describe how to
achieve the optimal range of parameters. Clearly, the bulk is to get an analogue
of Proposition 10.16 for mean curvature type operators and not requiring that l be
C-increasing. Note that the C-monotonicity of l is essential to obtain inequality
(10.19). We restrict to consider the relevant case of operators satisfying (10.30)
and gradient terms l of the type

l(t) =
ϕ(t)

tχ
,

for χ > 0 small enough to make l continuous at t = 0. Observe that ϕ may vanish
both at t = 0 and at infinity. Following the idea in [156], we set

K(t) =

∫ t

0

ϕ(s)

l(s)
ds � tχ+1 on [1,∞),

and the Keller-Osserman condition becomes F−
1

χ+1 ∈ L1(∞), with F as in (10.3).

Proposition 10.24. Let ϕ satisfy (10.1) and (10.30). Fix χ > 0, f ∈ C(R) satisfying

f > 0 and C-increasing on (η̄0,∞), for some η̄0 > 0,

and β, β̄ satisfying (ββ̄). Let θ ∈ C([r0,∞)) with the property that

max{β̄(r), θ(r)} · β̄(r)χ

β(r)
∈ L∞([r0,∞)). (10.31)
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If the Keller-Osserman condition

F−
1

χ+1 ∈ L1(∞)

holds, then for each ε > 0, 0 < δ < λ and r1 > r0, there exist R1 > r1 and a C1

function w : [r0, R1)→ [η̄0 + δ,∞) solving
(
ϕ(w′)

)′
+ θ(r)ϕ(w′) ≤ εβ(r)f(w)

ϕ(w′)

[w′]χ
on [r0, R1)

w′ > 0 on [r0, R1), w(r)→∞ as r → R−1

η̄0 + δ ≤ w ≤ η̄0 + λ on [r0, r1].

Proof. We proceed as in Proposition (10.16), so we skip some of the details and
just concentrate on the main differences. For σ ∈ (0, 1] to be specified later, set

Cσ =

∫ ∞
η̄0+δ

[σF (s)]−
1

χ+1 ds,

and since β̄ 6∈ L1(∞), pick Rσ > r0 such that

Cσ =

∫ Rσ

r0

β̄(s)ds.

We can choose σ > 0 small enough that Rσ > r1. We let w : [r0, Rσ)→ [η̄0 +δ,∞)
be implicitly defined by the equation∫ Rσ

r

β̄(s)ds =

∫ ∞
w(r)

[σF (s)]−
1

χ+1 ds. (10.32)

Differentiating and rearranging,

σF (w) = [w′/β̄]χ+1.

Set l(t) = ϕ(t)/tχ. A second differentiation gives

σf(w)w′ = (χ+ 1)(w′/β̄)χ(w′/β̄)′ = (χ+ 1)
ϕ(w′)

l(w′)
β̄−χ(w′/β̄)′

≥ (χ+ 1)
ϕ(w′)

l(w′)
w′′β̄−χ−1,

(10.33)

where we used that w′/β is increasing by the first equality in (10.33), and β̄′ ≤ 0
by (ββ̄). We next use (10.30) and simplify to deduce

ϕ′(w′)w′′ ≤
{
c1σ

β̄χ+1

β

}
βf(w)l(w′), (10.34)
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for some constant c1 > 0 independent of σ. On the other hand, from the first
equality in (10.33) we deduce

σf(w)β̄ = (χ+ 1)(w′/β̄)χ−1(w′/β̄)′,

thus integrating on [r0, r] and using the C-monotonicity of f we get

χ+ 1

χ
(w′/β̄)χ =

χ+ 1

χ
(w′/β̄)(r0)χ + σ

∫ r

r0

f(w)β̄

≤ χ+ 1

χ
(w′/β̄)(r0)χ + Cσf(w(r))

∫ r

r0

β̄.

Up to rescaling, we can always assume that β̄ ≤ 1, hence

ϕ(w′)

l(w′)
= [w′]χ ≤ β̄χ(w′/β̄)(r0)χ + c2σβ̄

χf(w)

∫ r

r0

β̄,

for some constant c2 > 0 independent of σ. Rearranging, by (10.32) and the C-
monotonicity of f we deduce

ϕ(w′) ≤ β̄χ

β

{
C

(w′/β̄)(r0)χ

f(η̄0 + δ)
+ c2σ

∫ r

r0

β̄

}
βf(w)l(w′)

≤ β̄χ

β

{
C

(w′/β̄)(r0)χ

f(η̄0 + δ)
+ c2σ

∫ ∞
η̄0+δ

[σF (s)]−
1

χ+1 ds

}
βf(w)l(w′).

Coupling with (10.34) and using (10.31), we finally infer

ϕ′(w′)w′′ + θ(r)ϕ(w′)

≤ βf(w)l(w′)

{
c1σ

∥∥∥∥ β̄χ+1

β

∥∥∥∥
L∞([r0,∞))

+

[
C

(w′/β̄)(r0)χ

f(η̄0 + δ)
+ c2σ

χ
χ+1

∫ ∞
η̄0+δ

[F (s)]−
1

χ+1 ds

] ∥∥∥∥θβ̄χβ
∥∥∥∥
L∞([r0,∞))

}
.

The desired conclusions now follow verbatim from the arguments in Proposi-
tion 10.16. �

Remark 10.25. We point out that l(t) = ϕ(t)/tχ can be singular at t = 0. Indeed,
by construction w′ > 0 on [r0, R1) and the continuity of l at t = 0 is not needed.

Once Proposition 10.24 is established, we proceed as in Theorem 10.19 to
obtain the next result, that also applies to mean curvature type operators. In
particular, a direct application of the following theorem yields Theorem 2.29 in
the Introduction.
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Theorem 10.26. Let Mm be a complete Riemannian manifold satisfying

Ric(∇r,∇r) ≥ −(m− 1)κ2
(
1 + r2

)α/2
on Do, (10.35)

for some κ ≥ 0, α ≥ −2 and some fixed origin o. Let ϕ, l meet (10.1) and

tϕ′(t) ≤ C2ϕ(t), l(t) ≥ C1
ϕ(t)

tχ
on R+, (10.36)

for some constants C1, C2 > 0 and χ > 0. Consider b ∈ C(M) such that

b(x) ≥ C3

(
1 + r(x)

)−µ
on M,

for some constants C3 > 0, µ ∈ R satisfying

µ ≤ χ− α

2
. (10.37)

Then, under the validity of the Keller-Osserman condition

F−
1

χ+1 ∈ L1(∞) (10.38)

with F as in (10.3), any non-constant solution u ∈ C1(M) of (P≥) on M is
bounded above and f(u∗) ≤ 0. In particular, if f > 0 on R+ then (SL) holds for
C1-solutions.

Remark 10.27. The continuity of l at t = 0 forces an upper bound on χ by (10.36).
If we appropriately define solutions of (P≥) when l has a singularity, it is likely
that the upper bound on χ be removable or, at least, weakened. We will not pursue
this issue here, and we leave it to the interested reader.

Remark 10.28. The above proof of Proposition 10.24 fails if χ = 0, and thus, in
this borderline case the possible validity of an analogous of Remark 10.17 and of
Theorem 10.26 is yet to be investigated.

10.4 Sharpness

We conclude this section by discussing the sharpness of Theorem 10.26. Con-
sider the polynomial case f(t) = tω, for some ω ≥ 0. Then, (10.38) becomes

ω > χ. (10.39)

We are going to contradict (SL) under the failure of (10.39), on a suitable manifold
and for ϕ, l, b, χ, µ, α meeting all of the remaining requirements in Theorem 10.26.
Let (M,ds2

g) be a model manifold as in Section 7.4, and suppose further that ϕ′ ≥ 0
on R+. Note that, because of (7.77) and the asymptotic behaviour ∆r ∼ (m−1)/r
as r → 0,

∆r ≥ c(1 + r2)α/4 on M, (10.40)
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for some constant c > 0. For σ > 1 define the smooth function u = w(r) =
(1 + r2)σ. A direct computation using α ≥ −2 and ϕ′ ≥ 0, w′, w′′ ≥ 0 gives

∆ϕu = ϕ′(w′)w′′ + ϕ(w′)∆r ≥ c(1 + r2)α/4ϕ(w′).

Therefore, u solves

∆ϕu ≥ C
(
1 + r(x)

)−µ
uω
ϕ(|∇u|)
|∇u|χ

on M, (10.41)

for some C > 0, if and only if

2σ(ω − χ) ≤ α

2
+ µ− χ. (10.42)

Since the right-hand side is non-positive because of (10.37), (10.42) is always
satisfied for some σ large enough if and only if{

ω < χ, for each µ ≤ χ− α
2 , or

ω = χ and µ = χ− α
2 ,

(10.43)

that proves the sharpness of (10.39). Also, the last restriction in the second of
(10.43) is optimal: in fact, in the Euclidean setting α = −2, if ω = χ and µ < χ+1
then entire solutions of (10.41), with the equality sign, are constant whenever they
have polynomial growth, see [87, Thm. 12] and also Example 4 at p. 4402 therein.

Remark 10.29. Differently from Theorem 10.26, the above counterexample also
works if χ = 0 and ω = 0.

10.5 Volume growth and (SL)

In this section, we study property (SL) for solutions u of (P≥) when the
condition on the Ricci curvature is replaced by a volume growth requirement, in
the particular case when f(t) � tω on [t0,∞) and

l(t) � ϕ(t)

tχ
on R+

In this setting, Theorem 10.26 and the subsequent remarks show that a sharp
Keller-Osserman condition to guarantee the boundedness of u and f(u∗) ≤ 0 is
(10.38), that is, ω > χ. The condition is optimal also for the mean curvature
operator. However, a quite interesting phenomenon happens in this case: we begin
by commenting on the following Liouville theorem for solutions of (P≥), specific to
mean curvature type operators and polynomial volume growths, where no Keller-
Osserman condition is needed on f nor growth requirements are imposed on u.
The result considers (P≥) with a borderline gradient dependence l(t) ≥ C2ϕ(t) on
R+. Its proof is inspired by the original argument of Tkachev in [225] for b ≡ 1,
l ≡ 1, later extended in [218].
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Theorem 10.30. Let M be a complete Riemannian manifold, and consider
ϕ ∈ C(R+

0 ), 0 ≤ ϕ ≤ C1 on R+
0 ;

f ∈ C(R), f non-decreasing on R;

l ∈ C(R+
0 ), l(t) ≥ C2ϕ(t) on R+

0 .

for some constant C1, C2 > 0. Fix b ∈ C(M) satisfying

b(x) ≥ C
(
1 + r(x)

)−µ
on M,

for some constants C > 0, µ < 1. Let u ∈ Liploc(M) be a non-constant solution of

∆ϕu ≥ b(x)f(u)l(|∇u|) on M. (10.44)

If

lim inf
r→∞

log |Br|
log r

<∞ (10.45)

Then
f(u)ϕ(|∇u|) ≤ 0 on M.

In particular, if ϕ > 0 on R+, then f(u) ≤ 0 on M .
Furthermore, under the same assumptions, if u ∈ Liploc(M) is a non-constant

solution of (P=) then
f(u)ϕ(|∇u|) ≡ 0 on M,

and f(u) ≡ 0 provided that ϕ > 0 on R+.

Proof. Let {fk} be a sequence of locally Lipschitz functions on R converging point-
wise to f from below: for instance, one can choose

fk(t) = inf
y∈[t−1,t+1]

{
f(y) + k|t− y|

}
.

Since f is increasing, up to replacing fk with f̄k(t) = sup(−∞,t) fk we can further
suppose that fk is increasing for each k. From (10.44) we deduce

∆ϕu ≥ b(x)fk(u)l(|∇u|) on M. (10.46)

Fix a divergent sequence {Rj} such that {2Rj} realizes the liminf in (10.45), and
let d0, C be positive constants such that

|B2Rj | ≤ CR
d0
j for each j. (10.47)

Suppose that the set U = {x : f(u(x)) > 0} is non-empty, otherwise there is
nothing to prove. We are going to prove that f(u)ϕ(|∇u|) = 0 on U . Fix a cut-
off function 0 ≤ ψ ∈ Lipc(M) whose support intersects U , and to test the weak
formulation of (10.46) choose the function

φ =
(
fk(u)

)α−1

+
ψ,
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with (fk)+ = max{fk, 0} the positive part of fk, and with α a fixed real number
satisfying

α > max

{
4, d0,

d0 − µ
1− µ

}
.

Define the open set Uk = {x : fk(u(x)) > 0} and note that Uk ↑ U by the
monotone convergence of fk, thus Uk 6= ∅ and φ 6≡ 0 on Uk for large k. Using
l(t) ≥ C2ϕ(t), we obtain

C2

∫
Uk

b|fk(u)|αϕ(|∇u|)ψ ≤
∫
Uk

b|fk(u)|αl(|∇u|)ψ

≤ −
∫
Uk

fk(u)α−1〈ϕ(|∇u|)
|∇u|

∇u,∇ψ〉

− (α− 1)

∫
Uk

fk(u)α−2f ′k(u)ψϕ(|∇u|)|∇u|

≤ −
∫
Uk

fk(u)α−1〈ϕ(|∇u|)
|∇u|

∇u,∇ψ〉,

where we used f ′k ≥ 0, ψ ≥ 0 and ϕ ≥ 0 to get rid of the second integral on the
right-hand side. Thus, applying the Cauchy-Schwarz and Hölder inequalities we
get

C2

∫
Uk

b|fk(u)|αϕ(|∇u|)ψ ≤
∫
Uk

|fk(u)|α−1ϕ(|∇u)|∇ψ|

≤
{∫

Uk

b|fk(u)|αϕ(|∇u|)ψ
}α−1

α
{∫

Uk

ϕ(|∇u|)b1−α |∇ψ|
α

ψα−1

}1/α

,

whence, rearranging and using the boundedness of ϕ,∫
Uk

b|fk(u)|αϕ(|∇u|)ψ ≤ C3

∫
Uk

b1−α
|∇ψ|α

ψα−1
≤ C3

∫
M

b1−α
|∇ψ|α

ψα−1

for some constant C3 > 0 depending on α. Let ψ(x) = ψj(x) = γ(r(x)/Rj), where
γ ∈ Lip(R) is such that

γ(t) =


1 on [0, 1]

(2− t)α on [1, 2)

0 on (2,∞).

Note that ψj → 1 locally uniformly on M , and that |γ′|α/γα−1 = αα is bounded
on [1, 2]. Using our bounds on b, the coarea formula and integrating by parts, we
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deduce ∫
Uk

b|fk(u)|αϕ(|∇u|)ψj ≤
C4

Rαj

∫ 2Rj

Rj

|∂Bt|(1 + t)µ(α−1)dt

=
C4

Rαj

{[
|Bt|(1 + t)µ(α−1)

]2Rj
Rj

−µ(α− 1)

∫ 2Rj

Rj

|Bt|(1 + t)µ(α−1)−1dt

}
.

for some constant C4 > 0. From (10.47) and the above we eventually obtain∫
Uk

b|fk(u)|αϕ(|∇u|)ψj

≤ C4

Rαj

{
C5R

d0+µ(α−1)
j − µ(α− 1)

∫ 2Rj

Rj

|Bt|(1 + t)µ(α−1)−1dt

}
.

(10.48)

If µ ≥ 0 we get rid of the integral in brackets, while if µ < 0 we use inequality
|Bt| ≤ |B2Rj |, integrate (1 + t)µ(α−1)−1 and exploit (10.47). In both of the cases,
from (10.48) we infer the existence of a constant C6 > 0 such that∫

Uk

b|fk(u)|αϕ(|∇u|)ψj ≤ C6R
d0+µ(α−1)−α
j ,

and letting k →∞ we get∫
U

b|f(u)|αϕ(|∇u|)ψj ≤ C6R
d0+µ(α−1)−α
j .

Because of our choice of α, the exponent of Rj is negative. Letting j → ∞ and
using b > 0, ψj → 1 we deduce f(u)ϕ(|∇u|) ≡ 0 on U , as claimed. Moreover, from
f(u) > 0 on U we get ϕ(|∇u|) = 0 on U . Next, if ϕ > 0 on R+ then ∇u = 0 on
U , that is, u is constant on the connected components of U . We claim that this is
impossible unless U is empty. Indeed, if ∂U = ∅ we deduce that u must be globally
constant, contradicting our assumption. On the other hand, if ∂U 6= ∅ then by
continuity f(u) = 0 on ∂U , and thus f(u) = 0 on the entire U , contradicting
the very definition of U . In conclusion, if ϕ > 0 on R+ then U is empty, that is,
f(u) ≤ 0 on M .

If u solves (P=) and is non-constant, we apply the first part of Theorem 10.30
both to u and to v = −u, which solves

∆ϕv ≥ b(x)f̄(v)l(|∇v|) with f̄(t) = −f(−t),

to deduce both f(u)ϕ(|∇u|) ≤ 0 and f̄(v)ϕ(|∇v|) ≤ 0 on M . The conclusion
follows since f̄(v) = −f(u). �
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Remark 10.31. Since ϕ is bounded, choosing l ≡ 1 in Theorem 10.30 we include
solutions of

∆ϕu ≥ b(x)f(u) on M. (10.49)

However, a minor modification of the above proof shows that, in fact, if u solves
(10.49) then the stronger f(u) ≤ 0 holds on M , regardless of the behaviour of ϕ.
With the equality sign, (10.49) has been considered in [225], see also [168], while
in [218] the author investigated more general equalities of the type

divA(x, u,∇u) = b(x)f(u),

where A(x, u,∇u) ≤ Cr(x)λ, cf. also [64, 86, 87].

It is instructive to compare Theorem 10.30 with Theorem 10.26 and Corollary
7.9. First, we observe that if f ≤ 0 on R the conclusion of Theorem 10.30 is
straightworward. Otherwise, since f is increasing, there exists a constant C > 0
such that f(t) ≥ C > 0 for t >> 1. Hence, Theorem 10.30 considers the range

ω = χ = 0,

that is not covered by Theorem 10.26 (cf. Remark 10.28). The sharpness of µ < 1
in Theorem 10.30 follows from the counterexample in Subsection 10.4: otherwise,
if µ = 1, we can choose α = −2 (hence, M of polynomial growth) and χ = ω = 0
(by Remark 10.29) to produce a non-constant smooth solution of

div

(
∇u√

1 + |∇u|2

)
≥ C

(
1 + r(x)

)−1 |∇u|√
1 + |∇u|2

on M.

Also, Theorem 10.30 is specific to operators of mean curvature type, that is, those
satisfying ϕ ≤ C1 on R. To see it, suppose that ϕ is unbounded, more precisely
that

tϕ′(t) ≥ c1ϕ(t) on R+, (10.50)

for some constant c1 > 0. Note that, by integration, ϕ(t) ≥ c2tc1 for some positive
c2. For such ϕ, we are going to produce

(i) a manifold M satisfying (10.35), for any chosen α ≥ −2 (in particular, for
α = −2, geodesic balls in M grow polynomially), and

(ii) for each µ ∈ R, a Liploc, non-negative unbounded solution u of

∆ϕu ≥ C
(
1 + r(x)

)−µ
ϕ(|∇u|) on M, (10.51)

for some constant C > 0. The combination of (i) and (ii) with α = −2 show
the failure of Theorem 10.30 for operators satisfying (10.50). Consider the model
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manifold in Subsection 10.4. For a smooth, radial function u = w(r) with w convex
and strictly increasing, by (10.40) we compute

∆ϕu = ϕ′(w′)w′′ + ϕ(w′)∆r ≥
[
c1
w′′

w′
+ ∆r

]
ϕ(w′)

≥
[
c1
w′′

w′
+ c(1 + r2)α/4

]
ϕ(w′),

for some constant c > 0. Therefore, choosing

w(r) =

∫ r

0

exp
{

(1 + t2)σ
}

dt,

we obtain
∆ϕu ≥ c3(1 + r2)max{σ−1,α/4}ϕ(|∇u|),

and u solves (10.51) whenever σ ≥ 1− µ/2, as claimed.

In the next result, we show how the technique in Theorem 10.30 can be
adapted to handle (P≥) with a more general gradient term l(|∇u|) that is not
necessary borderline, and with no bound on the decay of b. In this case, however,
a slow volume growth is needed.

Theorem 10.32. Let M be a complete Riemannian manifold, consider

ϕ ∈ C(R+
0 ), 0 ≤ ϕ ≤ C1 on R+

0 ;

f ∈ C(R), f non-decreasing on R;

l ∈ C(R+
0 ), l ≥ 0 on R+;

b ∈ C(M), b > 0 on M,

for some constant C1 > 0. Let u ∈ Liploc(M) be a non-constant solution of

∆ϕu ≥ b(x)f(u)l(|∇u|) on M.

If

lim inf
r→∞

|Br|
r

= 0, (10.52)

then f(u)l(|∇u|) ≤ 0 on M . If u is non-constant and solves (P=), then

f(u)l(|∇u|) ≡ 0 on M.

Proof. We proceed as in the proof of Theorem 10.30: let {fk} be a sequence of
increasing, locally Lipschitz functions converging to f from below, and note that
u solves

∆ϕu ≥ b(x)fk(u)l(|∇u|) on M. (10.53)
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For ε > 0 we define

ηε(t) =

(
fk(t)

)
+√(

fk(t)
)2

+
+ ε2

.

The monotonicity of fk implies that η′ε ≥ 0. Define Uk = {fk(u) > 0} and U =
{f(u) > 0}, and assume that U 6= ∅, otherwise the conclusion is immediate. Fix a
cut-off function ψ ∈ Lipc(M), to be chosen later, and insert

φ = ηε(u)ψ ∈ Lipc(M)

in the weak definition of (10.53). Then, apply Cauchy-Schwarz inequality to deduce∫
bηε(u)fk(u)l(|∇u|)ψ ≤ −

∫
ηε(u)〈ϕ(|∇u|)

|∇u|
∇u,∇ψ〉 ≤

∫
ηε(u)ϕ(|∇u|)|∇ψ|.

Letting ε→ 0, using Lebesgue convergence theorem and the boundedness of ϕ we
get ∫

Uk

b
(
fk(u)

)
+
l(|∇u|)ψ ≤

∫
Uk

ϕ(|∇u|)|∇ψ| ≤ C1

∫
M

|∇ψ|. (10.54)

Fix a diverging sequence {Rj} such that {2Rj} realizes the liminf in (10.52), and
define ψ(x) = ψj(x) = γ(r(x)/Rj), where γ ∈ Lip(R) satisfies

γ = 1 on [0, 1), γ = 0 on (2,∞), γ(t) = 2− t on [1, 2].

Evaluating (10.54) with ψ = ψj and letting k →∞ we obtain∫
U

b
(
f(u)

)
+
l(|∇u|)ψj ≤

C1

Rj
|B2Rj |.

The conclusion follows by letting j →∞, and the case of equality is handled as in
Theorem 10.30. �

We next consider inequalities (P≥) under the validity of the Keller-Osserman
condition

F−
1

χ+1 ∈ L1(∞),

when just a volume growth upper bound is imposed on M . The main result of
this section, Theorem 10.33, improves on [180, 181] (see also [192], Thm. 1.3).
Although the proof is still based on the delicate iteration argument in [180, 181],
the presence of a nontrivial gradient term l calls for new estimates, inspired by
recent work in [87].

Towards this aim, we assume

ϕ(t) ≤ Ctp−1 for some p > 1, C > 0 and t ∈ R+. (10.55)
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Theorem 10.33. Let M be a complete Riemannian manifold, and consider ϕ, b, f, l
meeting assumptions (2.3), (2.5) and (10.55), for some p > 1. Assume that, for
some µ, χ, ω ∈ R with

χ ≥ 0, µ ≤ χ+ 1, ω > χ (10.56)

the following inequalities are satisfied:

b(x) ≥ C
(
1 + r(x)

)−µ
on M,

f(t) ≥ Ctω for t� 1

l(t) ≥ Cϕ(t)

tχ
on R+,

(10.57)

for some constant C > 0. Let u ∈ Liploc(M) be a non-constant solution of (P≥)
on M , and suppose that either

µ < χ+ 1 and lim inf
r→∞

log |Br|
rχ+1−µ <∞ (= 0 if χ = 0);

or

µ = χ+ 1 and lim inf
r→∞

log |Br|
log r

<∞ (≤ p if χ = 0).

(10.58)

Then, u is bounded above and f(u∗) ≤ 0. In particular in case f > 0 on R+, (SL)
holds.

Remark 10.34. In Euclidean space Rm, and when the third in (10.57) is replaced
with the stronger l(t) ≥ Ctp−1−χ, Liouville type results covering some of the
cases in Theorem 10.33 have been obtained by various authors (in some instances,
even for more general quasilinear operators). Among them, we stress Thm 1 in
[87], that considers the entire range (10.56). However, if µ = χ + 1, the authors
need the further condition p > m independently of the value of χ, a quite stronger
requirement compared with the second in (10.58). Previous work in [91] considered
the case 0 < χ ≤ p− 1, ω > χ and µ < χ+ 1 under the restriction2 p ∈ (1,m), for
operators close either to the p-Laplacian or to the mean curvature ones.
The existence of a Liouville theorem for µ = χ + 1 and l(t) ≡ 1 was conjectured
by Mitidieri-Pohozaev in [162, Sect. 14 Ch. 1], and has previously been proved in
[168] (for the p-Laplace operator) and [230] (for the mean curvature operator), in
both cases on Rm.

Theorem 10.33 is a consequence of Theorem 7.5 and of the next

Proposition 10.35. Let M be a complete Riemannian manifold, and let ϕ satisfy
(2.3), and (10.55) with p > 1. Fix µ, ω, χ ∈ R satisfying

χ ≥ 0, µ ≤ χ+ 1, ω > χ, (10.59)

2See Corollaries 1.3 and 1.4 in [91]; the bound p ∈ (1,m) is assumed at p.2904.
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and assume either one of the following requirements:

µ < χ+ 1 and lim inf
r→∞

log |Br|
rχ+1−µ <∞

or

µ = χ+ 1 and lim inf
r→∞

log |Br|
log r

<∞.

(10.60)

If u ∈ Liploc(M) satisfies

∆ϕu ≥ K(1 + r)−µuω
ϕ(|∇u|)
|∇u|χ

on Ωη = {u > η} 6= ∅, (10.61)

for some η > 0, then u is bounded above.

Remark 10.36. Although we require no upper bound on ϕ(t)/tχ in a neighbour-
hood of zero, the weak inequality (10.61) implicitly assumes the term

ϕ(|∇u|)
|∇u|χ

to be locally integrable on Ωη.

Proof. Suppose by contradiction that u∗ = ∞. Fix γ > η, and take λ ∈ C1(R)
such that

0 ≤ λ ≤ 1, λ′ ≥ 0, λ ≡ 0 on (−∞, γ], λ > 0 on (γ,∞).

Let ψ ∈ C∞c (M) be a cut-off function, and let ς, α > 1 to be specified later. We
insert the non-negative test function

φ = ψςλ(u)uα ∈ Lipc(M)

in the weak definition of (10.61) to deduce, using λ′ ≥ 0 and (10.57),

K

∫
ψςλ

uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤ −
∫
ϕ(|∇u|)
|∇u|

〈∇u,∇(ψςλuα)〉

≤ ς
∫
ψς−1λuαϕ(|∇u|)|∇ψ|

− α
∫
ψςλuα−1ϕ(|∇u|)|∇u|.

(10.62)

We now divide the proof into several steps:

Step 1: basic growth estimates.
The following inequalities hold:



10.5. Volume growth and (SL) 225

- If µ < χ+ 1, then for each q > 0 there exists αq > 1 and a constant Cq > 0
depending on p, q, χ, µ, ω such that, whenever α ≥ αq,∫

BR∩Ωγ

λ
uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤ Cq
|B2R|
Rq

.

- If µ = χ+ 1, then there exists a constant C > 0 depending on p, χ, µ, ω such
that ∫

BR∩Ωγ

λ
uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤ C |B2R|
Rp

. (10.63)

Proof of Step 1. The argument is an adaptation of Lemma 2.2 in [87], and rests
on the use of the triple Young inequality to the first term on the right-hand side
of (10.62): we need to find z1, z2, z3 > 1 satisfying

1

z1
+

1

z2
+

1

z3
= 1 (10.64)

and τ, C̄ > 0 such that

ςψς−1λuαϕ(|∇u|)|∇ψ| = J
1
z1

1 J
1
z2

2 J
1
z3

3 , (10.65)

with

J1 =
K

2
ψςλ

uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

J2 = αψςλuα−1ϕ(|∇u|)|∇u|

J3 = C̄(1 + r)τ
[
ϕ(|∇u|)
|∇u|p−1

]
|∇ψ|z3 .

(10.66)

considering powers of u, |∇u|, r and ψ, to obtain (10.65) we need the following
balancing:

i) powers of u: α =
α+ ω

z1
+
α− 1

z2

ii) powers of |∇u|: 0 = − χ
z1

+
1

z2
− p− 1

z3

iii) powers of r: 0 = − µ
z1

+
τ

z3

iv) powers of ψ: ς − 1 =
ς

z1
+

ς

z2
.

To find z1, z2, z3 note that, by (10.64), the equality for |∇u| can be rewritten as

p− 1 =
p− 1− χ

z1
+

p

z2
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Thus, solving the equations for u, |∇u| with respect to z1 and z2, and then recov-
ering z3 from (10.64), we get

1

z1
=

α+ p− 1

(χ+ 1)(α− 1) + p(ω + 1)
,

1

z2
=

χα+ (p− 1)ω

(χ+ 1)(α− 1) + p(ω + 1)
,

1

z3
=

ω − χ
(χ+ 1)(α− 1) + p(ω + 1)

(these are positive numbers less than 1 because of (10.59)), and from the last two
equations,

τ = µ
z3

z1
= µ

α+ p− 1

ω − χ
, ς = z3.

The constant C̄ is then uniquely determined by (10.65). Having found the right
parameters, from the triple Young inequality

J
1
z1

1 J
1
z2

2 J
1
z3

3 ≤ J1 + J2 + J3,

and replacing into (10.65) and (10.66) we deduce

ςψς−1λuαϕ(|∇u|)|∇ψ| ≤ K

2
ψςλ

uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

+ αψςλuα−1ϕ(|∇u|)|∇u|

+C̄(1 + r)µ
z3
z1

[
ϕ(|∇u|)
|∇u|p−1

]z3
|∇ψ|z3 .

Inserting into (10.62) and using (10.55) we get

K

2

∫
ψςλ

uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤ C1

∫
(1 + r)µ

z3
z1 |∇ψ|z3 .

For large R > 1, we choose ψ ∈ C∞c (M) satisfying

0 ≤ ψ ≤ 1, ψ ≡ 1 on BR, ψ ≡ 0 on M\B2R, |∇ψ| ≤ C

R
, (10.67)

for an absolute constant C. Using (10.67) and the fact that λ = 0 when u ≤ γ, we
obtain

K

2

∫
BR∩Ωγ

λ
uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤ K

2

∫
ψςλ

uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤ C2

Rz3

∫
B2R

(1 + r)µ
z3
z1

≤ C3R
µ
z3
z1
−z3 |B2R|.

(10.68)
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The exponent of R in (10.68) can be written as

µ
z3

z1
− z3 =

α+ p− 1

ω − χ
(µ− χ− 1)− p. (10.69)

We examine the two cases, according to whether µ < χ+ 1 or µ = χ+ 1.

- If µ < χ + 1, then for any given q > 0 we can choose αq sufficiently large
that, for α ≥ αq,

µ
z3

z1
− z3 ≤ −q.

Having fixed such αq, from (10.68) we get∫
BR∩Ωγ

λ
uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤ Cq
K

|B2R|
Rq

,

and the thesis follows.

- If µ = χ+1, then by (10.69) the exponent of R in (10.68) is −p independently
of α, and we obtain∫

BR∩Ωγ

λ
uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤ C5

K

|B2R|
Rp

.

as claimed.

Step 2: a preliminary inequality.
We consider again (10.62), but we are going to choose α, ς > χ + 1 in a way
different to the one in Step 1.

Case 1: χ > 0.
We use Young’s inequality with exponents χ + 1 and (χ + 1)/χ to remove the
second term in the right-hand side of (10.62): for each ε > 0, we get

ς

∫
ψς−1λuαϕ(|∇u|)|∇ψ|

≤ ς

(χ+ 1) εχ+1

∫
ψς−χ−1λuα+χϕ(|∇u|)

|∇u|χ
|∇ψ|χ+1

+
χςε

χ+1
χ

χ+ 1

∫
ψςλuα−1ϕ(|∇u|)|∇u|.

(10.70)

choosing ε such that

χςε
χ+1
χ

χ+ 1
= α, that is, ε =

(
α(χ+ 1)

χς

) χ
χ+1

,
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and inserting (10.70) into (10.62), we obtain

K

∫
ψςλ

uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤ C1ς
χ+1

αχ

∫
ψς−χ−1λuα+χϕ(|∇u|)

|∇u|χ
|∇ψ|χ+1 (10.71)

for some constant C1 = C1(χ) > 0.

Case 2: χ = 0.
In this case, (10.71) with χ = 0 and C1 = 1 directly follows from (10.62), getting
rid of the second term on the right-hand side.

Step 3: induction for µ < χ+ 1.
If µ < χ+ 1, the following inductive relation holds:∫

BR∩Ωγ

λ(1 + r)−µ
ϕ(|∇u|)
|∇u|χ

≤ 2−BR
θ

[∫
B2R∩Ωγ

λ(1 + r)−µ
ϕ(|∇u|)
|∇u|χ

]
,

where

B =
C6γ

ω−χ

ω − χ
, θ = χ+ 1− µ > 0, (10.72)

and C6 = C6(K,ω, χ, µ) is a positive constant independent of γ and R.

Proof of Step 3. Fix ξ > 1 close enough to 1 in order to satisfy

ω − χ− (χ+ 1)

(
1− 1

ξ

)
> 0 (10.73)

and, for R ≥ 2 choose a cut-off function ψ ∈ Lipc(B2R) such that

0 ≤ ψ ≤ 1, ψ ≡ 1 on BR, |∇ψ| ≤ C

R
ψ1/ξ, (10.74)

for some C = C(ξ) > 0. Note that this is possible since ξ > 1 (for instance, one

can take the cut-off in (10.67), call it ψ0, and consider ψ = ψ
ξ/(ξ−1)
0 ).

Choose α and ς in order to satisfy

ς = α+ ω, α > max {ω, χ+ 1− ω} . (10.75)

However, for the ease of notation we feel convenient to keep ς and α independent in
the next computations. By Step 2, inequality (10.71) holds for each χ ≥ 0. Using
then (10.74), and since {∇ψ 6= 0} ⊂ B2R\BR, R ≥ 2, from (10.71) we deduce

K

∫
ψςλ

uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤ C2ς
χ+1

αχRχ+1

∫
{∇ψ 6=0}

ψς−(χ+1)(1− 1
ξ )λuα+χϕ(|∇u|)

|∇u|χ

≤ C3ς
χ+1

αχRχ+1−µ

∫
ψς−(χ+1)(1− 1

ξ )λ
uα+χ

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

.

(10.76)
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Since ω > χ, we can apply Hölder’s inequality to the RHS with exponents

q =
α+ ω

ω − χ
, q′ =

α+ ω

α+ χ
(10.77)

and get∫
ψς−(χ+1)(1− 1

ξ )λ
uα+χ

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤

(∫
ψςλ

uq
′(α+χ)

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

)1/q′

·
(∫

ψς−(χ+1) q(1−1/ξ)λ(1 + r)−µ
ϕ(|∇u|)
|∇u|χ

)1/q

Inserting into (10.76) we obtain∫
ψςλ

uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤
(

C4ς
χ+1

αχRχ+1−µ

)q ∫
ψς−(χ+1)q(1− 1

ξ )λ(1 + r)−µ
ϕ(|∇u|)
|∇u|χ

(10.78)

for some constant C4 = C4(χ, µ,K) > 0. Now, by (10.73), (10.75) and (10.77),

ς − (χ+ 1) q

(
1− 1

ξ

)
=
α+ ω

ω − χ

[
ω − χ− (χ+ 1)

(
1− 1

ξ

)]
> 0,

hence the term with ψ on the right-hand side of (10.78) can be estimated from
above with 1 on B2R. Together with condition α > ω in (10.75), this gives∫

ψςλ
uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤
(

C5α

Rχ+1−µ

)q ∫
B2R∩Ωγ

λ(1 + r)−µ
ϕ(|∇u|)
|∇u|χ

.

Now, since u ≥ γ on the domain where λ(u) is positive and not zero, using again
the properties of ψ and the definition of q we finally infer∫

BR

λ(1 + r)−µ
ϕ(|∇u|)
|∇u|χ

≤
(

C5α

Rχ+1−µγω−χ

)α+ω
ω−χ

∫
B2R

λ(1 + r)−µ
ϕ(|∇u|)
|∇u|χ

.

Choose α in such a way that

C5α

Rχ+1−µγω−χ
=

1

2
,
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that is,

α = α(R) =
γω−χ

2C5
Rχ+1−µ = C6γ

ω−χRχ+1−µ

Since χ + 1 − µ > 0 by assumption, if R is big enough then α satisfies (10.75).
Then, setting

H(R) =

∫
BR

λ(1 + r)−µ
ϕ(|∇u|)
|∇u|χ

,

we have

H(R) ≤ 2−
α+ω
ω−χH(2R) ≤ 2−

α
ω−χH(2R) = 2−BR

θ

H(2R), (10.79)

where B, θ are as in (10.72).

Step 4: iteration and conclusion for µ < χ+ 1.

Fix R0 large and R̄ > 2R0 such that u is not constant on Ωγ∩BR̄. Then,H(R̄) > 0.
Consider Rj = 2jR̄, and let k be the integer satisfying Rk < R ≤ Rk+1. Iterating
(10.79) k-times and taking the logarithm, we get

logH(R̄) ≤ −

k−1∑
j=0

R̄θ2jθ

B log 2 + logH(Rk)

≤ −

k−1∑
j=0

Rθk2(j−k)θ

B log 2 + logH(R).

Now,

k−1∑
j=0

Rθk2(j−k)θ =
Rθk+1

2θ

k−1∑
j=0

2(j−k)θ =
Rθk+1

2θ

(
2−θ − 2−(k+1)θ

1− 2−θ

)
≥ RθCθ,

for some constant Cθ > 0, thus

logH(R̄) ≤ −RθBCθ log 2 + logH(R),

or in other words,

logH(R)

Rθ
≥ logH(R̄)

Rθ
+BCθ log 2. (10.80)

By Step 1, for fixed q = 2 there exists α2 such that, for α ≥ α2,

H(R) ≤ 1

γα+ω

∫
Br∩Ωγ

λ
uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

≤ Cq
γα+ω

|B2R|
R2

. (10.81)
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Now, choosing R̄ large enough that α(R̄) ≥ α2, plugging (10.81) into (10.80),
letting R→∞ and using the definition of B, because of (10.60) we get

C6Cθ log 2

ω − χ
γω−χ ≤ lim inf

R→∞

log |B2R|
Rθ

<∞.

However, the assumption ω > χ leads to a contradiction provided that γ is chosen
to be large enough. Therefore, u∗ <∞, concluding the proof.

Step 5: iteration and conclusion for µ = χ+ 1.
We begin again with (10.71), but we fix ς = χ+ 2. Choose a cut-off ψ satisfying

ψ ≡ 1 on BR, ψ ≡ 0 on M\B2R, |∇ψ| ≤ 2

R

and define

Hu(R)
.
=

∫
BR∩Ωγ

λ
uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

.

Since µ = χ+ 1, we obtain

Hu(R) ≤ C2

KαχRχ+1

∫
B2R∩Ωγ

λuα+χϕ(|∇u|)
|∇u|χ

≤ C3

Kαχγω−χ

∫
B2R∩Ωγ

λ
uα+ω

(1 + r)µ
ϕ(|∇u|)
|∇u|χ

,

for some C3 = C3(χ) > 0. Since ω > χ, for fixed S > 0 we can choose γ large
enough to satisfy

Hu(R) ≤ 2−SHu(2R).

Fix R0 large, R̄ > 2R0, Ri = 2iR̄. For R > R̄, let k ∈ N be such that Rk < R ≤
Rk+1. Iterating the above inequality k-times and taking the logarithm we deduce

logHu(R̄) ≤ −kS log 2 + logHu(Rk) ≤ −kS log 2 + logHu(R).

Dividing by logR and using the inequality

logR ≤ (k + 1) log 2 + log R̄ ≤ 2k log 2 for large enough R,

we deduce

logHu(R̄)

logR
≤ − Sk

logR
log 2 +

logHu(R)

logR
≤ −S

2
+

logHu(R)

logR
. (10.82)

Now, because of Step 1, Hu(R) ≤ Cα|BR|/Rp, where the constant Cα depends on
α. If {Rj} is a sequence realizing the liminf in (10.60),

lim sup
j→∞

logHu(Rj)

logRj
≤ lim
j→∞

log |BRj |
logRj

− p .
= C∗ <∞.
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Inserting into (10.82) and letting j →∞ we obtain

0 ≤ −S
2

+ C∗,

that leads to a contradiction provided that γ (hence S) is chosen large enough. �

We are now ready to prove Theorem 10.33.

Proof (of Theorem 10.33). We first show that u is bounded above. If not, using
(10.57) we deduce that, for η > 0 sufficiently large, u would be a non-constant
solution of

∆ϕu ≥ K(1 + r)−µuω
ϕ(|∇u|)
|∇u|χ

on Ωη = {u > η} 6= ∅, (10.83)

for some K > 0, contradicting Proposition 10.35. Next, we invoke Theorem 7.5
with σ = 0 to infer that f(u∗) ≤ 0, concluding the proof. �

Remark 10.37. When χ = 0, it is interesting to observe that the upper bound p
for the growth of |Br| in the second of (10.58) does not appear in (10.60). In other
words, the bound is not needed to infer that u∗ < ∞, but it serves to guarantee
(WMP∞) and deduce f(u∗) ≤ 0.

10.6 Applications: Yamabe and capillarity equations

Yamabe type equations

With the aid of Theorem 10.33, we are able to improve on various geometric
corollaries of [181, Thm. 4.8]. By a way of example, we consider the following
conformal rigidity result for manifolds with negative scalar curvature, first inves-
tigated by M. Obata in [173] (in the compact case) and S.T. Yau in [238]. The
geometric conditions in their main theorems have later been substantially weak-
ened in [181, Thm. 4.9], and our next corollary is a mild generalization of it.

Corollary 10.38. Let (M, 〈 , 〉) be a complete Riemannian manifold of dimension
m ≥ 2 whose scalar curvature R(x) satisfies

R(x) ≤ −C
(
1 + r(x)

)−µ
on M,

for some constants µ ∈ R, C ∈ R+. If either

µ < 2 and lim inf
r→∞

log |Br|
r2−µ <∞, or

µ = 2 and lim inf
r→∞

log |Br|
log r

<∞,

then any conformal diffeomorphism of M preserving R is an isometry.
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Proof. Let T : (M, 〈 , 〉)→ (M, 〈 , 〉) be a conformal diffeomorphism, and let ( , ) =
T ∗〈 , 〉 = λ2〈 , 〉 be the conformally deformed metric, for 0 < λ ∈ C∞(M). If

m ≥ 3, writing λ = u
2

m−2 then it is well known that u solves Yamabe equation

∆u =
R

cm
u− R̄

cm
u
m+2
m−2 on M,

where R̄ is the scalar curvature of ( , ), ∆ is the Laplacian of the background

metric 〈 , 〉, and cm = 4(m−1)
m−2 . On the other hand, if m = 2, writing λ = eu it

holds

2∆u = R− R̄e2u on M.

Therefore, if T preserves the scalar curvature,

∆u = −R(x)f(u), with f(u) =


1

cm

[
u
m+2
m−2 − u

]
if m ≥ 3,

1

2

[
e2u − 1

]
if m = 2.

We now apply Theorem 10.33 with b(x) = −R(x), ϕ(t) = t and χ = 1 both to u
and to −u to deduce that u is bounded and f(u∗) ≤ 0 ≤ f(u∗). Hence, u ≡ 1 if
m ≥ 3, respectively u ≡ 0 if m = 2, and T is therefore an isometry. �

For many other applications to Geometry, we refer the reader to [181, 6].
Next, we focus on the mean curvature operator.

The capillarity equation

As observed in the Introduction, global solutions u : Rm → R of the capillary
equation

div

(
∇u√

1 + |∇u|2

)
= κ(x)u

have been considered in [225, 168], with subsequent improvements in [218, 86].
Combing their results, u must vanish identically provided that

κ(x) ≥ C
(
1 + r(x)

)−µ
on Rm, for some constants C > 0 and µ < 2. In fact, in [86] the authors investigated
a more general class of equations including

div

(
∇u√

1 + |∇u|2

)
= κ(x)|u|ω−1u (10.84)
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on Rm, with ω > 0 and κ(x) enjoying (2.36), see also Section 5 in [197]. Applying
the Corollary at p. 4387 in [86], u ≡ 0 on Rm whenever either{

ω > 1, µ ≤ 2, or

ω ∈ (0, 1], µ < ω + 1.
(10.85)

The upper bound µ < 2 is readily recovered for the capillarity equation (ω = 1).
In a manifold setting, the case ω > 1 and µ < 2 was already considered in [181,
Thm. 4.8]: with the aid of Theorem 10.33, we can improve on it by describing
the full range ω > 0. In particular, specifying the next theorem to the capillarity
problem yields Theorem 2.32 in the Introduction.

Theorem 10.39. Suppose that M is complete, fix ω > 0 and let κ ∈ C(M) satis-
fying

κ(x) ≥ C
(
1 + r(x)

)−µ
on M,

for some constants C > 0 and µ ∈ R. Then, the only solution of (10.84) on M is
u ≡ 0 whenever one of the following cases occurs:

(i) ω > 1, µ < 2 and lim inf
r→∞

log |Br|
r2−µ <∞;

(ii) ω > 1, µ = 2 and lim inf
r→∞

log |Br|
log r

<∞;

(iii) ω ∈ (0, 1], µ < ω + 1 and lim inf
r→∞

log |Br|
rω+1−µ−ε <∞,

(10.86)

for some ε > 0.

Remark 10.40. Case (i) is due to [181, Thm. 4.8]. From (10.86), we readily deduce
(10.85) in the Euclidean setting.

Proof. Clearly, u ≡ 0 is the only constant solution. Suppose that (10.84) admits a
non-constant solution, and, up to replacing u with −u, assume that {u > 0} 6= ∅.
Set p = 2 and define χ = 1 if ω > 1, while χ = ω − ε if ω ∈ (0, 1]. Up to reducing
ε, we can assume that χ ∈ (0, 1]. Therefore, the boundedness of tχ/

√
1 + t2 on R

guarantees the existence of a constant C1 > 0 depending on χ such that

div

(
∇u√

1 + |∇u|2

)
= κ(x)|u|ω−1u

≥ C1κ(x)|u|ω−1u
|∇u|1−χ√
1 + |∇u|2

on {u > 0}.

By the pasting Lemma, u+ = max{u, 0} satisfies the same inequality on the entire
M . Since ω > χ, applying Theorem 10.33 with the choices b(x) = C1κ(x), f(t) =
|t|ω−1t we deduce u∗+ ≤ 0, thus u ≤ 0 on M , contradiction. �
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10.7 Other ranges of parameters

In our investigation of problem (P≥), we mostly assumed (10.57) in the pa-
rameter range

χ ≥ 0, µ ≤ χ+ 1.

The main reason for this choice was the possibility to obtain maximum principles
at infinity for the operator (bl)−1∆ϕ. However, in the recent literature some inter-
esting results in Euclidean space give subtle hints to grasp how Geometry comes
into play for other ranges of χ, µ. To our knowledge, the problem is still completely
open in a manifold setting.

Remark 10.41 (The range µ > χ+ 1). This case is considered in [86, 87, 197]. In
particular, we quote [87, Thm. 3] where the authors establish a Liouville theorem
under the restriction

ω > max{χ, 0}, µ− χ− 1

ω − χ
<
p−m
p− 1

, (10.87)

see also Thm. 2 and Ex. 3 in [86]. Note that µ > χ+ 1 may enjoy (10.87) only if
p > m. Further results for large µ can be found in Theorems 4, 8 and 12 in [87],
Thm. C in [86], Thms. 1.3 and 5.3 in [197].

Remark 10.42 (The range χ < 0). This corresponds to a gradient dependence l
that is allowed to vanish with high order in t = 0, and we quote [66, Thm. 11.4].
There, the conclusions of Theorem 10.33 are shown to hold when (10.57) holds
with l(t) ≥ Ctp−1−χ and ω = 0, provided that

µ < 1, −
[

1− µ
m− 1

]
(p− 1) ≤ χ < 0. (10.88)

Note that, as shown in Remark 11.8 of [66], when µ = 0 the value 1−µ
m−1 (p− 1) in

(10.88) is sharp. A similar bound also appears in Thms. 2 and 7 in [87]. Related
interesting results, for possibly singular b(x) and still in the range χ < 0, are given
in [144].
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List of Symbols

The following symbols are frequently used along the manuscript.

R+
0 R+

0 = [0,∞);

R+ R+ = (0,∞);

Rm flat m dimensional Euclidean space;

Sm unit sphere in Rm+1 endowed by the induced Euclidean metric;

Hm hyperbolic space of sectional curvature −1;

dθ2 round metric of curvature 1 on the unit sphere Sm−1;

ωm−1 volume of the unit sphere (Sm−1,dθ2);

R×hM warped product of R and (M, 〈 , 〉) with metric ds2 + h(s)2〈 , 〉;

Liploc(Ω) locally Lipschitz functions on Ω;

∆p p-Laplacian;

∆p,q (p, q)-Laplacian;

∆ϕ ϕ-Laplacian;

O origin of M ;

DO maximal domain of normal coordinates centred at O;

cut(O) cut-locus of O;

Ric Ricci curvature;

Sec sectional curvature;

Secrad radial sectional curvature;

Mg radially symmetric model manifold with warping function g;

G Green kernel of ∆p;
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G g(r) Green kernel of ∆p on a model Mg;

capp(K) p-capacity of a set K;

% fake distance from a given origin;

(FMP) finite maximum principle;

(WMP∞) weak maximum principle at infinity;

(SMP∞) strong maximum principle at infinity;

(OWMP∞) open form of the weak maximum principle at infinity;

(L) Liouville property;

(SL) strong Liouville property;

(CSP) compact support principle;

(FE) Feller property;

(KO∞) Keller-Osserman condition at infinity;

(KO0) Keller-Osserman condition at zero;

(¬KO∞) failure of the Keller-Osserman condition at infinity;

(¬KO0) failure of the Keller-Osserman condition at zero;

(WS) weak Sard property.
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