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#### Abstract

Tomographic quantitative phase imaging (QPI) lacks an absolute refractive index value baseline, which poses a problem when large dense objects extending over multiple fields of view are measured volume by volume and stitched together. Some of the measurements lack the natural baseline value that is provided by the mounting medium with a known refractive index. In this work, we discuss the problem of the refractive index (RI) baseline of individual reconstructed volumes that are deprived of access to mounting medium due to the extent of the object. The solution of this problem is provided by establishing the RI offsets based on the overlapping regions. We have proven that the process of finding the offset RI values may be justifiably reduced to the analogous procedure in the 2D baseline correction (2D-BC). Finally, we proposed the enhancement of the state-of-the-art 2D-BC procedure previously introduced in the context of 2 D QPI. The processing is validated at the examples of a synthetic dataset and a liver organoid.
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## 1. Introduction

Tomographic quantitative phase imaging (QPI) is a 3D label-free imaging technique commonly used for analysis of biological specimens [1-5]. The technique retrieves spatial distribution of the refractive index (RI). When an analyzed sample is larger than the field of view (FoV) of the imaging device, it is necessary to capture multiple measurements of fragments of the object, reconstruct them independently and finally stitch them together to create a single large tomographic reconstruction [6-8]. Before the stitching procedure can be applied it is required to set a common coordinate system which is performed based on the spatial overlap of the adjacent measurements. The overlapping regions allow for precise positioning of the measurements by mutually aligning features captured in neighboring volumes. There are already developed procedures, such as the open-source BigStitcher [9], for determining the coordinate system of an arbitrary set of 3D images. However such procedures are not designed to match the baseline RI values in the stitched volume. Such a problem is unique to QPI, which fundamentally provides relative measurements.

Although the problem of baseline RI value originates from the basics of wave propagation and is present in the theory of optical diffraction tomography [10] it has not been accentuated in the literature in the context of 3D QPI stitching up to this point, most likely due to each reconstructed volume containing the mounting medium regions that pose a natural baseline RI value. In such
cases where the mounting medium is present in each FoV the relative RI values are changed to absolute ones by setting the correct baseline level - an offset value is added such that the background regions are valued at an a priori known RI of the mounting medium. This is a standard treatment of the reconstructed volumes and other authors rightfully did not emphasise it. The problem arises when large samples are measured fragment-by-fragment and the mounting medium is not present in all FoVs. Hence, it is impossible to independently establish the correct offset value, which brings significant errors to the stitched volume. This is the case for objects like dense tissue slices, organoids or embryos.

A similar problem has been described in 2D QPI and addressed with appropriate numerical processing methods [11,12]. Those techniques utilized the overlapping parts of the measurements that are anyway required for fine spatial positioning to unify the baseline values in certain phase images that lack sample-free regions within their FoVs.

According to our knowledge the baseline correction (BC) is a novel consideration in the context of 3D QPI stitching. We begin this work with a theoretical discussion on why 3D-BC is a necessary procedure in the absence of background region within some tomographic measurements within the captured dataset. In the course of the discussion it is shown that the 3D-BC is essentially a problem of finding appropriate additive RI values (offsets) for each volume that lacks the background region. By drawing inspiration from the 2D-BC we propose to establish the offsets based on the overlapping regions. We conclude the theoretical analysis of the 3D-BC with the novel observation, that the process of finding the offset RI values may be justifiably reduced to the analogous procedure in the 2D-BC, hence blurring the line between 2D-BC and 3D-BC.

Based on this observation we introduce a novel BC method and compare it on the synthetic datasets with the previous SotA BC method that was initially introduced exclusively in the context of 2D-BC. We conclude the work by presenting baseline-corrected stitching of an experimental dataset - a measurement of a liver organoid.

## 2. Baseline in 3D QPI measurement: discussion and problem formulation

Typically in tomographic QPI a sequence of off-axis projections of an object are captured in order to reconstruct the objects' 3D RI distribution. Any QPI modality may be utilized to perform such volumetric reconstruction, as exemplified by Fourier ptychography [13], lensless holographic imaging [14] and holographic tomography [15].

Most tomographic approaches comprise of multiple 2D QPI measurements (taken at different illumination angles or sample angular positions) coupled with a suitable tomographic reconstruction algorithm [10,16-21]. Other 3D QPI approaches, that process intensity measurements [6,22-25], indirectly leverage the connection between phase delay and 3D RI distribution by computation of multiple propagation steps. Hence, they may only model the phase differences that are present within a single FoV, regardless of the presence of the mounting medium.

With the a priori knowledge of the RI of the mounting medium the absolute RI of the object may be calculated, as long as the background region (characterized by the RI of the mounting medium) is present within the FoV.

Without the background region the phase differences captured for all illumination angles would have to be baseline-corrected as shown in the works regarding 2D QPI BC [11,12]. In general it can be stated that the phase shift is coupled with object's RI by the following equation:

$$
\begin{equation*}
\Phi(x, y)=\int_{L} \Delta n(x, y, z) \mathrm{d} l \tag{1}
\end{equation*}
$$

therefore,

$$
\Phi(x, y)+C=\int_{L}\left(\Delta n(x, y, z)+C^{\prime}\right) \mathrm{d} l,
$$

with: $\Phi$ - phase map, $x, y, z$ - spatial coordinates, $\Delta n$ - variation of RI within the FoV, $\mathrm{d} l-$ distance along the beam path $L$, and $C, C^{\prime}$ - constants. Such equation holds not only for measured phase projection used by conventional reconstruction methods, but also for phase shifts modeled by propagation in the intensity-based reconstruction algorithms.

With this equation it is clear that a change in phase projections by a constant offset value results in another offset value in the RI reconstruction. This also means that in order to perform this correction it is not required to correct all captured projections, because the problem may be simplified to the BC of the final reconstructed volume, and hence the BC is adequate for any 3 D RI reconstruction method.

## 3. Methods

In this section we provide an overview of our data acquisition scenario with the overlapping regions (Sec. 3.1) and introduce a novel iterative averaged BC method that utilizes these overlaps (Sec. 3.2). The method is compared to the SotA BC (see Sec. 3.3) optimization-based method (opt-BC) that has originally been introduced as a 2D-BC [12], but may be applied universally as both 2D and 3D-BC method considering the argumentation in Sec. 3.2. Let us again emphasise that only the BC based on the overlapping measurements are within the scope of this work. In cases where the background is present in all measurements it is preferred to perform BC individually in each FoV by using the background regions directly.

### 3.1. Tomographic measurement setup

In this work we assume a measurement scenario, where a large sample is measured with an arbitrary optical tomographic setup. The specimen is larger than the FoV of the device, thus a motorized XY stage is used to measure it fragment by fragment. Each set of projections is then reconstructed independently and as a result one tomographic reconstruction is generated for each position of the stage. Reconstructions of neighbouring fragments have a common part, called an overlap margin. For the schematic view of described configuration see Fig. 1. We assume, that the overlap percentage is the same for all reconstructions, as it greatly simplifies the BC procedure. It is possible to generalize the implementation of the methods presented here to take into account irregular overlap, however, as we show in Sec. 4, the current implementation is resistant to minor overlap irregularities that are present in experimental practice.

### 3.2. Iterative averaged baseline correction

Since the BC in 3D QPI requires finding an additive constant offset term, there is no need to consider detailed 3D RI volume. Thus, the preprocessing step is introduced to reduce the 3 D problem to the 2 D one. This is done through averaging of the $3 \mathrm{D} R \mathrm{RI}$ along the Z axis (perpendicular to the stitching plane, see Fig. 1). This operation vastly decreases computational load, reduces impact of local defects in the reconstruction and enables considering any 2D-BC algorithm as universal BC approach. As such it is an important contribution of this work. This step is performed once for each tomographic reconstruction.

Below we provide the details of the novel BC method introduced in the context of 3D QPI. We call the method iterative averaged baseline correction (IABC). Given the 2D RI maps the iterative part of the method is carried out: in each pass of the algorithm over all 2D frames the mean difference between the given image's margins and all its overlapping counterparts is calculated, averaged and by the end of the iteration added to the current offset of a given frame (offset initialized as zero). Therefore each frame is corrected based on its neighbourhood as shown in Fig. 2(a)). By averaging the contribution of the neighboring frames we avoid the problem of error accumulation [12]. The addition of such averaged difference for all images is a step towards minimizing the overall RI differences between the overlapping regions.


Fig. 1. Schematic view of the spatial positioning of the tomographic measurements. The measurements have been captured such that the volumes are located on a regular grid with an overlap, which is assumed for the presented baseline correction method. The averaged RI maps visualized below are utilized by the BC procedure. They are calculated by taking the mean along Z axis of each volume.

The images which represent the averaged 2D RI maps are arranged in a regular grid of $k$ rows and $l$ columns, according to the acquisition grid assigned to the motorized stage (see Fig. 2(b)). For all used variables the subscript indicates the location within the grid and the superscript indicates the current iteration number. Let $I_{i, j}$ be the image from $i^{\text {th }}$ row and $j^{\text {th }}$ column. Additionally let us designate the modified version of $I_{i, j}$ in $n^{\text {th }}$ iteration as $\widehat{I_{i, j}}=I_{i, j}+P_{i, j}^{n}$, where $P^{n}$ represents a set of individual offset values for all corrected images at $n^{\text {th }}$ iteration step. The side margins of $\widehat{I_{i, j}^{n}}$ are designated as $B_{i, j}^{n}, T_{i, j}^{n}, L_{i, j}^{n}$ and $R_{i, j}^{n}$, respectively from bottom, top, left or right side of the image. Those margins are clipped from full images according to nominal overlap percentage. With this convention the RI correction step for each image is described as

$$
\begin{align*}
& \Delta P_{i, j}^{n}=\frac{1}{2}\left\langle E_{B_{i, j}^{n}}+E_{T_{i, j}^{n}}+E_{L_{i, j}^{n}}+E_{R_{i, j}^{n}}\right\rangle  \tag{2}\\
& P_{i, j}^{n+1}=P_{i, j}^{n}+\Delta P_{i, j}^{n}
\end{align*}
$$

with

$$
\begin{align*}
E_{B_{i, j}^{n}} & =\left\langle T_{i+1, j}^{n}-B_{i, j}^{n}\right\rangle \\
E_{T_{i, j}^{n}} & =\left\langle B_{i-1, j}^{n}-T_{i, j}^{n}\right\rangle  \tag{3}\\
E_{L_{i, j}^{n}} & =\left\langle R_{i, j-1}^{n}-L_{i, j}^{n}\right\rangle \\
E_{R_{i, j}^{n}} & =\left\langle L_{i, j+1}^{n}-R_{i, j}^{n}\right\rangle
\end{align*}
$$



Fig. 2. a) Scheme showing the number of neighboring frames relative to the location of a given frame from the boundary, b) Visualization of the relative placement of the images with notations used in Eq. (3).
where $\langle\square\rangle$ indicates the average value. $P_{i, j}^{n}$ is initialized as a set of zeros at $n=0$ and updated with $\Delta P_{i, j}^{n} . \Delta P_{i, j}^{n}$ is comprised of error terms $E$ that are the average difference between the overlapping margins. We also define the RI error at boundaries as zero, for example $E_{T_{0, j}^{n}}=0$ (see Fig. 2(a)). The factor $\frac{1}{2}$ originates from halving the compensation step in order to equally distribute the discrepancies between neighbours, considering that for example $E_{B_{i, j}^{n}}=-E_{T_{i+1, j}^{n}}$. This also ensures that the algorithm converges - with a factor higher than $\frac{1}{2}$ it would be possible for $\Delta P_{i, j}^{n}$ to become unstable throughout the iterations. With each pass the differences between overlapping regions take a step towards minimum in terms of the cost function defined as:

$$
\begin{equation*}
f^{n}(P)=\sum_{i=1}^{k} \sum_{j=1}^{l}\left|\Delta P_{i, j}^{n}\right| \tag{4}
\end{equation*}
$$

It is due to the fact that each iteration $n$ shifts individual $\Delta P_{i, j}^{n+1}$ towards zero. Although the cost function as a whole is not required to be computed throughout the iterations, tracking its value is a suitable tool for the stopping criterion. Error terms $E$ in Eq. (3) are direct estimates of the baseline error to be corrected. Given that the acquisition setup is well adjusted the small shift between the overlapping regions does not pose a problem. The discrepancy due to misaligned image features cancels out - positive error from one margin cancels out negative error from the second one. As long as the misalignment does not introduce a significant amount of new features unique to only one of the overlapping margins the difference between the images' margins is an accurate estimation of the baseline error.

It should be noted that the offset values additively influence the error terms $E_{B_{i, j}^{n}}, E_{T_{i, j}^{n}}, E_{L_{i, j}^{n}}$ and $E_{R_{i, j}^{n}}$. For example:

$$
\begin{equation*}
E_{a b}=\left\langle\left(I_{a}+P_{a}\right)-\left(I_{b}+P_{b}\right)\right\rangle=\left\langle I_{a}-I_{b}\right\rangle+P_{a}-P_{b} \tag{5}
\end{equation*}
$$

with: $I_{a}$ and $I_{b}$ - arbitrary images, $P_{a}$ and $P_{b}$ - arbitrary offset values. Hence, the terms may be evaluated only once and updated in each step without explicit recalculation according to Eq. (3). This may be done simply by adding and subtracting respective offset values $P^{n}$ to the error terms.

The procedure may be easily extended by utilizing the diagonally overlapping regions or by performing image registration of the overlapping margins in order to separately align each overlapping region. The former would utilize all available information, whereas the latter would ensure the alignment of the compared structures present within the margins. Both extensions may be integrated by applying appropriate weights in the calculation of $\Delta P_{i, j}$, such as the nominal overlap percentage in case of diagonal overlaps or relative increase or decrease of the overlapping region due to image alignment procedure.

Those extensions are however beyond the scope of this work.

### 3.3. Performance analysis in the simulated measurement

The performance analysis requires the ground truth which is not available experimentally. Unfortunately there are no known large phantoms that span over multiple FoVs. For this reason the performance analysis of the proposed method is assessed using the simulated data. Here we will compare the new IABC method against opt-BC, which we have introduced in our previous work [12] in the context of 2D QPI. opt-BC is an L 2 minimization of the discrepancy between all overlapping margins using the Broyden-Fletcher-Goldfarb-Shanno optimization procedure with default parameters suggested by the SciPy package [26]. The comparison is made in terms of the relevant error metrics described below and in terms of the execution time.

The simulated scenario consists of a tomographic reconstruction of a large 3D sample comprised of spherical objects suspended in a medium. In the first step, the average 2D RI map is generated from the reconstruction. The resulting 2 D map is then split into a $6 \times 6$ grid of images spatially located on a regular grid, with $10 \%$ overlap. Each image is $259 \times 295$ pixels. Those images constitute the ground truth to which the set of corrupted-and-corrected images are compared.

The maps are corrupted with four types of errors: (1) systematic error term (same for all images), (2) an individually randomized linear term, (3) an individually randomized offset to simulate the essential problem discussed in this work and (4) a individually randomized low-frequency error term. The justification for adding the first two error terms is that such corrections were required for the successful correction of the experimental data shown in Sec. 4. Error (4) is not corrected and the reason for implementing it is so that the overlapping parts of the images are not perfectly identical - this is to ensure that even if errors (1) and (2) are perfectly estimated there will be some error left to test the robustness of error (3) estimation in the presence of other errors that are always present in practice. The errors (1), (2) and (4) were both modelled as random 2D Legendre polynomials.

Because the results of the experiment depend on the relative magnitudes of modeled signal and disturbances we disclose below the magnitudes of those terms given that the RI contrast of a single sphere is normalized, $\Delta \mathrm{RI}=1$. For errors (1) and (4) the Legendre coefficients were uniformly randomized in range -0.5 to 0.5 for up to the second degree. For error (2) we used the same range, but limited the degree to one, that is two orthogonal linear terms. The error (3) has been randomized uniformly in range from 0 to 100 .

The errors (1)-(3) were corrected in the processing pipeline proposed in our previous work [12]. For the correction of error (1) we used the filtered averaged multiple exposure method that averages all available 2D images and estimates the systematic error as the low-pass-filtered version of such an average image. To correct error (2) we used the gradient-based plane fitting (grad-PF) that calculates the gradient of the image and estimates the slope of the linear trend by taking the median value of individual partial derivatives. Finally with the correction of offsets errors (3) the proposed IABC method may be compared with the previously developed opt-BC.

The experiment is divided into two cases. In the first case the images are processed like described above. This scenario represents the typical usage case. Second one is the distorted case, where after correcting the errors (1) and (2) an additional random linear trend is added to a single image within the grid. This case represents a scenario where the linear trend removal failed and the BC method needs to perform in such disturbed condition. The aim of this scenario is to test the robustness of the BC methods.

The discrepancies between the ground truth and the results after corrections are expressed using the following error metrics: $A$, is the root mean squared error (RMSE) of the averaged refractive index with respect to the mounting medium within the objects' regions $\Delta R I_{\text {avg }}$, divided by its maximum value. Such an error summarizes the local RI error to be expected at any given point of the stitched FoV.

$$
\begin{equation*}
A=\frac{\operatorname{RMSE}\left(\Delta R I_{\text {avg }}-\mathbb{H}\left\{\Delta \widetilde{R I}_{\text {avg }}\right\}\right)}{\max \left(\Delta R I_{\text {avg }}\right)} \tag{6}
\end{equation*}
$$

with $\mathbb{H}\{\square\}$ indicating the operator of a given set of correction methods and $\widetilde{R} I_{\text {avg }}$ being the disturbed version of the ground truth $R I_{\text {avg }}$. The second metric, $B$, is the absolute value of the relative cumulative $\Delta R I_{\text {avg }}$ error.

$$
\begin{equation*}
B=\left|\frac{\sum \Delta R I_{\text {avg }}-\sum \mathbb{H}\left\{\Delta \widetilde{R} I_{\text {avg }}\right\}}{\sum \Delta R I_{\text {avg }}}\right| \tag{7}
\end{equation*}
$$

Such a metric estimates an overall RI error to be expected within the stitched FoV. Such an error further propagates to the biomedically relevant metrics.

The randomized simulated experiment is repeated 50 times, for both regular and distorted cases. Metrics A and B are calculated based on the simulated ground truth after 20, 100 and 200 iterations, for each of 50 repetitions. In Table 1 we show an average and standard deviation within the 50 repetitions in terms of both scores, given in percentages. Additionally the average execution time of each approach is given. Note that the execution time depends on the grid size and in the case of opt-BC also on the number of pixels of the overlapping margins. Due to Eq. (5) in IABC the number of pixels influences only the execution time of the first iteration, and in practice is not relevant due to the speed of pixel-wise matrix subtraction and in the context of multiple iterations.

Table 1. Comparison of the performance of opt-BC and IABC methods in terms of A and $B$ performance metrics and execution time. The methods were applied to 50 randomized simulated datasets, hence the results are presented as an average with a standard deviation.

| Case | Metrics | Before correction | opt-BC | 20 iter.IABC | 100 iter.IABC | 200 iter.IABC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Regular | A | $336 \% \pm 51 \%$ | $\mathbf{6 \%} \pm \mathbf{1 \%}$ | $44 \% \pm 18 \%$ | $7 \% \pm 1 \%$ | $\mathbf{6 \%} \pm \mathbf{1 \%}$ |
|  | B | $175 \% \pm 116 \%$ | $\mathbf{1 1 \%} \pm \mathbf{4} \%$ | $43 \% \pm 35 \%$ | $11 \% \pm 5 \%$ | $\mathbf{1 1 \%} \pm \mathbf{4 \%}$ |
|  | Exec.time | - | $61 \mathrm{~s} \pm 10 \mathrm{~s}$ | $0.52 \mathrm{~s} \pm 0.01 \mathrm{~s}$ | $1.63 \mathrm{~s} \pm 0.04 \mathrm{~s}$ | $3.02 \mathrm{~s} \pm 0.07 \mathrm{~s}$ |
| Distorted | A | $336 \% \pm 51 \%$ | $\mathbf{1 0 \%} \pm \mathbf{3} \%$ | $47 \% \pm 18 \%$ | $17 \% \pm 6 \%$ | $16 \% \pm 6 \%$ |
|  | B | $176 \% \pm 116 \%$ | $\mathbf{1 1 \%} \pm \mathbf{5 \%}$ | $44 \% \pm 37 \%$ | $15 \% \pm 12 \%$ | $15 \% \pm 12 \%$ |
|  | Exec.time | - | $64 \mathrm{~s} \pm 12 \mathrm{~s}$ | $0.52 \mathrm{~s} \pm 0.01 \mathrm{~s}$ | $1.63 \mathrm{~s} \pm 0.04 \mathrm{~s}$ | $3.01 \mathrm{~s} \pm 0.06 \mathrm{~s}$ |

The results show that the IABC method performs on par with the opt-BC method given enough iterations. This is true for the regular case, where the typical errors are successfully corrected prior to BC correction. In the distorted case IABC performed less robustly. Notably, the IABC
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method computes over 20 times faster, which is a great advantage in cases with a significantly large number of individual measurements, such as the 320 measurements discussed in Sec. 4. The rapid convergence is visualized in Fig. 3, where the error expressed by cost function (Eq. 4) is shown in the logarithmic scale. The plot visualizes the convergence in the regular case. It was not possible to show the convergence of the distorted case on the same plot, as they overlapped very closely. This is because the cost function does not have access to the ground truth.


Fig. 3. Plot visualizing the minimization of the error expressed by the cost function (Eq. (4)) throughout the iterations of the IABC method in the simulated examples (regular case). The error is normalized - divided by the number of simulated tiles and the overlap percentage. As the plot is an average of 50 experiments, notice the narrow $95 \%$ confidence interval.

## 4. Experimental investigation

In order to show the significance of proposed processing the volumetric stitching of a liver organoid is presented. The organoid measured in this work spans $425 \mu \mathrm{~m}$ along its most elongated direction by $250 \mu \mathrm{~m}$ along the orthogonal direction. Spatial sampling of the measurement is $0.1216 \mu \mathrm{~m}$. The object has been immersed in the mounting medium with RI @ $0.633 \mathrm{~nm}=1.3350$. Although the captured measurement consisted of 320 individual FoVs, the sample occupies a grid of $15 \times 13$ FoVs, while the rest are object-free. Reconstructed volumes are $530 \times 530 \times 800$ px each, with $58 \%$ overlap between neighboring frames. The measurements formed a single layer, so the volumes overlapped side by side, but were not stacked in the axial ( Z ) direction. The phase projections were captured using optical diffraction tomography system based on Mach-Zehnder interferometer developed at Warsaw University of Technology as a technology demonstrator [15]. It is equipped with 1.3 NA and $x 48$ objective, operating under $0.633 \mu \mathrm{~m}$ illumination wavelength.

The measurements have been reconstructed with the direct inversion using Fourier diffraction theorem based algorithm with Rytov approximation [15]. This resulted in errors in some parts of the object due to phase unwrapping procedure, that is required by the Rytov approximation and often fails in case of highly scattering samples. Hence some regions of the organoid lack clarity due to the inconsistencies in the underlying data.

### 4.1. Processing path

Initially we attempted the correction with only the BC step. This has not provided satisfactory results, both for opt-BC and IABC methods. The problem was that the obtained correction offset map contained a significant amount of nonuniform offsets in the object-free regions (see
successful example at Fig. 4(b)). This led us to assume that the volumes contain errors common in 2D QPI, namely the systematic and linear errors. To address this assumption, we preceded the BC with: (a) averaged multiple exposure method for systematic error subtraction and (b) gradient-based trend removal for linear error correction [12]. Those corrections were performed on the 2D RI maps, before passing them to BC, but estimated errors other then offsets were not transferred to the volumetric data.


Fig. 4. Visualization of the processing steps. Note that the overlapping regions have been cropped out for the visual clarity. a) Raw 2D RI maps averaged along the Z axis, tiled in their nominal positions (before stitching), b) offset terms estimated within 200 iterations of IABC, with range of values marked with red lines on the colorbar (offsets colorbar range fixed to match the dynamic range of the RI colorbar), c) the 2D RI maps after baseline correction. d)-e) Stitched volume cross-section (central) after stitching with BigStitcher obtained with volumes d) without any preprocessing, e) after proposed baseline correction. For the animated version of the comparison visit [29] and [30].

Note that the baseline correction is performed prior to stitching, hence the 2D RI maps in Fig. 4(a))-c) are shown tiled in their nominal spatial position (as read from the motorized stage controller) with the overlapping regions cropped out.

To visually compare the results we have stitched both raw volumes (Fig. 4(d)) and volumes corrected with 3D-BC method (Fig. 4(e)). The final stitching procedure has been performed using the BigStitcher [9] software. Because BigStitcher does not operate on floating point images, the individual RI volumes have been rescaled and rounded to the unsigned 16-bit integer values before the stitching and rescaled back to RI values afterwards. BigStitcher has been used to:
(1) adjust the spatial position of the volumes in order to improve the alignment of the overlapping features of the object in all three dimensions, first using the pairwise phase correlation image registration technique, which provides shifts for each overlapping pair of
images [9,27] followed by global optimization based on the pairwise shifts to establish a single shift for each volume [28],
(2) smoothly fuse individual volumes into one single volume using a per-pixel weighted average that minimizes boundary artefacts [9] (Fig. 4(d))-e)).

### 4.2. Results summary

The obtained results show the validity of the approach proposed in section 2. - the correction offsets range from -0.0081 to 0.0044 , therefore spanning 0.0126 (see red marks in Fig. 4(b)), which is a substantial correction considering that the contrast of the measured sample is approximately 0.03 , hence the raw values are off by $\approx 40 \%$. Within the objects 3D footprint the RI RMSE reached 0.0029. Comparative visual assessment between raw (Fig. 4(a)) and corrected (Fig. 4(c)) RI maps additionally indicates the significance of the results, by providing superior continuity between individual measurements of the object- the continuity is expected in the object such as the organoid. The corrections established on the 2D RI maps transfer well to the full volume, as shown in comparison of Fig. 4(d)) and e). We additionally prepared supplemenary materials in the form of the following animations:

- GIF switching between raw and corrected stitched volumes [29]
- Comparison of cross-sections through the volumes [30]

Overall, we argue that the proposed procedure granted correction that is significant to the 3D QPI measurement stitching and is a first step towards bridging the gap between single FoV measurements with background regions and multi-FoV measurements without ubiquitous access to the background regions.

### 4.3. Source code and data availability

The source code for the 3D-BC procedure is available here [31]. The raw reconstructed volumes used for this work, together with their spatial placement configuration file are available [32].

## 5. Conclusions

In this work we discussed the implications of 3D QPI relying on the relative measurements in the context of fragment by fragment acquisition. We argue that measurements of certain objects that do not provide an opportunity to capture object-free region within a single FoV require baseline correction based on the overlapping regions. Furthermore, we reduce the problem of such correction to the 2D case, such that the state-of-the-art 2D baseline correction algorithms can be utilized.

We also present the novel algorithm for 2D baseline correction, together with the quantitative analysis based on simulated dataset. The results show that the performance of our approach is on a par with the SotA in cases where the aberrations of the individual measurements are well corrected. However, it is subpar to the previous solution in the distorted cases. Notably, the novel solution converges much faster, making it vastly competitive in terms of computation time.

Finally, we present the experimental comparison of the tomographic reconstructions of raw measurements and baseline-corrected measurements. The results show the validity of the claims made throughout the work, namely that the baseline unification is a necessary preprocessing procedure for the stitching of 3D RI distributions of large and dense objects and that the problem may be efficiently resolved by reducing the correction to the case similar to the baseline correction of 2D QPI measurements.
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