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Abstract

This thesis addresses interior and boundary regularity for solutions of quasilinear elliptic equations.
In particular, we aim to study second order regularity of solutions to nonlinear equations driven by
a local, anisotropic operator. We will also investigate first-order regularity of solutions to quasilinear
equations of mixed local-nonlocal type. The thesis consists of four chapters, each one based on the
original papers [8], [7], [6] and [9] respectively.

Chapter 1 deals with interior second order regularity of solutions to quasilinear equations in a
possibly anisotropic setting. We deal with equations in divergence form of the kind −div

(
A(∇u)

)
= f ,

which emerge as Euler-Lagrange equations of integral functionals of the Calculus of Variations built
upon possibly anisotropic norms of the gradient of trial functions. We establish interior W 1,2-Sobolev
regularity for the nonlinear expression of the gradient subject to the divergence operator, the so-called
stress field A(∇u).

Chapter 2 is about global W 1,2-Sobolev regularity of the stress field A(∇u). We study both
the homogeneus Dirichlet and Neumann boundary value problems, and we provide global regularity
estimates in domains enjoying minimal assumptions on the boundary. Their proofs rely on a suitable
generalization of Reilly’s identity, which is established for operators of Orlicz-Laplace type subject to
this anisotropic regime.

Chapter 3 is devoted to a relatively transversal topic, that is the approximation of a Lipschitz
domain Ω via a sequence of smooth domains. The approach here developed is different than the ones
present in the literature, and it is quite flexible since our approximating sets also keep track of the
(possibly) additional regularity of the boundary ∂Ω. This approximation technique can be particularly
useful when one considers PDEs settled in domains with minimal regularity assumptions, as in the
case studied in Chapter 2.

At last, in Chapter 4 we study nonlinear equations of mixed local-nonlocal type, modeled upon
the sum of a p-Laplacian operator and a fractional (s, q)-Laplacian, −∆pu+ (−∆q)

su. Under certain
hypotheses on p, q ∈ (1,∞), s ∈ (0, 1) and the data, we establish global Hölder continuity of the
gradient of solutions to these equations, as well as a Hopf-type Lemma and a strong maximum principle.
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Notation

• For d ∈ N, U ⊂ Rd open, and a function v : U → R, we shall denote by ∇v = Dv its d-dimensional
gradient, and ∇2v = D2v its hessian matrix.

For i, j = 1, . . . d, we will write the partial derivatives as

∂iv = ∂xiv =
∂v

∂xi

∂2ijv = ∂2xixjv =
∂2v

∂xi∂xj
.

We will often use the short-hand notation for its level and sublevel sets

{v < 0} := {z ∈ U : v(z) < 0}.
{v = 0} := {z ∈ U : v(z) = 0} .

• For a given function u : Ω → R defined on an open set Ω ⊂ Rn, and a function ψ : Rn → R, the
notation ∇ξψ(Du) means that we are differentiating the function ψ with respect to ξ ∈ Rn, and
evaluating it at Du.

• We denote byW k,p(Ω) the usual Sobolev space of Lp(Ω) weakly differentiable functions having weak
k-th order derivatives in Lp(Ω).

For any α ∈ (0, 1], the spaces Ck(Ω) and Ck,α(Ω) will denote, respectively, the space of functions
with continuous and α-Hölder continuous derivatives up to order k ∈ N.

• Point of Rn will be written as x = (x′, xn), with x
′ ∈ Rn−1 and xn ∈ R. We write Br(x) to denote

the n-dimensional ball of radius r > 0 and centered at x ∈ Rn. Also, B′
r(x

′) will denote the (n− 1)-
dimensional ball of radius r > 0 and centered at x′ ∈ Rn−1—when the centers are omitted, the balls
are assumed to be centered at the origin, i.e., Br := Br(0) and B

′
r := B′

r(0
′).

• For d ∈ N, and for a given matrix X ∈ Rd×d, we shall denote by |X| its Frobenius Norm

|X| =
√
tr(XtX) =

√√√√ d∑
i,j=1

X2
ij ,

where Xt is the transpose of X. If X ∈ Rd×d is a symmetric matrix, we write X ≤ c Id (X ≥ c Id) to
denote that its eigenvalues are bounded from above (below) by the constant c. From here onward,
Id will denote the identity matrix.

• Given a set A, we shall write |A| for its Lebesgue measure, and Hs(A) its s-dimensional Hausdorff
measure. If A is Lebesgue measurable with |A| < ∞, we denote the average integral on A of a
function v as

vA ≡ (v)A := −
ˆ
A
v dx =

1

|A|

ˆ
A
v dx .

Also, given two open bounded sets A,B, we will denote by distH(A,B) their Hausdorff distance.

• For a given function ϕ : U → R with U ⊂ Rn−1 open, we write Gϕ and Sϕ to denote its graph and
subgraph in Rn, i.e.,

Gϕ = {x =
(
x′, ϕ(x′)

)
: x′ ∈ U} and Sϕ = {x =

(
x′, xn

)
: x′ ∈ U, xn < ϕ(x′)} .
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Introduction

In the first part of this thesis we are going to study local second-order regularity for quasilinear
equations of the form

(0.0.1) −div
(
A(∇u)

)
= f in Ω

in a possibly anisotropic setting, where A(∇u) is a suitable vector-field–see (0.0.2) below, and Ω is an
open subset of the Euclidean space Rn, with n ≥ 2.

The anisotropic term is encoded into a homogeneous, convex functionH, that will be often referred
to as the “anisotropy”, or the “norm”.
Given a norm H = H(ξ) satisfying certain ellipticity assumptions, and p ∈ (1,∞), the term A(∇u)
appearing in the divergence of (0.0.1) is given by

(0.0.2) A(∇u) := 1

p
∇ξH

p(∇u) = Hp−1(∇u)
)
∇ξH(∇u) ,

and it is typically called stress field.
A classic example of equation (0.0.1) is given by the p-Laplace problem

(0.0.3) −∆pu := −div
(
|∇u|p−2∇u

)
= f ,

which corresponds to the case of Euclidean norm H(ξ) = |ξ|. In particular, for p = 2 it reproduces
the linear Poisson equation

(0.0.4) −∆u = f .

Moreover, equations (0.0.1) emerge as Euler-Lagrange equations of the integral functionals

(0.0.5) JH(v) =

ˆ
Ω
Hp(∇v) dx−

ˆ
Ω
f v dx.

Anisotropic setting typically appears when dealing with energy functionals used to describe models of
surface energy– see, e.g., [105, 186] and references therein.

Surface energy arises since the microscopic environment of the interface of a medium is different
from the one in the bulk of the substance. In many concrete cases, such as for crystals or the common
cooking salt, the different behavior depends significantly on the space direction, and so these energy
models have now become very popular in metallurgy and crystallography, see, e.g., [11, 85, 192]. Of
course, the medium may also be subject to exterior forces, and thus functional (0.0.5) results in the
sum of an energy plus a potential term.

Other applications of anisotropic models related to (0.0.5) occur in noise-removal procedures in
digital image processing and fluidodynamics– see, e.g., [4, 28, 67, 90, 94, 167, 60, 189] and references
therein.
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INTRODUCTION 6

Equation (0.0.1)-(0.0.2) belongs to the class of quasilinear equations in divergence form of p-growth
type. Namely, equations of the form

(0.0.6) −div
(
A(x, u,∇u)

)
= F (x, u,∇u) ,

with appropriate conditions on F = F (x, z, ξ), where the vector field A = A(x, z, ξ) satisfies1

(0.0.7) |A(x, z, ξ)| ≲ |ξ|p−1 and A(x, z, ξ) · ξ ≳ |ξ|p .

Clearly, the prototypical example of such class of equations is given by the p-Laplace operator (0.0.3),
which also features the so-called radial Uhlenbeck type structure, i.e., A(x, z, ξ) ≡ Ã(|ξ|) ξ = |ξ|p−2ξ.

Regularity theory for quasilinear equations in divergence form has been object of study by many
authors in the last century. It can be said that the seminal papers of De Giorgi, Nash and Moser
[78, 163, 159, 160] opened the way on the study of this topic. Indeed, although they were treating
linear problems, their proofs were based on completely nonlinear methods, i.e., the linearity of the
equation was not used, and thus have been used–and improved–to treat quasilinear equations as well.

For example, concerning Hölder continuity of solutions, De Giorgi’s proof was reworked and gen-
eralized to non-linear equations by Stampacchia [181, 182], Ladyzhenskaya & Uralt’seva [128] into
what are now called De Giorgi’s classes– see also [101], [108, chapter 7] and references therein. On
the other hand, Moser’s iteration technique was used by Serrin [179] and Trudinger [188]– see also the
works of Lieberman [136, 137] for equations of Orlicz-growth and with measure data.

Further regularity of solutions is obtained by requiring A to be diffentiable in the gradient variable,
and satisfying a condition of the kind2

(0.0.8) ∇ξA(x, z, ξ) ≈ |ξ|p−2 Id ,

which is stronger than (0.0.7)– see, e.g., [71, Lemma 2.1]. Operators falling into this class of equations
are the p-Laplacian and, as we will see, its anisotropic counterpart.

With this additional assumption in force, interior C1,α regularity of solutions was first proven
by Giaquinta & Giusti [102] in the quadratic case p = 2, by Evans [91] for 1 < p ≤ 2, and by
Lewis [133], Tolksdorf [187] and Di Benedetto [83] for a general 1 < p < ∞. The proof of this
result is based on the so-called perturbation method, which can be considered as a generalization of
the homonymous method used in the proof of Schauder’s estimates for linear equations with Hölder
continuous coefficients. Having fixed a point x0 ∈ Ω, the underlying idea is to “freeze” the (x, z)
variables of the vector field A, i.e., to study the solution u0 of the homogeneous problem

(0.0.9)

{
−div

(
A(x0, u(x0),∇u0)

)
= 0 in BR(x0) ,

u0 = u on ∂BR(x0),

for small radius R > 0. Boundedness of ∇u0 is obtained by differentiating (0.0.9) and by making use
of Moser iteration. Then, via a suitable modification of De Giorgi’s method, one obtains Campanato-
type estimates for ∇u0. Next, one chooses u− u0 as a test function in equations (0.0.6), (0.0.9), and
takes the difference between said expressions. In this way, owing to the differentiability assumption
(0.0.8), the previous Campanato-type estimates, obtained for u0, are recovered by the original solution
u as well. Hence, the C1,α regularity of u follows by Campanato’s characterization of Hölder spaces
[41]-[43]. We refer to Manfredi’s Phd Thesis [141], and his work [142] for further details on this topic.

1Namely, |A(x, z, ξ)| ≤ a0 |ξ|p−1 + a1(x) |z|p−1 + a2(x) and A(x, z, ξ) · ξ ≥ b0 |ξ|p − b1(x) |z|p − b2(x) for some positive
constants a0, b0, and suitable functions a1, a2, b1, b1.

2Specifically, there exist two constants c, C > 0 such that c |ξ|p−2 Id ≤ ∇ξA(x, z, ξ) ≤ C |ξ|p−2 Id.
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See also [136] for the study of interior C1,α regularity of solutions to Orlicz-growth type equations,
which we will discuss in Chapter 2. Let us point out that, in general, solutions to (0.0.3) do not have
any better classical regularity than C1,α– see [12, 119].

Other results concerning interior Hölder continuity and gradient regularity of p-Laplace type
equations can be found in [15, 17, 34, 38, 55, 56, 76, 87, 88, 89, 125, 126, 127, 143, 144, 154, 155].

So far, we have given a brief overview on first-order regularity theory for solutions to quasilinear
equations. As already mentioned, the main results of the first two chapters of this thesis are instead
focused on second order regularity for solutions to equation (0.0.1).

Early contributions on this topic date back to the works of Bernstein [21] and Schauder [175] for
the Poisson equation (0.0.4). Their generalization to linear equations in divergence form was proved
by various authors including Friedrichs [96], Browder [37], Lax [129] and Nirenberg [165, 166]. The
result can be stated as follows: if u ∈W 1,2

loc (Ω) is a local weak solution of (0.0.4), then

u ∈W 2,2
loc (Ω) ⇐⇒ f ∈ L2

loc(Ω) ,

or equivalently

(0.0.10) ∇u ∈W 1,2
loc (Ω) ⇐⇒ f ∈ L2

loc(Ω).

The proof is nowadays well known, and is based on the so-called difference quotients method–see for
instance [106, Sections 8.3-8.4] and [36, Section 9.6].

Extensions of these results, still based on the difference quotients technique, were first obtained
for quasilinear equations of the form

(0.0.11) −div
(
[ε2 + |∇u|2]

p−2
2 ∇u

)
= f , for ε > 0 ,

by requiring further integrability on f– see, e.g., [128, pp. 277], [187, Proposition 1], [108, Chapter 8].
However, for the p-Laplace equation (0.0.3)– that is in the case ε = 0 in (0.0.11)– the equivalence

relation (0.0.10) is in general false. Indeed, for x = (x1, . . . , xn) ∈ Rn and β ≥ 1, the function
u0(x) = |x1|β is a local weak solution of (0.0.3) in the unit ball B1, with right hand-side f0 ∈ L∞(B1)
if p > 2 is large enough, but u0 ̸∈ W 2,2

loc (B1) for β ≤ 3
2 . In fact, u0 ̸∈ W 2,q

loc (B1) for all q > 1 provided
β is sufficiently close to 1.

Therefore, in order to study L2-second order regularity for quasilinear equations of p-Laplace type,
it is more appropriate to look at the regularity of other suitable quantities than the solution u itself,
such as the stress field A(∇u). In this regard, sharp L2 second-order regularity of solutions, i.e., the
extension of (0.0.10) to the p-Poisson problem (0.0.3), was obtained by Cianchi & Maz’ya [58] and
reads as follows: if u is a local solution of equation (0.0.3), then

(0.0.12) A(∇u) ∈W 1,2
loc (Ω) ⇐⇒ f ∈ L2

loc(Ω) ,

and the following local quantitative estimate holds true

R−1∥A(∇u)∥L2(BR) + ∥∇A(∇u)∥L2(BR)

≤ c
(
∥f∥L2(B2R) +R−n

2
−1 ∥∇u∥p−1

Lp−1(B2R)

)
,

(0.0.13)

for every open ball B2R ⊂⊂ Ω with radius R ≤ 1, where c = c(n, p) > 0.
Related second-order regularity results, with additional regularity assumptions on f can also be

found in other works. For instance, Lou [139] showed a similar, yet weaker result, that is |A(∇u)| =
|∇u|p−1 ∈W 1,2

loc (Ω) if u is a local weak solution of (0.0.3) and assuming f ∈ Lqloc(Ω) with q > n/p, but
without providing any quantitative estimates.
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Local fractional differentiability of the stress field has been recently studied by Avelin, Kuusi &
Mingione [13], and Balci, Diening & Weimar [16]. BMO-type estimates on A(∇u) have been obtained
by Breit, Cianchi, Diening, Kaplický & Schwarzacher [84, 34].

Similar regularity results have also been obtained for vector fields of the form Vα = |∇u|α−1∇u
under suitable assumptions on α ∈ (0,∞), p ∈ (1,∞) and the source term f . For example, a classical
result used in the proof of the C1,α regularity [128, 83] tells us that if u solves (0.0.3) with bounded f ,
then

|∇u|
p−2
2 ∇u ∈W 1,2

loc (Ω),

for any p ∈ (1,∞).

Other contributions due to Simon [180] and De Téhlin [79] show that ∇u ∈W 1,p
loc provided f ∈ Lp

′

loc

and 1 < p ≤ 2. Similar results for the Orlicz-Laplace equation can be found in [46].
When p > 2, Cellina [44] showed that ∇u ∈ W 1,2

loc if f ∈ W 1,2
loc , for p ∈ [2, 3)– see also [156] for a

generalization– whereas in [45] the author proves that∇u ∈W s,2
loc for p ∈ [3, 4) and for all 0 < s < 4−p.

Similar, interior regularity results have been obtained in [39] and [109], the latter in a very general
setting. Let us also mention that Damascelli & Sciunzi [72] obtained interior weighted L2-Hessian
regularity results for all p ∈ (1,∞), a suitable source term f , but without providing any quantitative
estimates.

For what concerns boundary regularity of solutions to quasilinear equations, the first results were
obtained almost simultaneously together with the interior ones. For instance, global boundedness and
Hölder continuity for equations of p-growth type (0.0.7) can be found in the book of Ladyzhenskaya &
Uralt’seva [128]– see also the work of Trudinger [188] and references therein. Boundary C1,α-regularity
was proven in [103] in the quadratic case p = 2 and in [135] for p ∈ (1,∞). As in the local case, the
vector field A(x, z, ξ) is required to be differentiable in the ξ variable, with (0.0.8) in force.

The proof still makes use of the perturbation method previously described. The only difference
when dealing with the Dirichlet problem is the study of the frozen equation of u0, which takes place
on the half ball B+

R(x0), i.e.,

(0.0.14)

{
−div

(
A(x0, u(x0),∇u0) = 0 in B+

R(x0) ,

u0 = u on ∂B+
R(x0)

for which boundedness and Campanato estimates of the gradient ∇u0 follow from a delicate barrier
argument and weak Harnack inequalities. A related contribution is due to Fan [92] for variable
exponent quasilinear operators, i.e., of p(x)-Laplace type, and the Orlicz case is discussed in [136].

More recently, under minimal regularity assumptions on the boundary and the source term f ,
global Lipschitz regularity was obtained by Cianchi & Maz’ya [53, 54] for equations featuring radial
Uhlenbeck structure. Their proof is based on integration of (0.0.3) (multiplied by ∆u) over the
level sets of |∇u|, followed by a careful analysis of each integral term via (pseudo-)rearrangements
and distribution functions. Very recently, a similar result has been obtained (on convex sets) by De
Filippis & Piccinini [77] for equations of (p, q)-growth type, by using a global De Giorgi type iteration.

Regarding second-order regularity, global W 2,2-estimates of solutions u to linear Dirichlet bound-
ary value problem

(0.0.15)

{
−∆u = f in Ω

u = 0 on ∂Ω
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can still be established by using the difference quotients method, as long as the boundary ∂Ω is
sufficiently regular, e.g., ∂Ω ∈ C2. In particular, the result states that if u is a weak solution to
(0.0.15), then

(0.0.16) ∇u ∈W 1,2(Ω) ⇐⇒ f ∈ L2(Ω) .

The same global results for linear problems in non-smooth domains satisfying minimal regularity
assumptions were established in [148, 149]. The approach of the proof is different, since it is based on
a Reilly’s type identity

(0.0.17)

ˆ
Ω
(∆u)2dx =

ˆ
Ω
|∇2u|2dx+

ˆ
∂Ω

(∂νu)
2 trB dHn−1 , u = 0 on ∂Ω,

where trB stands for the mean curvature of ∂Ω.
The extension of this result to the p-Laplace operator can still be found in the work of Cianchi &

Maz’ya [58]–see also [59, 14] for the case of p-Laplace systems. Namely, if u is a solution to

(0.0.18)

{
−∆pu = f in Ω

u = 0 on ∂Ω

then we have the global counterpart to (0.0.12), i.e.,

(0.0.19) A(∇u) ∈W 1,2(Ω) ⇐⇒ f ∈ L2(Ω) ,

provided that Ω is convex, or its boundary satisfies minimal regularity assumptions. Their proof of
this result essentially relies on an integral inequality, which extends (0.0.17) to the p-Poisson problem:

ˆ
Ω

∣∣div(|∇u|p−2∇u
)∣∣2dx ≥ c

ˆ
Ω
|∇u|2(p−2)|∇2u|2 dx+

ˆ
∂Ω

|∇u|2(p−2) (∂νu)
2 trB dHn−1 ,(0.0.20)

if u = 0 on ∂Ω. Moreover, they enstablish sharp two-sided estimates

(0.0.21) ∥f∥L2(Ω) ≤ ∥∇A(∇u)∥L2(Ω) ≤ c ∥f∥L2(Ω) ,

for some constant c = c(n, p,Ω) > 0.

We also point out that boundary W 1,2-regularity for vector fields Vα = |∇u|α−1∇u has very
recently been established in [158], for α > p−1

2 on assuming f ∈ W 1,1(Ω) ∩ Lq(Ω) with q > n; related
boundary regularity of p-harmonic functions is studied in [114].

In the final part of this thesis we will focus our attention to first order regularity of solutions to a
different class of quasilinear equations. Indeed, we will study operators of mixed local-nonlocal type
given by the sum of a local second-order elliptic operator and a nonlocal integrodifferential operator
of fractional order. The model example is given by the sum of a p-Laplacian, and an (s, q)-fractional
Laplacian:

(0.0.22) −∆pu+ (−∆q)
su ,

with constants p, q ∈ (1,∞), s ∈ (0, 1), and the nonlocal term

(−∆q)
su(x) := 2P.V.

ˆ
Rn

|u(x)− u(y)|q−2
(
u(x)− u(y)

)
|x− y|n+sq

dy ,

where P.V. stands for the principal value of an integral.
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These types of operators are connected with diffusion processes, as, by the Lévy-Khintchine
formula, they are the infinitesimal generator of a general Lévy process, where the local operator
is associated with a Brownian motion, while the nonlocal operator models a Lévy flight– see [73].
Mixed operators also appear in the description of a biological population in an ecological niche– see
[74, 157, 168].

In the last twenty years a great deal of research has focused on the study of purely nonlocal
operators. Comparatively, much fewer articles investigated the effect of coupling local and nonlocal
terms. For instance, we point out the papers [47, 48] by Chen, Kim, Song & Vondraček, which
established Green function estimates and a boundary Harnack inequality for the Dirichlet problem,
and the series of contributions [22, 23, 25, 26] by Biagi, Dipierro, Valdinoci & Vecchi, where a number
of properties enjoyed by the solutions of linear and semilinear equations are studied. We note in
passing that the scope of these papers was confined to the linear case p = q = 2 in (0.0.22), i.e., the
model operator is determined by the superposition of the Laplacian and of one of its fractional powers.
More recently, attention has been given to quasilinear generalizations of these models such as (0.0.22)
like for instance [24, 27, 30, 69, 75, 97, 98]. The article [75] by De Filippis & Mingione, in particular,
obtained several regularity, such as the interior Hölder continuity of the gradient of the solutions and
their global almost Lipschitz character, under the assumption that p > sq in (0.0.22). These results
will be the starting point of our investigations in the last chapter.

Goal of Chapter 1. In this chapter we study local second-order regularity of solutions to the
anisotropic p-Laplace operator (also called Finsler p-Laplace operator)

(0.0.23) −∆H
p u := −div

(
1
p∇ξH

p(∇u)
)
= f ,

where H is a norm on Rn satisfying suitable ellipticity assumptions– see Section 1.2.
We will establish local W 1,2-Sobolev regularity for A(∇u), and we will also provide local quan-

titative estimates analogous to (0.0.13)– see equations (1.1.8)-(1.1.10) below. Moreover, on assuming
f to enjoy higher integrability, we will also obtain L2-weighted regularity estimates for the Hessian of
u, the weight given by H2(p−2)(∇u)– see estimate (1.1.11).

We highlight that these results are not just a trivial generalization of the previous ones concerning
the p-Laplace operator, i.e., when H(ξ) = |ξ|. Indeed, when dealing with anisotropic equations
(0.0.23), two main difficulties arise compared to the usual Euclidean setting.

• The general lack of regularity of the norm squared at the origin, that is H2 ∈ C2(Rn \ {0}) –
see Remark 1.2.1 below. To fix the ideas, we recall that a classical approximation procedure for
the p-Laplace operator (0.0.3) consists in studying solutions uε to (0.0.11), i.e.,

−div
((
ε2 + |∇uε|2

) p−2
2 ∇uε

)
= f in Ω.

For smooth f and ε > 0, standard elliptic regularity theory [108, 106] ensures that uε ∈ C∞(Ω),
and uε converge to u in the energy space W 1,p

loc (Ω). Similarly, the approximation technique used
in Section 1.3 to deal with the anisotropic operator (0.0.23) is to consider uε solution to

(0.0.24) −div
((
ε2 +H2(∇uε)

) p−2
2 1

2∇ξH
2(∇uε)

)
= f in Ω.

In this case, no matter how regular the source f is, the solutions uε are not a priori smooth due
to the lack of regularity of H2 in the origin, but only belong to W 2,2

loc (Ω) ∩C
1,θ
loc (Ω) at most– see

Lemma 1.3.2 below. Hence, the computations required to establish local quantitative estimates
(independent on ε) are to be performed with due care keeping in mind this a priori regularity
properties.
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• The loss of rotational invariance whenever H is not the Euclidean norm (or more generally an
Hilbert norm– see identity (1.2.4)). Indeed, the authors in [58] establish (0.0.12) by exploiting
an intermediate inequality for the square of the differential operator which crucially relies on the
radial Uhlenbeck type structure of the standard p-Laplace operator (0.0.3). Therefore, even in
the quadratic case p = 2, the loss of this structure for general norms H and its consequent lack
of rotational invariance call for a different approach, suitable adapted to the anisotropic setting
in consideration.

Goal of Chapter 2. The main objective of this chapter is to establish global W 1,2-regularity of the
stress field. Thus, we prove that the regularity results of the previous chapter hold true up to the
boundary, and for a wider class of operators, the so-called anisotropic Orlicz-Laplace operators.

Specifically, we are going to deal with solutions to Dirichlet problems of the form

(0.0.25)

{
−div

(
A(∇u)

)
= f in Ω

u = 0 on ∂Ω ,

and co-normal Neumann problems of the form

(0.0.26)

{
−div

(
A(∇u)

)
= f in Ω

A(∇u) · ν = 0 on ∂Ω .

Here, ν denotes the outward normal to ∂Ω, and the vector field A : Rn → Rn is given by

(0.0.27) A(ξ) = ∇ξB
(
H(ξ)

)
=

{
B′(H(ξ)

)
∇ξH(ξ) if ξ ̸= 0

0 if ξ = 0,

where B is a suitable convex function, also called Young function. When B(t) = tp

p , we recover the
anisotropic p-Laplace operator (0.0.23), whereas in the case of general Young functions B equations
(0.0.25)-(0.0.26) fall into the class of quasilinear operators with Orlicz-type growth, i.e., for which

(0.0.8) is valid with B′(|ξ|)
|ξ| in place of |ξ|p−2– see Section 2.2 for details.

Under the same ellipticity assumptions on the norm H as in Chapter 1, and assuming minimal
regularity hypothesis on the source term f ∈ L2(Ω) and the domain Ω, we will show that A(∇u) ∈
W 1,2(Ω), hence the equivalence

(0.0.28) A(∇u) ∈W 1,2(Ω) ⇐⇒ f ∈ L2(Ω) ,

in the anisotropic setting and under Orlicz-type growth conditions. Sharp quantitative estimates

(0.0.29) ∥f∥L2(Ω) ≤ ∥∇A(∇u)∥L2(Ω) ≤ c ∥f∥L2(Ω) ,

are provided together with explicit information on the dependence of the constants.
As much as the local case, the loss of rotational invariance of the anisotropic operator, and the lack

of regularity of H2 at the origin call for a different approach compared to isotropic problems. Indeed,
inequalities (0.0.17) and (0.0.20) cannot be extended to the anisotropic equation (0.0.25), since they
crucially rely on the rotational invariance of the Laplace and p-Laplace operators respectively.

To overcome this issue, we will introduce new differential and integral identities and inequalities
for vector fields. In particular, we establish an anisotropic Reilly’s type identity, which roughly reads
as ˆ

Ω

∣∣div(A(∇u)
)∣∣2dx =

ˆ
Ω
tr
((

∇A(∇u)
)2)

dx+

ˆ
∂Ω
H2(p−1)(∇u)H(ν) trBH dHn−1 ,(0.0.30)
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where trBH is the anisotropic mean curvature of ∂Ω associated with the norm H– see Definition 2.3.18
below.

Once this is established, our proof will consist, loosely speaking, in squaring both sides of equation
(2.1.1), integrating the resultant equation over Ω, and exploiting the anisotropic Reilly’s identity
(0.0.30) and some integral inequalities which eventually yield the desired Sobolev regularity of A(∇u),
via estimates for the corresponding norm.

Nevertheless, the overall argument just described requires a degree of smoothness of the function u
and of the domain Ω which are not guaranteed for the solutions to problems (0.0.25) and (0.0.26) under
the assumptions to be imposed on B, H, f and Ω. Henceforth, this approach entails approximations
at various levels, involving two smoothing procedures of the differential operator–one of which due to
the degeneracy of H2 at the origin– the regularization of right-hand side f of the equation, as well as
an approximation procedure of the domain Ω which is the main content of Chapter 3.

Goal of Chapter 3. As already mentioned, Chapter 3 yields a novel approximation technique
concerning domains with sufficiently regular boundary. More precisely, we assume that Ω is a Lipschitz
domain of class W 2,q– i.e., its boundary can be locally described as the graph of a function of (n− 1)-
variables which is Lipschitz continuous, and belongs to the Sobolev space W 2,q, q ∈ [1,∞). In a
certain sense, the latter assumption involves weak second-order derivatives of the boundary, hence it
permits us to define the notion of weak curvature B of ∂Ω such that |B| ∈ Lq(∂Ω)–see Definition 3.1.2
below.

Here, we shall construct a sequence of smooth domains {Ωm}m∈N strictly containing Ω such that
∂Ωm

m→∞−−−−→ ∂Ω in the Lebesgue sense, and in the Hausdorff sense.
The latter convergence will be also quantified in terms of the Lipschitz constant of Ω– see estimate

(3.2.3). This means that the boundaries ∂Ωm uniformly converge to ∂Ω in a quantified way asm→ ∞.
Furthermore, our approximation procedure keeps track of the regularity properties of ∂Ω, and

provides “curvature convergence” as well. Loosely speaking, we have that BΩm converge in Lq to BΩ

as m → ∞– see, e.g., equation (3.2.8). This is analogous to the case of Lipschitz functions f ∈ W 2,q;
its regularizations fm, obtained via convolution, converge uniformly to f , and their Hessian ∇2fm
(and so the curvature Bfm of their graphs) converge to ∇2f (the curvature Bf ) in Lq.

This analogy is not surprising, since the very first step of our proof consists in regularizing (via
convolution) the functions which locally describe the boundary ∂Ω. We refer to Section 3.2 for further
details in the construction of the sets Ωm.

Finally, thanks to our construction and its convergence properties, some of the geometric quanti-
ties characterizing the set Ω such as its diameter, the Lipschitz characteristics, and certain capacity
estimates of ∂Ω are comparable to the corresponding ones of the domains Ωm– see Sections 3.1.1-3.2.
All of this information will be crucial in order to quantitatively keep track of the constants in the
proof of estimate (0.0.29) in Chapter 2.

Goal of Chapter 4. In the last chapter of this thesis we move our attention to quasilinear operators
of mixed local-nonlocal type such as (0.0.22). We will focus on boundary properties of solutions to
such equations. First, we establish global C1,θ-regularity of solutions under suitable assumptions on
p, q ∈ (1,∞), s ∈ (0, 1), the boundary ∂Ω and the source term f .

This result is proven via the perturbation method, in a similar manner as described for purely
local operators above. Clearly, the major differences and difficulties in this approach lie in the presence
of the nonlocal integrodifferential term, which is handled by imposing the condition

(0.0.31) p > sq .

This roughly says that the W s,q-capacity generated by the nonlocal term is controlled by the W 1,p-
capacity of the local term in (0.0.22), so that the latter term has a greater regularizing effect than
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the nonlocal one, and Hölder continuity of the gradient follows. We also expect assumption (0.0.31)
to be somewhat necessary for, in the case p < sq, the nonlocal term in (0.0.22) becomes the leading
one, and one should not be able to extract more than the Hölder continuity of solutions in view of the
known regularity results for purely nonlocal equations–see, e.g., [98, 32].

In the last part of this chapter, we show the validity of a Hopf-type lemma. Here we impose
no restriction on the parameters p, q and s, since in the proof we treat both operators of (0.0.22)
separately.

In its general spirit, the proof proceeds similarly to those usually employed to establish Hopf
lemmas, i.e., via a barrier type argument. Specifically, we construct a suitable positive subsolution to
both local and nonlocal operators– the barrier function– and the conclusion then follows from the weak
comparison principle for such operators. As a byproduct of this Hopf-type lemma, we immediately
infer a strong maximum principle, too.



Chapter 1

Interior regularity for anisotropic
quasilinear equations

1.1 Main results

Throughout this chapter, Ω is an open subset of Rn with n ≥ 2 and, for 1 < p < +∞, we will consider
a local weak solution u ∈W 1,p

loc (Ω) to the anisotropic p-Laplace equation

(1.1.1) −div (A(∇u)) = f in Ω.

This means that

(1.1.2)

ˆ
Ω
A(∇u) · ∇φdx =

ˆ
Ω
fφ dx ∀φ ∈W 1,p

c (Ω),

where W 1,p
c (Ω) denotes the the set of compactly supported members of W 1,p(Ω), and A = A(ξ) is the

vector field given by

(1.1.3) A(ξ) = ∇ξB
(
H(ξ)

)
=

{
Hp−1(ξ)∇ξH(ξ) if ξ ̸= 0,

0 if ξ = 0 ,

where B(t) is the polynomial function

(1.1.4) B(t) =
tp

p
,

and H ∈ C2(Rn \ {0}) is a uniformly convex norm, that is it satisfies

(1.1.5) λ |η|2 ≤ 1
2∇

2
ξH

2(ξ) η · η ≤ Λ |η|2 for ξ ̸= 0, and η ∈ Rn.

for some constants λ,Λ > 0, which we will refer as ellipticity constants of H.
Observe also that, in view of the smoothness assumptions on the norm H, we have

B
(
H(ξ)

)
=
Hp(ξ)

p
∈ C1(Rn) ∩ C2

(
Rn \ {0}

)
,

Concerning the source term, we ask for integrability f ∈ Lqloc(Ω), with

(1.1.6) q =

{
2 if p ≥ 2n

n+2

(p∗)′ if 1 < p < 2n
n+2 ,

14
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where p∗ = np
n−p is the critical Sobolev exponent.

Let us remark that the assumption q = (p∗)′, when 1 < p < 2n
n+2 , is the least one on the source

term f in order to have the right-hand side of equation (1.1.2) well defined. It also follows that
equation (1.1.1) has a variational structure, since it is the Euler-Lagrange equation of the functional

J (v) =
1

p

ˆ
Ω
Hp(∇v) dx−

ˆ
Ω
fv dx .

In particular, if H is the standard Euclidean norm, this is the integral functional associated to the
standard p-Laplace operator −∆pu = −div

(
|∇u|p−2∇u

)
.

Notice also that 2 =
(

2n
n+2

)∗
=
((

2n
n+2

)∗)′
< (p∗)′ = np

np−n+p <
n
p . Therefore, the integrability

assumption (1.1.6) on f is weaker than the one in [139] and [179].
In the case p ≥ 2n/(n+ 2), by Sobolev and Hölder inequalities we have

∥v∥Lq′ (ω) = ∥v∥L2(ω) ≤ Cs

(
2n

n+ 2
, n

)
∥∇v∥L2n/(n+2)(ω′)

≤ Cs

(
2n

n+ 2
, n

)
|ω|

1
2
+ 1
n
− 1
p ∥∇v∥Lp(ω) ∀ v ∈W 1,p

0 (ω)

(1.1.7)

where ω is any open bounded subset of RN . Here, we denoted by Cs(r, n) the Sobolev constant of the
embedding W 1,r ↪→ Lr

∗
in Rn, for 1 < r < n.

We now state our main results. The first one concerns the local W 1,2-Sobolev regularity of the
stress field A(∇u) = 1

p∇ξH
p(∇u) for solutions of equation (1.1.1), together with the corresponding

quantitative estimates; precisely we have

Theorem 1.1.1. Let u ∈ W 1,p
loc (Ω) be a local weak solution of (1.1.1), with f ∈ Lqloc(Ω) and where

H ∈ C2(Rn \ {0}) and q satisfy (1.1.5) and (1.1.6), respectively. Then

A(∇u) ∈W 1,2
loc (Ω)

and there exists a constant c > 0, depending only on n, p, λ,Λ, such that

(1.1.8) ∥∇A(∇u)∥L2(BR/2)
≤ c
[
(R−n

2
−1)∥A(∇u)∥L1(B2R\BR) + ∥f∥L2(B2R)

]
,

(1.1.9) ∥A(∇u)∥L2(BR) ≤ c
[
R−n

2 ∥A(∇u)∥L1(B2R\BR) +R∥f∥L2(B2R)

]
,

(1.1.10) ∥A(∇u)∥L1(B2R\BR) ≤ c∥∇u∥p−1
Lp−1(B2R\BR)

,

for any open ball B2R ⊂⊂ Ω.

A few comments are in order; estimates (1.1.8)-(1.1.9) are the conterpart of (0.0.13) in the
anisotropic setting. Their right hand sides only contain the L2-norm of the source term f and, being
a local estimate, the L1-norm of A(∇u), which is quantified in (1.1.10) in terms of the Lp−1-norm of
∇u. This is always finite since u ∈W 1,p

loc (Ω).
Also, the constant c appearing in these inequalities does not depend on the norm H itself, but only

on its ellipticity constants λ,Λ. Hence different norms having the same lower and upper bounds on
the curvatures of their anisotropic unit balls, provide the same quantitative estimates on the solution
to the corresponding anisotropic equations (1.1.1). Hence this fact, well known in the case of linear
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equations (1.2.5), i.e., for Hilbert norms–see [106, Chapter 8]– turns out to be true for any uniformly
elliptic norm H. Finally we point out that the exponents on the radius R appearing in (1.1.8)-(1.1.9)
are sharp due to a scaling argument.

We also remark that recently Guarnotta & Mosconi [112] have obtained a similar regularity result
for a wide class of operators. Namely, they consider stress fields A(ξ) = ∇ξF (ξ), where F is a quasi-

uniformly convex function, i.e., F ∈ C1(Rn) ∩W 2,1
loc (R

n) and the ratio of the eigenvalues of ∇2
ξF (ξ) is

bounded for almost every ξ ∈ Rn. In our case, we have F (ξ) = Hp(ξ).

In our next result, on assuming that the source term f enjoys better integrability properties and
p ≤ 2, we prove some regularity results regarding the Hessian of the solutions to (1.1.1).

Theorem 1.1.2. Assume 1 < p ≤ 2 and let u ∈ W 1,p
loc (Ω) be a local weak solution of (1.1.1) where

H ∈ C2(Rn \ {0}) satisfies (1.1.5) and f ∈ Lrloc(Ω), r > n. Then

u ∈W 2,2
loc (Ω) ∩ C

1,β
loc (Ω)

for some β ∈ (0, 1) depending only on n, p, r, λ,Λ.
Moreover, for any open ball B2R ⊂⊂ Ω we have

ˆ
BR/2

∣∣D2u
∣∣2dx ≤ c

[
R−n−2∥A(∇u)∥2L1(B2R\BR) + ∥f∥2L2(B2R)

]
,

where c is a constant depending only on p, n, λ,Λ, r, BR, B2R, ∥u∥W 1,p(B2R), ∥f∥Lr(B2R).
In particular, when p = 2 we have

ˆ
BR/2

∣∣D2u
∣∣2dx ≤ c

[
R−n−2∥A(∇u)∥2L1(B2R\BR) + ∥f∥2L2(B2R)

]
,

where c is a constant depending only on n, λ,Λ.

Remark 1.1.3. Theorem 1.1.2 is a special case of a more general result involving a source term f
satisfying some weaker integrability conditions. See Theorem 1.5.2 and Remark 1.5.1 in Section 1.5.

As mentioned in the Introduction, for p > 2 Theorem 1.1.2 is in general false. Nevertheless, for
any p > 1 we have the following weighted integral estimate for the Hessian of the solution u.

Theorem 1.1.4. Let u ∈ W 1,p
loc (Ω) be a local solution of (1.1.1), where H satisfies (1.1.5) and f ∈

Lrloc(Ω) with r > n. Then

u ∈W 2,2
loc (Ω \ Z) ∩ C1,β

loc (Ω)

where Z denotes the set of critical points of u and β ∈ (0, 1) depends only on n, p, r, λ,Λ.

Moreover, for any open ball B2R ⊂⊂ Ω we have

(1.1.11)

ˆ
BR/2\Z

[
H2(∇u)

]p−2 ∣∣D2u
∣∣2dx ≤ c,

where c is a constant depending only on p, n, λ,Λ, r, BR, B2R, ∥u∥W 1,p(B2R), ∥f∥Lr(B2R).

Remark 1.1.5. Theorem 1.1.4 is a special case of a more general result involving a source term f
satisfying some weaker integrability conditions. See Theorem 1.5.3 and Remark 1.5.1 in Section 1.5.

Next, as a consequence of Theorem 1.1.1, we prove two interesting results. The first application
is related to the measure of critical points, and it was firstly proved in [139] in the Euclidean case and
under more restrictive assumptions on f (see also [62]).
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Proposition 1.1.6. Let u ∈W 1,p(Ω) be a weak solution of (1.1.1) and assume that the assumptions
of Theorem 1.1.1 are fulfilled. Then

f(x) = 0 a.e. x ∈ {∇u = 0}.

An immediate consequence of Proposition 1.1.6 is the following corollary.

Corollary 1.1.7. Under the assumptions of Proposition 1.1.6, if f(x) ̸= 0 for almost all x ∈ Ω, then
the Lebesgue measure of the singular set {∇u = 0} is zero.

In particular, for any C ∈ R, the level set {u = C} has zero measure.

Outline of the proofs. Here we describe the main steps of our proofs. In order to prove Theorem
1.1.1 we first perform a suitable approximation procedure as described in (0.0.24), and then we take
the square of both sides of the equation of approximate solutions uε; by making use of the ellipticity
assumption (1.1.5) coupled with elementary inequalities such as (1.2.23), we manage to obtain weighted
L2-estimates on D2uε and Caccioppoli-type inequality on the approximate stress fields Aε(∇uε)– see
estimates (1.4.2), (1.4.10) and (1.4.11) below. As a next step we exploit an iterative argument coupled
with uniform a priori energy estimates on uε, and obtain localW 1,2-quantitative estimates on Aε(∇uε)
independent on ε > 0, and thus Theorem 1.1.1 will follow by letting ε→ 0.

Next, in order to prove Theorems 1.1.2-1.1.4, we just need to let ε→ 0 in the previously obtained
weighted estimates on D2uε in conjunction with uniform a priori C1,β

loc - estimates on uε, which follow
from the additional integrability assumptions on f .

We conclude with the proof of Proposition 1.1.6 and Corollary 1.1.7: owing to the regularity result
A(∇u) ∈W 1,2

loc (Ω), we may consider

|A(∇u)|
ε+ |A(∇u)|

φ , φ ∈ C∞
c (Ω) , ε > 0

as an admissible test function in equation (1.1.1), and then let ε→ 0 by Lebesgue dominated conver-
gence theorem to conclude.

1.2 The norm H

Here we introduce the relevant definition and some properties concerning the norm H, together with
a few examples.

We recall that a function H : Rn → [0,∞) is a norm on Rn, if it satisfies

1. H(0) = 0 and H(ξ) > 0 for all ξ ∈ Rn \ {0};

2. H is positively 1-homogeneous, i.e., H(t ξ) = tH(ξ) for all t ≥ 0 and ξ ∈ Rn;

3. H is a convex, symmetric function, i.e., H(ξ) = H(−ξ) for all ξ ∈ Rn.

In order to obtain the regularity results, we will always assume that

(1.2.1) H ∈ C2(Rn \ {0}) .

Under this assumption, since H2 is homogeneous of degree 2, it follows that the largest eigenvalue of
the matrix 1

2∇
2
ξH

2(ξ) is uniformly bounded from above for ξ ̸= 0 by some positive constant Λ > 0.
As an ellipticity condition, we also assume that its smallest eigenvalue is uniformly bounded from
below by some positive constant λ > 0. Therefore

(1.2.2) λ |η|2 ≤ 1
2∇

2
ξH

2(ξ) η · η ≤ Λ |η|2 for ξ ̸= 0, and η ∈ Rn.
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Owing to the results of [68, Proposition 3.1], the first inequality in (1.2.2) is equivalent to the geometric
condition that

(1.2.3) the unit ball BH
1 = {ξ ∈ Rn : H(ξ) < 1} is uniformly convex ,

that is all the principal curvatures of its boundary are bounded away from zero. For this very reason,
we say that H a uniformly convex norm–or uniformly elliptic norm– if it satisfies (1.2.1) and (1.2.2).

Examples of norms

(i) The simplest example is given by the so-called Hilbert norms, that is norms H of the form

(1.2.4) H(ξ) =
√
Aξ · ξ , ξ ∈ Rn ,

where A is a constant, symmetric and positive definite matrix of Rn. With such a choice of norm, the
anisotropic Laplace equation (0.0.23) (i.e for p = 2), becomes

(1.2.5) −div
(
A∇u

)
= f .

Observe that, since in this case A = 1
2∇

2
ξH

2(ξ) for all ξ ∈ Rn, the ellipticity assumption (1.2.2)
translates into the classical ellipticity condition

λ Id ≤ A ≤ Λ Id .

Remark 1.2.1. Let us emphasize that if H2 ∈ C2(Rn), i.e., H2 is smooth at the origin, then nec-
essarily H is a Hilbert norm. Indeed ∇2

ξH
2(ξ) is a zero-homogeneous function on Rn \ {0}, and

thus its continuity at the origin would imply that it is constant on Rn, i.e., there exists a matrix
A ≡ 1

2∇
2
ξH

2(ξ) for all ξ ∈ Rn. It follows that H is a Hilbert norm, since H2(ξ) = 1
2∇

2
ξH

2(ξ)ξ · ξ owing
to the homogeneity properties of H2.

(ii) Given two norm H# and H∗ of class C
2(Rn\{0}), such that at least one of them satisfies condition

(1.2.2), then for all a, b > 0 and q ∈ (1,∞), the function

(1.2.6) H(ξ) :=
(
aHq

#(ξ) + bHq
∗(ξ)

)1/q
.

is a norm of class C2(Rn \{0}), and it satisfies the ellipticity condition (1.2.2) as well. Clearly, H such
is a norm and

Hq(ξ)

q
=
a

q
Hq
♯ (ξ) +

b

q
Hq

∗(ξ) .

To prove (1.2.2) we observe that, owing to [68, Proposition 3.1], this is equivalent to show the
existence of two constants c, C > 0 such that

(1.2.7) c |ξ|q−2 Id ≤ 1
q∇

2
ξH

q(ξ) ≤ C |ξ|q−2 Id, for all ξ ̸= 0

Then, since H∗ and H♯ are one-homogeneous and of class C2 outside the origin, we have that
∇2
ξH

q
∗ and ∇2

ξH
q
♯ are homogeneous of degree q − 2, and so the right inequality in (1.2.7) is fulfilled.

The first condition in (1.2.7) follows from the fact that H♯ satisfies (1.2.7) being uniformly convex,
and since Hq

∗ is convex so its Hessian is nonnegative definite outside the origin.
As a particular case, we have that

H(ξ) =
(
a |ξ|2 +H2

∗ (ξ)
)1/2
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is a uniformly convex norm for all a > 0 and norms H∗ ∈ C2(Rn \ {0}).

(iii) Let K be a bounded, symmetric, C2 uniformly convex domain, such that 0 ∈ K; then its
Minkowski Gauge

pK(x) :=
{
r > 0 : x ∈ rK

}
,

is a norm on Rn, and it satisfies (1.2.2) since its anisotropic unit ball is K– see for instance [174,
Theorem 1.36] or [177, Lemma 1.7.13] .

1.2.1 Properties of uniformly convex norms

Here we collect some analytic properties of norms H ∈ C2(Rn \{0}) satisfying the ellipticity condition
(1.2.2), which are essential in our proofs.

To begin with, observe that
H2 ∈ C1(Rn),

inasmuch as H ∈ C2(Rn \ {0}) and H2 is 2-homogeneous. The homogeneity of H2 also implies

(1.2.8) 1
2∇

2
ξH

2(ξ) ξ · ξ = H2(ξ) for ξ ̸= 0.

Hence, owing to assumption (1.2.2), we infer

(1.2.9) λ |ξ|2 ≤ H2(ξ) ≤ Λ |ξ|2 for ξ ∈ Rn.

We denote by H0 the dual norm of H, defined as

(1.2.10) H0(x) = sup
ξ ̸=0

ξ · x
H(ξ)

for x ∈ Rn.

As a consequence of (1.2.9) and (1.2.10), one has that

(1.2.11)
1

Λ
|x|2 ≤ H2

0 (x) ≤
1

λ
|x|2 for x ∈ Rn.

Inequalities (1.2.9) and (1.2.11) tell us that the Euclidean norm | · | and the norms H,H0 are equivalent
up to constants which only depend on λ,Λ, and not on the norm H itself.

Next, by the results of [60, Lemma 3.1], we have

(1.2.12) H0(∇ξH(ξ)) = 1 for ξ ̸= 0.

Thereby, from (1.2.11) we infer that

(1.2.13)
√
λ ≤ |∇ξH(ξ)| ≤

√
Λ for ξ ̸= 0.

The homogeneity of the function H ensures that

(1.2.14) ξ · ∇ξH(ξ) = H(ξ) for ξ ̸= 0.

and

(1.2.15) ∇2
ξH(ξ) ξ = 0 for ξ ̸= 0.

We can also describe the behavior of the matrix ∇2
ξH(ξ) when acting on ξ⊥, the subspace of Rn

orthogonal to the vector ξ ̸= 0. This is the content of the following lemma.
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Lemma 1.2.2. Let ξ ∈ Sn−1. Then,

(1.2.16) ∇2
ξH(ξ) : ξ⊥ → ξ⊥.

Moreover, tha map (1.2.16) is an isomorphism and

(1.2.17)
λ√
Λ
Id ≤ ∇2

ξH(ξ) ≤ Λ√
λ

(
1 +

Λ

λ

)
Id on ξ⊥.

Proof. We recall that

(1.2.18) 1
2∇

2
ξH

2(ξ) = H(ξ)∇2
ξH(ξ) +∇ξH(ξ)⊗∇ξH(ξ) for ξ ̸= 0.

Let ξ ∈ Sn−1. Since (1.2.14) implies ξ · ∇ξH(ξ) ̸= 0, we have that ξ and ∇ξH(ξ)⊥ span the whole Rn.
Thus, for every η ∈ ξ⊥ such that |η| = 1, there exist α ∈ R and ζ ∈ ∇ξH(ξ)⊥ such that

η = α ξ + ζ.

In particular
η · ∇ξH(ξ) = α ξ · ∇ξH(ξ) = αH(ξ).

Thus, from estimates (1.2.9), (1.2.13) and |η| = |ξ| = 1, we infer

(1.2.19) |α| =
∣∣∣∣η · ∇ξH(ξ)

H(ξ)

∣∣∣∣ ≤
√

Λ

λ
.

Since η ⊥ ξ,
|ζ|2 = |η − α ξ|2 = 1 + α2.

An application of inequalities (1.2.2) with η = ζ, equation (1.2.18), and the fact that ζ ∈ ∇ξH(ξ)⊥

imply

(1.2.20) λ (1 + α2) ≤ H(ξ)∇2
ξH(ξ)ζ · ζ ≤ Λ (1 + α2),

Inasmuch as ∇2
ξH(ξ) ξ = 0 and ζ = η − αξ,

∇2
ξH(ξ)ζ · ζ = ∇2

ξH(ξ) η · η.

Coupling the latter equality with inequalities (1.2.20) implies that

(1.2.21) λ ≤ λ (1 + α2) ≤ H(ξ)∇2
ξH(ξ) η · η ≤ Λ (1 + α2).

Hence, (1.2.17) follows via (1.2.19).
From the symmetry of the matrix ∇2

ξH(ξ) one can deduce that it maps Rn into ξ⊥. Furthermore,

thanks to property (1.2.17), ∇2
ξH(ξ) η ̸= 0 if η ∈ ξ⊥ \ {0}. Hence, the map (1.2.16) is actually an

isomorphism.

We conclude this section with a simple, yet very useful algebraic inequality.

We recall that |M |2 =
n∑

i,j=1
M2
ij stands for the Frobenius norm of the matrix matrixM = (Mij) ∈ Rn×n.

Lemma 1.2.3. Let X,Y ∈ Rn×n. Assume that Y is symmetric and X is symmetric and positive
definite. Denote by λmin and λmax the smallest and the largest eigenvalue of X, respectively. Then,

(1.2.22) tr
(
(X Y )2

)
≥
(
λmin

λmax

)2

|X Y |2.
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Proof. The elementary inequality

(1.2.23) λmin tr(M) ≤ tr(XM) = tr(MX) ≤ λmax tr(M) ,

holds for any positive semi-definite matrixM . To verify this fact, recall that there exist unitary matrix
U and a diagonal matrix whose entries are the eigenvalues of X such that X = UTΛU . Hence,

tr(XM) = tr(UTΛUM) = tr(ΛUMUT ) ≥ λmintr(UMUT ) = λmintr(M).

Note that the inequality holds since the matrix UMUT is positive semi-definite, and hence all the
entries in its diagonal are nonnegative. This establishes the first inequality in (1.2.23). The second
one follows analogously. Thanks to the first inequality in (1.2.23) we have that

(1.2.24) tr
(
(XY )2

)
= tr(XYXY ) ≥ λmin tr(Y XY ) = λmin tr(XY

2) ≥ λ2min tr(Y
2) = λ2min |Y |2,

where we have made use of the fact that, by the very definition, the matrix Y XY is symmetric and
positive definite since Y is symmetric and X is symmetric and positive definite. Analogously, from
the second inequality in (1.2.23) we obtain

(1.2.25) tr
(
(XY )2

)
= tr(XYXY ) ≤ λmax tr(Y XY ) = λmax tr(XY

2) ≤ λ2max tr(Y
2) = λ2max |Y |2 .

Furthermore, still from the second inequality in (1.2.23) we infer that

(1.2.26) |XY |2 = tr
(
XY (XY )t

)
= tr(XY Y X) = tr(X2Y 2) ≤ λ2maxtr(Y

2) = λ2max|Y |2,

thanks to the fact that X2 is symmetric and its eigenvalues agree with the eigenvalues of X squared.
Inequality (1.2.22) is then a consequence of inequalities (1.2.24) and (1.2.26).

1.3 The approximation argument

As usual in regularity theory, the starting point of our argument is the choice of an approximating
procedure. In this section we set the approximation argument and obtain a preliminary uniform bound
which will be useful later.

For all ε ∈ [0, 1), consider the function Bε(t) = B(
√
ε2 + t2)−B(ε) with B given by (1.1.4), i.e.,

(1.3.1) Bε(t) =
1

p

(
ε2 + t2

) p
2 − εp

p
t ≥ 0,

and

(1.3.2) Aε(ξ) := ∇ξ

(
Bε ◦H

)
(ξ) =

{[
ε2 +H2(ξ)

] p−2
2 1

2∇ξH
2(ξ) if ξ ̸= 0

0 if ξ = 0
.

Notice also the alternative formula

(1.3.3) Aε(ξ) =

{[
ε2 +H2(ξ)

] p−1
2 H(ξ)∇ξH(ξ) if ξ ̸= 0

0 if ξ = 0 .

In particular, (1.2.13) and (1.3.3) imply

(1.3.4)
√
λ
[
ε2 +H2(ξ)

] p−1
2 H(ξ) ≤ |Aε(ξ)| ≤

√
Λ
[
ε2 +H2(ξ)

] p−1
2 H(ξ) ,
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for all ξ ∈ Rn.
Furthermore, owing to equation (1.3.2), the ellipticity assumption (1.2.2) on H, and the results

of [68]– see also Lemma 2.2.1 below– we have that the symmetric matrix

∇ξAε(ξ) =

(
∂Ai

ε(ξ)

∂ξj

)
i,j=1,...,n

for ξ ̸= 0

satisfies

(1.3.5) λ min{(p− 1), 1}
(
ε2 +H2(ξ)

) p−2
2 Id ≤ ∇ξAε(ξ) ≤ Λ max{(p− 1), 1}

(
ε2 +H2(ξ)

) p−2
2 Id

for all ξ ̸= 0.
Now we set f0 := f and

(1.3.6) fε := min
{
max{f,−ε−1}, ε−1

}
∀ ε ∈ (0, 1) ;

then

(1.3.7)

{
fε ∈ L∞(Ω), |fε| ≤ |f | a.e. in Ω,

fε → f in Lqloc(Ω).

Let us fix a subdomain Ω′ ⊂⊂ Ω (i.e., compactly contained in Ω) and let uε be the unique weak
solution of

(1.3.8)

{
−div

(
Aε(∇uε)

)
= fε in Ω′

uε = u on ∂Ω′,

where the boundary condition is to be intended as

uε − u ∈W 1,p
0 (Ω′).

It is classical that, for every ε ∈ [0, 1), uε is the unique minimizer of the strictly convex, coercive and
weakly lower semicontinuous functional

(1.3.9) Jε(v) =
1

p

ˆ
Ω′

(
ε2 +H2(∇v)

) p
2 dx−

ˆ
Ω′
fεv dx,

in the closed and convex set
W 1,p
u (Ω′) = u+W 1,p

0 (Ω′).

The following lemma provides a first useful bound on the approximating functions uε.

Lemma 1.3.1. Let uε ∈W 1,p
loc (Ω) be a local weak solution of (1.3.8). Then, for any Ω′ ⊂⊂ Ω and for

any ε ∈ (0, 1),

(1.3.10)

ˆ
Ω′

(
ε2 +H2(∇uε)

) p
2 dx ≤ KΩ′ + 2pεp|Ω′|

with

(1.3.11) KΩ′ = (2p + 1)

ˆ
Ω′
Hp(∇u) dx+ C ∥f∥p

′

Lq(Ω′).

Here |Ω′| denotes the Lebesgue measure of Ω′ and C = C(n, p, λ, |Ω′|) is a non-negative constant,
independent of ε, that can be explicitly determined. 1

Furthermore, we have that

uε −→ u strongly in W 1,p(Ω′).

1 C = 2p
′+1(p− 1)λ−p′Cp

′

0 , where C0 is given by (1.3.15).
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Proof. Since uε minimizes the functional (1.3.9) over W 1,p
u (Ω′) = u +W 1,p

0 (Ω′), we can take u as a
competitor. This choice leads to

1

p

ˆ
Ω′

(
ε2 +H2(∇uε)

) p
2 dx ≤ 1

p

ˆ
Ω′

(
ε2 +H2(∇u)

) p
2 dx+

ˆ
Ω′
fε(uε − u) dx

≤ 1

p

ˆ
Ω′

(
ε2 +H2(∇u)

) p
2 dx+ ∥fε∥Lq(Ω′)∥uε − u∥Lq′ (Ω′).

(1.3.12)

Then,

∥uε − u∥Lq′ (Ω′) =


∥uε − u∥L2 if p ≥ 2n/(n+ 2)

∥uε − u∥Lp∗ if p < 2n/(n+ 2)

≤


Cs

(
2n
n+2 , n

)
∥∇uε −∇u∥p |Ω′|

1
2
+ 1
n
− 1
p if p ≥ 2n/(n+ 2)

Cs(p, n)∥∇uε −∇u∥p if p < 2n/(n+ 2)

(1.3.13)

where in the latter we have used (1.1.7). Hence,

(1.3.14) ∥uε − u∥Lq′ (Ω′) ≤ C0

(
∥∇uε∥Lp(Ω′) + ∥∇u∥Lp(Ω′)

)
where

(1.3.15) C0 =


Cs

(
2n
n+2 , n

)
|Ω′|

1
2
+ 1
n
− 1
p if p ≥ 2n/(n+ 2)

Cs(p, n) if p < 2n/(n+ 2) .

Therefore, for any δ > 0, by weighted Young’s inequality we obtain

∥fε∥Lq(Ω′) ∥uε − u∥Lq′ (Ω′) ≤
(
∥∇uε∥Lp(Ω′) + ∥∇u∥Lp(Ω′)

)
C0∥fε∥Lq(Ω′)

≤ δp

p

(
∥∇uε∥Lp(Ω′) + ∥∇u∥Lp(Ω′)

)p
+

(
C0∥fε∥Lq(Ω′)

)p′
δp′ p′

.

By plugging the above inequality in (1.3.12), we infer

1

p

ˆ
Ω′

(
ε2 +H2(∇uε)

) p
2 dx ≤ 1

p

ˆ
Ω′

(
ε2 +H2(∇u)

) p
2 dx+

+
2p−1δp

p λp

(ˆ
Ω′
Hp(∇uε)dx+

ˆ
Ω′
Hp(∇u)dx

)
+
Cp

′

0 ∥fε∥p
′

Lq(Ω′)

δp′p′
,

(1.3.16)

where we also used inequality (1.2.9). By choosing δ = λ/2 we find
ˆ
Ω′

(
ε2 +H2(∇uε)

) p
2 dx ≤ 2

ˆ
Ω′

(
ε2 +H2(∇u)

) p
2 dx+

+

ˆ
Ω′
Hp(∇u)dx+ 2p

′+1(p− 1)λ−p
′
Cp

′

0 ∥fε∥p
′

Lq(Ω′)

≤ (2p + 1)

ˆ
Ω′
Hp(∇u)dx+ 2p

′+1(p− 1)λ−p
′
Cp

′

0 ∥fε∥p
′

Lq(Ω′) + 2pεp|Ω′|

(1.3.17)
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and the desired inequality (1.3.10) follows by recalling (1.3.7).
Now we show that

uε → u in W 1,p(Ω′).

We first notice that ∥uε∥W 1,p(Ω′) is uniformly bounded in ε thanks to Poincaré inequality on Ω′ and
(1.3.10). We can therefore extract a subsequence, relabeled as uε, such that

uε ⇀ w weakly in W 1,p(Ω′),

for some function w ∈ W 1,p
u (Ω′), since this set is weakly closed (being closed and convex). We want

to show that w = u on Ω′.
We recall that u is the unique minimizer of the functional

J [v] :=
1

p

ˆ
Ω′
Hp(∇v) dx−

ˆ
Ω′
f v dx in W 1,p

u (Ω′).

Again, since Jε[uε] ≤ Jε[u], we obtain

(1.3.18)

ˆ
Ω′

Hp(∇uε)
p

dx ≤ 1

p

ˆ
Ω′

(
ε2 +H2(∇uε)

) p
2 dx ≤ 1

p

ˆ
Ω′

(
ε2 +H2(∇u)

) p
2 +

ˆ
Ω′
fε(uε − u) dx.

Therefore

J [uε] =
1

p

ˆ
Ω′
Hp(∇uε) dx−

ˆ
Ω′
f uε dx

≤ 1

p

ˆ
Ω′

(
ε2 +H2(∇u)

) p
2 −
ˆ
Ω
fε u dx+

ˆ
Ω′
(fε − f)uε dx

= Jε[u] +
ˆ
Ω′
(fε − f)uε dx.

(1.3.19)

We know that fε → f in Lq(Ω) and uε is uniformly bounded in Lq
′
(Ω′) by Sobolev inequality; hence

ˆ
Ω′
(fε − f)uε dx→ 0 as ε→ 0.

By the weak lower semicontinuity of the functional J and (1.3.19), we then infer

(1.3.20) J [w] ≤ lim inf
ε→0

J [uε] ≤ lim inf
ε→0

(
Jε[u] +

ˆ
Ω′
(fε − f)uε dx

)
= J [u],

which implies that w = u on Ω′ by the uniqueness of minimizers of J . By repeating the above
argument for any subsequence {uεk} ⊂ {uε}, we infer that the whole sequence uε → u weakly in
W 1,p(Ω′).

We now show that uε → u strongly in W 1,p(Ω). By [187, Lemma 1], we have

(1.3.21) [Aε(∇u)−Aε(∇uε)] · [∇u−∇uε] ≥ Gε := γ0

{
(1 + |∇u|+ |∇uε|)p−2|∇u−∇uε|2 p < 2

|∇u−∇uε|p p ≥ 2,

where Aε is the vector field given by (1.3.2), and γ0 is a positive constant depending on n, p, λ,Λ.
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Therefore, recalling that uε is a weak solution to (1.3.8), we get

0 ≤
ˆ
Ω′
Gε dx ≤

ˆ
Ω′

[Aε(∇u)−Aε(∇uε)] · [∇u−∇uε] dx

=

ˆ
Ω′

Aε(∇u) · [∇u−∇uε] dx−
ˆ
Ω′

Aε(∇uε) · [∇u−∇uε] dx

= I1(ε) + I2(ε).

(1.3.22)

Now we show that I1(ε) and I2(ε) vanish at the limit ε→ 0. To this end, we observe that (1.3.4)
and (1.2.9) imply

|Aε(∇u)| ≤ C(λ,Λ, p) (1 + |∇u|)p−1 a.e. in Ω′, ∀ε ∈ (0, 1),

and so Aε(∇u) → A(∇u) in Lp′(Ω′), by dominated convergence. Since ∇uε ⇀ ∇u weakly in Lp(Ω′),
we immediately obtain that

I1(ε) → 0 as ε→ 0 .

Regarding I2(ε), we notice that by testing equation (1.3.8) with the test function u− uε, we have

(1.3.23) I2(ε) = −
ˆ
Ω′
fε (u− uε) dx.

We first recall that uε → u weakly in W 1,p(Ω′). Moreover, as seen before, uε is uniformly bounded
in Lq

′
(Ω′) w.r.t. ε, then, up to a subsequence, uεk → u weakly in Lq

′
(Ω′). Again, by repeating the

argument for any subsequence, we find

uε → u weakly in Lq
′
(Ω′) and fε → f strongly in Lq(Ω) ,

which imply I2(ε) → 0 as ε→ 0.
Thus we have obtained that

(1.3.24)

ˆ
Ω′
Gε dx→ 0 as ε→ 0.

If p ≥ 2 then this is exactly the strong convergence of uε to u in W 1,p(Ω′).
When p < 2, by Holder’s inequality we have

ˆ
Ω′

|∇(uε − u)|pdx ≤
(ˆ

Ω′
(1 + |∇u|+ |∇uε|)p−2|∇(uε − u)|2dx

) p
2

×
(ˆ

Ω′
(1 + |∇u|+ |∇uε|)pdx

) 2−p
2

,

which goes to 0 as ε → 0. The latter implies the desired conclusion also for p < 2, which concludes
the proof.

The following lemma collects some properties for uε which will be useful later.

Lemma 1.3.2. Let uε be a solution of (1.3.8). Then,

uε ∈W 2,2
loc (Ω) ∩ C

1(Ω)

and
Aε(∇uε) =

(
A1
ε(∇uε), ...,An

ε (∇uε)
)
∈W 1,2

loc (Ω;R
n).
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Furthermore, for any j, k = 1, ..., n,

(1.3.25) ∂xkA
j
ε(∇uε) =

n∑
m=1

∂Aj
ε

∂ξm
(∇uε)

∂

∂xk

( ∂uε
∂xm

)
a.e. in Ω,

where the products on the r-h-s are to be interpreted as zero whenever their second factor is zero,

irrespective of whether ∂Ajε
∂ξm

is defined.

Proof. Since fε ∈ L∞
loc(Ω), thanks to [179] we have that uε ∈ C0(Ω). Then, thanks to the ellipticity

condition (1.3.5) and (1.2.9), we may apply [187, Theorem 1, Proposition 1] and obtain

uε ∈W 2,2
loc (Ω) ∩ C

1(Ω) if p ≥ 2

uε ∈W 2,p
loc (Ω) ∩ C

1(Ω) if p ≤ 2.
(1.3.26)

Since ∇uε ∈ C0(Ω) ⊂ L∞
loc(Ω), we infer

uε ∈W 2,2
loc (Ω)

also in the case p ≤ 2 by applying [68, Proposition 4.3].
Now we notice that [68, Lemma 4.1] implies

Aε(ξ) ∈ C1(Rn \ {0}) ∩ Liploc(Rn)

and, from the chain rule of [145, Theorem 2.1] (see also [132, section 11]), we obtain that

Aε(∇uε) ∈W 1,2
loc (Ω;R

n)

and (1.3.25), which completes the proof.

1.4 Preliminary uniform bounds

In this section we obtain some crucial integral inequalities for the solutions uε of the approximating
problems, which allow us to bound some relevant integral quantities uniformly in ε.

Let
Zε = {x ∈ Ω : ∇uε = 0}

be the set of critical points of uε. Therefore, in view of Lemma 1.3.2, we have

D2uε = 0 a.e. in Zε,

and so

(1.4.1) ∇Aε(∇uε) =

{
∇ξAε(∇uε)D2uε a.e. on Zcε ,

0 a.e. on Zε.

Proposition 1.4.1. Let uε be a solution of (1.3.8). Then there exists a constant C1 = C1(n, p, λ,Λ)
such that, for any function η ∈ C0,1

c (Ω) and for any ε ∈ (0, 1), we have

ˆ
Ω
η2[ε2 +H2(∇uε)]p−2

∣∣D2uε
∣∣2dx ≤C1

ˆ
Ω
[ε2 +H2(∇uε)]p−2H2(∇uε)|∇η|2 dx

+ C1

ˆ
Ω
η2f2ε dx.

(1.4.2)
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Proof. Since from Lemma 1.3.2 we have that Aε(∇uε) ∈ W 1,2
loc (Ω), we can differentiate the equation

(1.3.8) to obtain

(1.4.3) −div (∂xkAε(∇uε)) = ∂xkfε in D′(Ω), k = 1, ..., n,

and so

(1.4.4)

n∑
j=1

ˆ
Ω
∂xkA

j
ε(∇uε)∂xjφ = −

ˆ
Ω
fε∂xkφ k = 1, ..., n,

holds true for any φ ∈W 1,2
c (Ω), the set of compactly supported members of W 1,2(Ω).

For any η ∈ C0,1
c (Ω) and any k = 1, ..., n we first choose φ = η2Ak

ε(∇uε) ∈ W 1,2
c (Ω) as test

function in (1.4.4) and then we sum the obtained identities from k = 1 to n as to obtain

0 =

ˆ
Ω
η2tr

[
(∇Aε(∇uε))2

]
dx+ 2

ˆ
Ω
η⟨∇Aε(∇uε)Aε(∇uε),∇η⟩dx

+
n∑
k=1

ˆ
Ω
η2∂xkA

k
ε(∇uε)fε dx+ 2

ˆ
Ω
η fε⟨Aε(∇uε),∇η⟩ dx =

= I1 + I2 + I3 + I4.

(1.4.5)

Therefore, from (1.4.1), (1.2.23) and (1.3.5), we infer

I1 =

ˆ
Ω\Zε

η2tr
[
∇ξAε(∇uε)D2uε∇ξAε(∇uε)D2uε

]
dx

≥ λ min{(p− 1), 1}
ˆ
Ω\Zε

η2[ε2 +H2(∇uε)]
p−2
2 tr

(
D2uε∇ξAε(∇uε)D2uε

)
dx

= λ min{(p− 1), 1}
ˆ
Ω\Zε

η2[ε2 +H2(∇uε)]
p−2
2 tr

(
∇ξAε(∇uε)D2uεD

2uε
)
dx

≥ λ2
(
min{(p− 1), 1}

)2 ˆ
Ω\Zε

η2[ε2 +H2(∇uε)]p−2tr
(
D2uεD

2uε
)
dx

= λ2
(
min{(p− 1), 1}

)2 ˆ
Ω
η2[ε2 +H2(∇uε)]p−2

∣∣D2uε
∣∣2dx,

(1.4.6)

where we used the symmetry of D2uε and of ∇ξAε(∇uε).
From (1.3.4), (1.4.1) and (1.3.5), we find that

|I2| =
∣∣∣2 ˆ

Ω\Zε
η⟨∇ξAε(∇uε)D2uεAε(∇uε),∇η⟩dx

∣∣∣
≤ 2Λ3/2 max{(p− 1), 1}

ˆ
Ω
η [ε2 +H2(∇uε)]p−2H(∇uε)|∇η|

∣∣D2uε
∣∣ dx

≤ δ

ˆ
Ω
η2 [ε2 +H2(∇uε)]p−2

∣∣D2uε
∣∣2 dx

+
Λ3 (max{(p− 1), 1})2

δ

ˆ
Ω
[ε2 +H2(∇uε)]p−2H2(∇uε)|∇η|2 dx,

(1.4.7)

where in the last inequality we applied weighted Young’s inequality with a weight δ > 0 to be chosen
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later. From (1.4.1), (1.3.5), Hölder and Young inequalities, we obtain

|I3| =
∣∣∣ˆ

Ω\Zε
η2 tr

(
∇ξAε(∇uε)D2uε

)
fε dx

∣∣∣ ≤ ˆ
Ω\Zε

η2
∣∣∇ξAε(∇uε)

∣∣ ∣∣D2uε
∣∣ |fε| dx

≤
√
nΛ max{(p− 1), 1}

ˆ
Ω
η2 [ε2 +H2(∇uε)]

p−2
2

∣∣D2uε
∣∣ |fε| dx

≤ δ

ˆ
Ω
η2 [ε2 +H2(∇uε)]p−2

∣∣D2uε
∣∣2 dx+

nΛ2 (max{(p− 1), 1})2

4δ

ˆ
Ω
η2f2ε dx.

(1.4.8)

Finally, via Young’s inequality,

|I4| ≤ 2
√
Λ

ˆ
Ω
|η|
(
ε2 +H2(∇uε)

) p−2
2 H(∇uε)|fε| |∇η| dx

≤ Λ

ˆ
Ω
[ε2 +H2(∇uε)]p−2H2(∇uε)|∇η|2 dx+

ˆ
Ω
η2f2ε dx.

(1.4.9)

By combining (1.4.6)-(1.4.9) we get

(
λ2
(
min{(p− 1), 1}

)2 − 2δ
) ˆ

Ω
η2[ε2 +H2(∇uε)]p−2

∣∣D2uε
∣∣2dx ≤

≤ Λ

(
1 +

Λ2 (max{(p− 1), 1})2

δ

)ˆ
Ω
[ε2 +H2(∇uε)]p−2H2(∇uε)|∇η|2 dx

+

(
1 +

nΛ2
(
max{(p− 1), 1}

)2
4δ

)ˆ
Ω
η2f2ε dx

and, by choosing δ = λ2 (min{(p−1),1})2
4 in the latter, we find

ˆ
Ω
η2[ε2 +H2(∇uε)]p−2

∣∣D2uε
∣∣2dx ≤

≤ 2Λ

λ2 (min{(p− 1), 1})2

(
1 +

4Λ2(max{(p− 1), 1})2

λ2(min{(p− 1), 1})2

) ˆ
Ω
[ε2 +H2(∇uε)]p−2H2(∇uε) |∇η|2 dx

+
2

λ2 (min{(p− 1), 1})2

(
1 +

nΛ2(max{(p− 1), 1})2

λ2(min{(p− 1), 1})2

)ˆ
Ω
η2f2ε dx

which completes the proof.

The following corollary is a consequence of Proposition 1.4.1. It will be crucial in the proof of
Theorem 1.1.1.

Corollary 1.4.2. Let uε be a solution of (1.3.8). Then for any function η ∈ C0,1
c (Ω) and for any

ε ∈ (0, 1), we have

(1.4.10)

ˆ
Ω
η2[ε2 +H2(∇uε)]p−2

∣∣D2uε
∣∣2dx ≤ C2

ˆ
Ω
|Aε(∇uε)|2|∇η|2dx+ C2

ˆ
Ω
η2f2ε dx

and

(1.4.11)

ˆ
Ω
η2
∣∣∇Aε(∇uε)

∣∣2 dx ≤ C2

ˆ
Ω
|Aε(∇uε)|2|∇η|2dx+ C2

ˆ
Ω
η2f2ε dx ,

where C2 is a constant depending only on n, p, λ and Λ.
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Proof. First, we notice that (1.4.10) readily follows from (1.3.4) and (1.4.2).
Also, by (1.4.1) and (1.3.5), we have that

(1.4.12)
∣∣∇Aε(∇uε)

∣∣ = ∣∣∇ξAε(∇uε)D2uε
∣∣ ≤ C(n, p, λ,Λ) [ε2 +H2(∇uε)]

p−2
2

∣∣D2uε
∣∣ a.e. on Ω,

therefore (1.4.11) follows immediately from (1.4.10).

Now we proceed estimate the term
´
BR

|Aε(∇uε)|2dx, where BR is any open ball such that B2R ⊂
Ω. More precisely we have the following result.

Proposition 1.4.3. Let uε be a solution of (1.3.8). Then, for any ε ∈ (0, 1) and for any open ball
B2R ⊂⊂ Ω we have

(1.4.13)

ˆ
BR

|Aε(∇uε)|2dx ≤ C3

[
R−n

(ˆ
B2R\BR

|Aε(∇uε)|dx

)2

+R2

ˆ
B2R

f2ε dx
]

(1.4.14)

ˆ
BR

2

∥∇Aε(∇uε)∥2dx ≤ C4

[
R−n−2

(ˆ
B2R\BR

|Aε(∇uε)|dx

)2

+

ˆ
B2R

f2ε dx
]

where C3, C4 are constants depending only on n, p, λ and Λ.

Proof. Thanks to Lemma 1.3.2 we have that ηAk
ε(∇uε) ∈ W 1,2

c (Ω) for any k = 1, ..., n and for η ∈
C0,1
c (Ω) whose support is contained in B2R ⊂ Ω.

We first consider the case n ≥ 3.
Case n ≥ 3. Since

ˆ
Ω
|ηAε(∇uε)|2

∗
dx =

ˆ
Ω

(
|ηAε(∇uε)|2

) 2∗
2 dx

=

ˆ
Ω

(
n∑
k=1

|ηAk
ε(∇uε)|2

) 2∗
2

dx ≤ C(n)

ˆ
Ω

n∑
k=1

|ηAk
ε(∇uε)|2

∗
dx ,

(1.4.15)

then the Sobolev embedding W 1,2(Ω) ↪→ L2∗(Ω) yields

ˆ
Ω
|ηAε(∇uε)|2

∗
dx ≤ C ′(n)

 n∑
k=1

(ˆ
Ω
|∇(ηAk

ε(∇uε))|2dx
) 2∗

2


≤ C ′′(n)

n∑
k=1

[ˆ
Ω

(
η2|∇Ak

ε(∇uε))|2 + |Ak
ε(∇uε))|2|∇η|2

)
dx

] 2∗
2

≤ nC ′′(n)

[ˆ
Ω

(
η2∥∇Aε(∇uε))∥2 + |Aε(∇uε))|2|∇η|2

)
dx

] 2∗
2

.

(1.4.16)
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Now we use (1.4.11) in the latter to infer

ˆ
Ω
|ηAε(∇uε)|2

∗
dx ≤ nC ′′(n)

[
(C2 + 1)

ˆ
Ω
|Aε(∇uε)|2|∇η|2dx+ C2

ˆ
Ω
η2f2ε dx

] 2∗
2

≤ C(n, p, λ,Λ)

[ˆ
Ω
|Aε(∇uε)|2|∇η|2dx+

ˆ
Ω
η2f2ε dx

] 2∗
2

≤ C ′(n, p, λ,Λ)

(ˆ
Ω
|Aε(∇uε)|2|∇η|2

) 2∗
2

dx+

(ˆ
Ω
η2f2ε dx

) 2∗
2

 .
(1.4.17)

Let R ≤ t < s ≤ 2R and let η = ηt,s ∈ C0,1
c (Ω) be a cut off function with 0 ≤ η ≤ 1 and such that

(1.4.18) η ≡ 1 on Bt, η = 0 on Ω \Bs, |∇η| ≤ 1

s− t
on Ω.

Then from (1.4.17) we have
(1.4.19)
ˆ
Bt

|Aε(∇uε)|2
∗
dx ≤ C ′′(n, p, λ,Λ)

 1

(s− t)2∗

(ˆ
Bs\BR

|Aε(∇uε)|2dx

) 2∗
2

dx+

(ˆ
B2R

f2ε dx

) 2∗
2

 .
Following [108, Remark 6.12], let r = 2∗/2 > 1 and consider σ ∈ (0, 1). Let

α =

(
1− σ

r − σ

)
r ∈ (0, 1)

so that
r

α
=
r − σ

1− σ
> 1,

( r
α

)′
=
r − σ

r − 1
and (1− α)

( r
α

)′
= σ.

By Holder’s inequality we haveˆ
Bs\BR

|Aε(∇uε)|2dx =

ˆ
Bs\BR

|Aε(∇uε)|2α |Aε(∇uε)|2(1−α)dx

≤

(ˆ
Bs\BR

|Aε(∇uε)|2rdx

) 1−σ
r−σ

(ˆ
Bs\BR

|Aε(∇uε)|2σdx

) r−1
r−σ

.

(1.4.20)

Thus, since −2∗ = −2n/(n− 2) = n(1− r), from (1.4.19) and the latter we obtain

ˆ
Bt

|Aε(∇uε)|2
∗
dx

≤ C ′′(n, p, λ,Λ)(s− t)n(1−r)

(ˆ
Bs\BR

|Aε(∇uε)|2rdx

)r( 1−σ
r−σ )

(ˆ
Bs\BR

|Aε(∇uε)|2σdx

)r( r−1
r−σ )

+ C ′′(n, p, λ,Λ)

(ˆ
B2R

f2ε dx

)r

≤
(ˆ

Bs

|Aε(∇uε)|2rdx
)r( 1−σ

r−σ ) [
C ′′(n, p, λ,Λ)(s− t)n(1−r)

(ˆ
Bs\BR

|Aε(∇uε)|2σdx

)r( r−1
r−σ )]

+ C ′′(n, p, λ,Λ)

(ˆ
B2R

f2ε dx

)r

(1.4.21)
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and therefore, via weighted Young’s inequality with conjugate exponents r−σ
r(1−σ) and

r−σ
σ(r−1) , we obtain

ˆ
Bt

|Aε(∇uε)|2
∗
dx ≤ 1

2

ˆ
Bs

|Aε(∇uε)|2rdx+ C̃(s− t)−(r−σ)n
σ

(ˆ
Bs\BR

|Aε(∇uε)|2σdx

) r
σ

+ C ′′(n, p, λ,Λ)

(ˆ
B2R

f2ε dx

)r
≤ C̃(s− t)−(r−σ)n

σ

(ˆ
B2R\BR

|Aε(∇uε)|2σdx

) r
σ

+ C ′′(n, p, λ,Λ)

(ˆ
B2R

f2ε dx

)r
+

1

2

ˆ
Bs

|Aε(∇uε)|2
∗
dx

where C̃ is a constant depending only on n, p, σ, λ,Λ.
By applying [108, Lemma 6.1] with

Z(t) =

ˆ
Bt

|Aε(∇uε)|2
∗
dx,

and by choosing σ = 1
2 , from the above inequality we obtain

(1.4.22)

ˆ
BR

|Aε(∇uε)|2
∗
dx ≤ C ′′′R−(r−σ)n

σ

(ˆ
B2R\BR

|Aε(∇uε)|dx

)2r

+ C ′′′
(ˆ

B2R

f2ε dx

)r
where C ′′′ is a constant depending only on n, p, λ,Λ.

Then Hölder’s inequality and (1.4.22) imply

ˆ
BR

|Aε(∇uε)|2dx ≤ C ′′′
1 |BR|2/n

[
R−(r−σ)n−2

σ

(ˆ
B2R\BR

|Aε(∇uε)|dx

)2

+

ˆ
B2R

f2ε dx
]

(1.4.23)

where C ′′′
1 is a constant depending only on n, p, λ,Λ.

A short computation yields (r − σ)n−2
σ = n+ 2, therefore the latter gives

ˆ
BR

|Aε(∇uε)|2dx ≤ C ′′′
2 R

2
[
R−(n+2)

(ˆ
B2R\BR

|Aε(∇uε)|dx

)2

+

ˆ
B2R

f2ε dx
]

(1.4.24)

where C ′′′
2 is a constant depending only on n, p, λ,Λ. This proves (1.4.13).

To prove (1.4.14) we make use of (1.4.11) by letting η ∈ C0,1
c (Ω) be a cut-off function with

0 ≤ η ≤ 1 and such that

η ≡ 1 in BR/2, η = 0 on Ω \BR, |∇η| ≤ 2/R on Ω,

which leads to

(1.4.25)

ˆ
BR

2

∣∣∇Aε(∇uε)
∣∣2dx ≤ 4C2R

−2

ˆ
BR

|Aε(∇uε)|2dx+ C2

ˆ
BR

f2ε dx

Inserting (1.4.24) into the latter yields (1.4.14).
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Case n = 2. In this case we observe that, for any θ > 2, it holds

(1.4.26)

ˆ
Ω
|ηAk

ε(∇uε)|θdx ≤ C(θ)R2

(ˆ
Ω

∣∣∇(ηAk
ε(∇uε)

∣∣2dx) θ
2

.

Here we have used that ηAk
ε(∇uε) ∈W 1,2

c (Ω) and its support is contained in B2R ⊂ Ω (see for instance
[132, Theorem 12.33]). Now we repeat the previous computations with any θ > 2 fixed. This leads to
(1.4.19) with 2∗ replaced by θ and C ′′(n, p, λ,Λ) replaced by C ′′(n, p, λ,Λ, θ)R2, i.e.,

(1.4.27)

ˆ
Bt

|Aε(∇uε)|θdx ≤ C ′′(n, p, λ,Λ, θ)R2

[
1

(s− t)θ

(ˆ
Bs

|Aε(∇uε)|2dx
) θ

2

+

(ˆ
B2R

f2ε dx

) θ
2

]
.

Now we choose r = θ
2 > 1 and we repeat the computations after formula (1.4.19). This leads to

ˆ
Bt

|Aε(∇uε)|θdx

≤ C ′′(n, p, λ,Λ, θ)R2(s− t)−2r

(ˆ
Bs\BR

∣∣Aε(∇uε)
∣∣2rdx)r( 1−σ

r−σ )
(ˆ

Bs\BR

∣∣Aε(∇uε)
∣∣2σdx)r( r−1

r−σ )

+ C ′′(n, p, λ,Λ, θ)R2

(ˆ
B2R

f2ε dx

)r
≤ C̃R

2(r−σ)
σ(r−1) (s− t)

− 2r(r−σ)
σ(r−1)

(ˆ
B2R\BR

|Aε(∇uε)|2σdx

) r
σ

+ C ′′(n, p, λ,Λ, θ)R2

(ˆ
B2R

f2ε dx

)r
+

1

2

ˆ
Bs

|Aε(∇uε)|θdx

(1.4.28)

where C̃ is a constant depending only on n, p, σ, λ,Λ and θ.
By choosing σ = 1

2 and applying [108, Lemma 6.1] we obtain

ˆ
BR

|Aε(∇uε)|θdx ≤ C ′′′R
2(r−σ)
σ(r−1)R

− 2r(r−σ)
σ(r−1)

(ˆ
B2R\BR

|Aε(∇uε)|2σdx

) r
σ

+ C ′′′R2

(ˆ
B2R

f2ε dx

)r

= C ′′′R−2(θ−1)

(ˆ
B2R\BR

|Aε(∇uε)|dx

)θ
+ C ′′′R2

(ˆ
B2R

f2ε dx

) θ
2

(1.4.29)

where C ′′′ is a constant depending only on n, p, λ,Λ and θ.
Then Hölder’s inequality and (1.4.29) imply

ˆ
BR

|Aε(∇uε)|2dx ≤ C ′′′
1

[
R−2

(ˆ
B2R\BR

|Aε(∇uε)|dx

)2

+R2

ˆ
B2R

f2ε dx
]

where C ′′′
1 is a constant depending only on n, p, λ,Λ and θ. Then (1.4.13) follows by fixing a value of

θ > 2. From the latter it is immediate to infer (1.4.14).
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1.5 Proof of the main results

The following section is devoted to the proof of the main results of this chapter.

Proof of Theorem 1.1.1. It suffices to apply the estimates we have found in the previous sections for
the approximating sequence uε, and then pass to the limit as ε→ 0.

Let us fix Ω′ ⊂⊂ Ω and consider uε solutions to (1.3.8). From (1.3.4), (1.3.10) and Hölder’s
inequality, we have

∥Aε(∇uε)∥L1(Ω′) ≤ C ,

where C does not depend on ε. Then from Proposition (1.4.3) and a standard covering argument we
infer that

(1.5.1) ∥∇Aε(∇uε)∥W 1,2(Ω′) ≤ C,

where C does not depend on ε.
Since those estimates are uniform in ε, we can extract a subsequence, relabelled as uε, such that

Aε(∇uε) → h weakly in W 1,2
loc (Ω), strongly in L2

loc(Ω) and a.e. in Ω,(1.5.2)

for some h ∈W 1,2
loc (Ω;R

n).
From the Lp convergence ∇uε → ∇u, we have (up to a subsequence, still denoted by uε)

∇uε → ∇u a.e. in Ω.

Hence
Aε(∇uε) → A(∇u) a.e. in Ω,

and so h = A(∇u) thanks to (1.5.2).
Estimates (1.1.8) and (1.1.9) then follows by letting ε → 0 in Proposition 1.4.3. Finally, the

estimate (1.1.10) follows immediately from (1.1.3).

As already observed in Remark 1.1.3 and Remark 1.1.5, Theorem 1.1.2 and Theorem 1.1.4 are
special cases of two more general results that we state and prove hereafter. To this end we first
introduce the assumptions on the source term f :

(1.5.3)


if p > n

2 ∃ γ ∈ (n− 2, n) : f ∈ M2,γ
loc (Ω),

if p ≤ n
2 ∃ γ ∈ (n− 2, n), ∃ s > n

p : f ∈ Lsloc(Ω) ∩M2,γ
loc (Ω),

where we have denoted by M2,γ the classical Morrey space. Then we have

Remark 1.5.1.

i) If f satisfies (1.5.3), then f ∈ Lqloc(Ω) where q fulfills (1.1.6), and therefore Theorem 1.1.1 applies.

ii) If f ∈ Lrloc(Ω), r > n, then f satisfies (1.5.3). Indeed, by Holder inequality, we have that f ∈
M2,n− 2n

r
loc (Ω) (and n− 2n

r ∈ (n− 2, n), since r > n). Moreover, ∥f∥
M2,n− 2n

r (Ω′)
≤ C(n, r)∥f∥Lr(Ω′) for

any open subset Ω′ ⊂⊂ Ω. Therefore, Theorem 1.1.2 and Theorem 1.1.4 are special cases of the two
following general results.
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Theorem 1.5.2. Assume 1 < p ≤ 2 and let u ∈W 1,p
loc (Ω) be a local weak solution of (1.1.1) where H

satisfies (1.2.2) and f satisfies (1.5.3). Then

u ∈W 2,2
loc (Ω) ∩ C

1,β
loc (Ω)

for some β ∈ (0, 1) depending only on n, p, λ,Λ and γ.
Moreover, for any open ball B2R ⊂⊂ Ω we have

ˆ
BR/2

∣∣D2u
∣∣2dx ≤ C

[
R−n−2∥A(∇u)∥2L1(B2R\BR) + ∥f∥2L2(B2R)

]
,

where C is a constant depending on p, n, λ,Λ, γ, BR, B2R, ∥u∥W 1,p(B2R), ∥f∥Lmax{2,s}(B2R)
and ∥f∥M2,γ(B2R).

In particular, when p = 2 we have
ˆ
BR/2

∣∣D2u
∣∣2dx ≤ C

[
R−n−2∥A(∇u)∥2L1(B2R\BR) + ∥f∥2L2(B2R)

]
,

where C is a constant depending only on n, λ,Λ.

Theorem 1.5.3. Let u ∈ W 1,p
loc (Ω) be a local solution of (1.1.1), where H satisfies (1.2.2) and f

satisfies (1.5.3). Then

u ∈ C1,β
loc (Ω)

for some β ∈ (0, 1) depending only on n, p, λ,Λ and γ.
Moreover, for any open ball B2R ⊂⊂ Ω we have

(1.5.4)

ˆ
BR/2\Z

[
H2(∇u)

]p−2 ∣∣D2u
∣∣2dx ≤ C,

where Z denotes the set of critical points of u and C is a constant depending on p, n, λ,Λ γ,BR, B2R, ∥u∥W 1,p(B2R), ∥f∥Lmax{2,s}(B2R)

and ∥f∥M2,γ(B2R).

To prove Theorem 1.5.2 and Theorem 1.5.3 we need the following useful auxiliary result (inspired
by the reading of Section 5 of [137]).

Lemma 1.5.4. Assume n ≥ 2 and let U be an open bounded set of Rn of class C2. Let f be a function
belonging to the Morrey space M2,γ(U) with n − 2 < γ < n and set α = γ−n+2

2 ∈ (0, 1). Then there

exists F ∈W 1,2(U ;Rn) ∩ C0,α
loc (U ;Rn) such that

(1.5.5) −divF = f in U

and, for any open Lipschitz set U ′ ⊂⊂ U ,

(1.5.6) ∥F∥C0,α(U ′) ≤ C∥f∥M2,γ(U),

where C is a constant depending only on n, γ, U ′ and U .

Proof. The proof relies on some results of Campanato and Morrey. 2 and [104][chapter 5].

2Recall that the Morrey space M2,γ(A) is isomorphic (as Banach space) to the Campanato space L2,γ(A) whenever
A is an open bounded Lipschitz set of Rn and 0 ≤ γ < n. We shall freely use this result in the course of the proof. More
details on this property as well as other useful results used in this paper on Morrey’s and Campanato’s spaces can be
found in [108][Section 2.3]
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Let u ∈ W 1,2
0 (U) ∩ W 2,2(U) be the unique weak solution to −∆u = f in U and recall that

∥u∥2W 2,2(U) ≤ C1∥f∥2L2(U), for some constant C1 depending only on n and U . Also, by a result of

Campanato [43, Teorema 10.I] (see also [104, Chapter 5]) we know that

(1.5.7) ∥∂2xjxku∥
2
M2,γ(U ′) ≤ C2

[
∥u∥2W 2,2(U) + ∥f∥2M2,γ(U)

]
∀ j, k = 1, ..., n

where the constant C2 depends only on γ, n and U ′. Hence,

(1.5.8) ∥∇∂xku∥
2
M2,γ(U ′) ≤ C3∥f∥2M2,γ(U) ∀ j, k = 1, ..., n

where C3 is a constant that depends only on γ, n, U ′ and U . Set w = ∂xku, then Poincaré inequality

and (1.5.8) imply that, for any x0 ∈ U ′ and any 0 < ρ < dist(U ′, ∂U)
2 ,

(1.5.9)

ˆ
Bρ(x0)

|w − wBρ(x0)|
2dx ≤ cρ2

ˆ
Bρ(x0)

|∇∂xku|
2 ≤ cρ2C3∥f∥2M2,γ(U)ρ

γ = cC3∥f∥2M2,γ(U)ρ
γ+2

where wω := 1
|ω|
´
ω w dx and c = c(n).

Moreover, when ρ ≥ dist(U ′, ∂U)
2 , we have

ˆ
U∩Bρ(x0)

|w − wU∩Bρ(x0)|
2dx ≤ 2∥w∥2L2(U) ≤ 2∥w∥2L2(U)

[
2ρ

dist(U ′, ∂U)

]γ+2

= 2

[
2

dist(U ′, ∂U)

]γ+2

∥∂xku∥
2
L2(U)ρ

γ+2 ≤ 2

[
2

dist(U ′, ∂U)

]γ+2

C2
1∥f∥2L2(U)ρ

γ+2

(1.5.10)

Combining (1.5.9) and (1.5.10) we immediately get that ∂xku belongs to the Campanato space
L2,γ+2(U ′) and

(1.5.11) ∥∂xku∥
2
L2,γ+2(U ′) ≤ C4∥f∥2M2,γ(U) for all k = 1, . . . , n,

where C4 is a constant depending only on n, γ, U ′ and U .
Now, since n < γ + 2 < n + 2, the well-known integral characterisation of Holder spaces by

Campanato [41, 42, 108] tell us that

(1.5.12) ∂xku ∈ C0, γ−n+2
2 (U ′), ∥∂xku∥C0,

γ−n+2
2 (U ′)

≤ C5∥f∥M2,γ(U) ∀ k = 1, ..., n

where C5 is a constant depending only on n, γ, U ′ and U .
The desired conclusion then follows by taking F = ∇u.

We are now ready to prove Theorem 1.5.2.

Proof of Theorem 1.5.2. Set

(1.5.13) s̃ :=

{
2 if p > n

2 ,

s if p ≤ n
2 .

Let us consider an open ball B2R ⊂⊂ Ω and let fε and uε be as in Section 1.3. Recall that, in the
course of the proof of Theorem 1.1.1, we proved that

(1.5.14) ∥uε∥W 1,p(B2R) ≤ C ′
1 := C ′

1(p, n, λ,Λ, B2R, ∥u∥W 1,p(B2R), ∥f∥Ls̃(B2R))
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(1.5.15) ∥Aε(∇uε)∥L1(B2R) ≤ C ′
1

and that, up to a subsequence,

∇uε → ∇u strongly in W 1,p
loc (Ω) and a.e. in Ω,(1.5.16)

Aε(∇uε) → A(∇u) weakly in W 1,2
loc (Ω), strongly in L2

loc(Ω) and a.e. in Ω.(1.5.17)

By making use of (1.5.14) we have uε ∈ C0(Ω) and the following bound

(1.5.18) ∥uε∥L∞(BR) ≤ C ′
2 := C ′

2(p, n, λ,Λ, B2R, ∥u∥W 1,p(B2R), ∥f∥Ls̃(B2R)).

Indeed, if p > n we have ∥uε∥L∞(BR) ≤ C(BR, p)∥uε∥W 1,p(BR) by Sobolev embedding, and so (1.5.18)
follows from (1.5.14). When p ≤ n we have ∥uε∥L∞(BR) ≤ C ′(p, n, λ,Λ, B2R, ∥uε∥Lp(B2R), ∥f∥Ls̃(B2R)),
by the celebrated results in [179], and once again (1.5.18) follows from (1.5.14).

Now we observe that also fε ∈ M2,γ(B2R), and ∥fε∥M2,γ(B2R) ≤ ∥f∥M2,γ(B2R). We can therefore

use Lemma 1.5.4 to obtain vector fields Fε ∈ C0,α(BR) such that

(1.5.19) ∥Fε∥C0,α(BR) ≤ C∥fε∥M2,γ(B2R) ≤ C∥f∥M2,γ(B2R)

where α = γ−n+2
2 ∈ (0, 1) and C is a constant depending only on n, γ,BR and B2R.

Now we set Aε(x, ξ) := Aε(ξ)− Fε(x), (x, ξ) ∈ BR × (Rn \ {0}) and observe that

(1.5.20) −div(Aε(x,∇uε)) = 0 in BR.

We can therefore apply [136, Theorem 1.7] to obtain β = β(n, p, λ,Λ, γ) ∈ (0, 1) such that

(1.5.21) ∥uε∥C1,β(BR
2
) ≤ C ′

3 = C ′
3(p, n, λ,Λ, γ, BR, B2R, ∥u∥W 1,p(B2R), ∥f∥Ls̃(B2R), ∥f∥M2,γ(B2R)).

Hence, up to a subsequence, uε → u in C1
loc(Ω), u ∈ C1,β

loc (Ω).
By (1.4.10) and p ≤ 2 we get

ˆ
BR

2

∣∣D2uε
∣∣2dx ≤ C ′

4

ˆ
BR

2

[
ε2 +H2(∇uε)

]p−2 ∣∣D2uε
∣∣2dx ≤

C ′
4C2

[
4

R2

ˆ
BR

|Aε(∇uε)|2dx+

ˆ
BR

f2ε dx

](1.5.22)

where C2 is a constant depending only on n, p, λ,Λ and C ′
4 is a positive constant depending only on

C ′
3 (note that one can take C ′

4 = 1 when p = 2). Then, inserting (1.4.13) into the latter yields

ˆ
BR

2

∣∣D2uε
∣∣2dx ≤ C ′

4C2

[
4

R2

ˆ
BR

|Aε(∇uε)|2dx+

ˆ
BR

f2ε dx

]

≤ C ′
4C(n, p, λ,Λ)

[
R−n−2

(ˆ
B2R\BR

|Aε(∇uε)|dx

)2

+

ˆ
B2R

f2dx
]

≤ C ′
5 = C ′

5(p, n, λ,Λ, γ, BR, B2R, ∥u∥W 1,p(B2R), ∥f∥Ls̃(B2R), ∥f∥M2,γ(B2R))

(1.5.23)

where in the last inequality we have used (1.5.15). Therefore, up to a subsequence, uε → u weakly in
W 2,2
loc (Ω) and the thesis follows by letting ε→ 0 in (1.5.22) and then recalling (1.1.9).
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Proof of Theorem 1.5.3. We repeat the proof of Theorem 1.1.2 until the estimate (1.5.21). Hence, up
to a subsequence,

(1.5.24) uε → u in C1
loc(Ω), u ∈ C1,β

loc (Ω).

By (1.4.10), (1.4.13) and (1.5.15) we have that

ˆ
BR

2

[
ε2 +H2(∇uε)

]p−2 ∣∣D2uε
∣∣2dx ≤ C2

[
4

R2

ˆ
BR

|Aε(∇uε)|2dx+

ˆ
BR

f2ε dx

]
≤ C ′

5 = C ′
5(p, n, λ,Λ, γ, BR, B2R, ∥u∥W 1,p(B2R), ∥f∥Ls̃(B2R), ∥f∥M2,γ(B2R)) ;

(1.5.25)

therefore, for every i, j ∈ {1, . . . , n} ,

(1.5.26) ϕi,jε :=
(
ε2 + |∇uε|2

) p−2
2 ∂2xixjuε

is uniformly bounded in L2
loc(Ω) w.r.t. ε > 0. Hence, up to a subsequence,

(1.5.27) ϕi,jε → ϕi,j weakly in L2
loc(Ω) as ε→ 0.

In view of (1.5.25), (1.5.27) and the weak lower semicontinuity of the L2 norm, to get our thesis it is
enough to prove that

(1.5.28) ϕi,j = |∇u|p−2∂2xixju a.e. in Ω \ Z.

To this end, we fix an arbitrary open ball B2R ⊂⊂ Ω \ Z, then |∇u| ≥ 2c > 0 in B2R by definition of
Z. Hence, by (1.5.24), we have

(1.5.29) |∇uε| ≥ c in B2R, for all small enough ε.

By using (1.5.25), (1.5.29) and (1.5.21) we find

ˆ
BR

2

∣∣D2uε
∣∣2dx ≤ C(c, p, λ,Λ, C ′

3)

ˆ
BR

2

[
ε2 +H2(∇uε)

]p−2 ∣∣D2uε
∣∣2dx

≤ C ′
6 = C ′

6(c, p, n, λ,Λ, γ, BR, B2R, ∥u∥W 1,p(B2R), ∥f∥Ls̃(B2R), ∥f∥M2,γ(B2R)),

which implies that uε is uniformly bounded in W 2,2
loc (Ω \ Z) and then, up to a subsequence, uε → u

weakly in W 2,2
loc (Ω \ Z). The latter and (1.5.24) yield

ϕi,jε =
(
ε2 + |∇uε|2

) p−2
2 ∂2xixjuε → |∇u|p−2∂2xixju,

weakly in L2
loc(Ω \ Z), which proves (1.5.28) and concludes the proof.

Proof of Proposition 1.1.6. From Theorem 1.1.1 we know that

|A(∇u)| ∈W 1,2
loc (Ω).

Thanks to a well-known result due to Stampacchia [181] we infer that

|A(∇u)|
ε+ |A(∇u)|

∈W 1,2
loc (Ω)
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for any ε > 0. Therefore, for any φ ∈ C∞
c (Ω), we can use

|A(∇u)|
ε+ |A(∇u)|

φ

as a test function in (1.1.2) and we have

(1.5.30)

ˆ
Ω

|A(∇u)|
ε+ |A(∇u)|

φf dx =

ˆ
Ω

|A(∇u)|
ε+ |A(∇u)|

A(∇u) · ∇φdx+ ε

ˆ
Ω

A(∇u) · ∇(|A(∇u)|)
(ε+ |A(∇u)|)2

φdx.

We first notice that

(1.5.31)

ˆ
Ω

|A(∇u)|
ε+ |A(∇u)|

φf dx =

ˆ
Ω\{∇u=0}

|A(∇u)|
ε+ |A(∇u)|

φf dx.

Moreover we have ∣∣∣∣∣εA(∇u) · ∇(|A(∇u)|)
(ε+ |A(∇u)|)2

φ

∣∣∣∣∣ ≤ ∇(|A(∇u)|)|φ|

where the latter function belongs to L1(Ω), independently on ε. This implies that we can use the
dominated convergence theorem in (1.5.30) as ε→ 0+ and, from (1.5.31), we obtain

ˆ
Ω\{∇u=0}

φf dx =

ˆ
Ω
A(∇u) · ∇φdx =

ˆ
Ω
φf dx ,

where in the last equality we used again the equation of u. Since φ is any function in C∞
c (Ω), we get

the desired conclusion.

Proof of Corollary 1.1.7. This corollary is a straightforward consequence of Proposition 1.1.6. Indeed,
the singular set Z = {∇u = 0} is contained into the set {f = 0} up to a set of measure zero. Since
|{f = 0}| = 0 then |{∇u = 0}|.



Chapter 2

Global Regularity for anisotropic
elliptic problems

2.1 Main results

As mentioned in the introduction, in the following chapter we will be studying solutions to boundary
value problems for equation

(2.1.1) −div
(
A(∇u)

)
= f in Ω ,

under homogeneous Dirichlet conditions

(2.1.2)

{
−div

(
A(∇u)

)
= f in Ω

u = 0 on ∂Ω ,

or Neumann condition

(2.1.3)

{
−div

(
A(∇u)

)
= f in Ω

A(∇u) · ν = 0 on ∂Ω ,

the latter with compatibility condition
´
Ω f dx = 0. The vector field A : Rn → Rn is now given by

(2.1.4) A(ξ) = ∇ξB
(
H(ξ)

)
=

{
b
(
H(ξ)

)
∇ξH(ξ) if ξ ̸= 0

0 if ξ = 0,

where H is a uniformly convex norm as described in Section 1.2, and

B(t) =

ˆ t

0
b(s) ds

is a C2-convex function satisfying certain nonlinear growth assumptions. A particular case is the
polynomial growth studied in the previous chapter where B(t) = tp

p , though here we allow for non-
linearities of non-polynomial type as well. Further details and properties of B are given in Section
2.2.

The function B is typically called Young function and, as we will show in Section 2.2, equation
(2.1.1) belongs to the class of quasilinear equation of Orlicz -growth type, i.e., equations of the form

(2.1.5) −div
(
A(x, u,∇u)

)
= F (x, u,∇u) ,

39
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where the vector field A = A(x, z, ξ) satisfies

(2.1.6) |A(x, z, ξ)| ≲ B′(|ξ|) and A(x, z, ξ) · ξ ≳ B
(
|ξ|
)
.

The function f in equations (2.1.1)-(2.1.3) is supposed to belong to L2(Ω). As already observed
in the previous chapter, weak solutions to problems (2.1.2) and (2.1.3) are not well defined and need
not exist under this assumption on f , since the space L2(Ω) is not included in the dual of the natural
Orlicz-Sobolev space associated with these problems unless B grows fast enough near infinity. For
instance, as mentioned in Chapter 1, if B(t) behaves like tp near infinity, then p has to exceed 2n

n+2 .
Thus, an even weaker notion of generalized solution has to be employed. Various definitions of solutions
to nonlinear elliptic equations in divergence form, with a right-hand side affected by a low integrability
degree, have been introduced in the literature, see, e.g., [31, 19, 70, 138].

A posteriori, they turn out to be equivalent. Precise formulations of the definitions adopted here
are given at the beginning of Sections 2.5, 2.6 and 2.7, that deal with local solutions, solutions to
Dirichlet problems and solutions to Neumann problems respectively. Let us just disclose here that the
solutions in question are not weakly differentiable in general. Hence, the expression ∇u appearing in
our statements is an abuse of notation for a surrogate gradient which has to be properly interpreted.
In this connection, we point out one trait of our results, which, in particular, reveals the regularizing
effect of the nonlinear function A, that turns A(∇u) into a true Sobolev map.

The first result we provide is a local estimate which complements Theorem 1.1.1 in the Orlicz
setting. Being a local result, no additional assumption on Ω is required.

Theorem 2.1.1 (Local estimate). Assume that B ∈ C2(0,∞) is a Young function fulfilling conditions
(2.2.5) and (2.2.6), and that H ∈ C2(Rn \ {0}) is a norm satisfying property (1.2.2). Let Ω be any
open set in Rn. Assume that f ∈ L2

loc(Ω), and let u be a generalized local solution to equation (2.1.1).
Then,

(2.1.7) A(∇u) ∈W 1,2
loc (Ω),

and there exists a constant c = c(n, ib, sb, λ,Λ) such that

∥A(∇u)∥L2(BR) ≤ cR∥f∥L2(B2R) + cR−n
2 ∥A(∇u)∥L1(B2R)

∥∇(A(∇u))∥L2(BR) ≤ c ∥f∥L2(B2R) + cR−n
2
−1∥A(∇u)∥L1(B2R\BR)

(2.1.8)

for every ball B2R ⊂⊂ Ω.

When it comes to global estimates – the core of the investigations of this chapter – the geometry
of Ω plays a crucial role. The first result with this regard deals with plainly bounded convex domains
Ω. In this case, no additional regularity of Ω is needed. As will be clear from the proof, this is possible
thanks to the fact that a priori bounds for ∥A(∇u)∥W 1,2(Ω) involve certain integrals over ∂Ω, which
depend on its curvatures. If Ω is convex, these integrals have a definite sign, which makes the integrals
in question negligible in the relevant bounds. Importantly, the constants in these bounds depend on
the convex domain Ω only through its diameter dΩ.

Theorem 2.1.2 (Convex domains). Let B and H be as in Theorem 2.1.1. Let Ω be a bounded convex
set in Rn. Assume that f ∈ L2(Ω) and let u be a generalized solution to either the Dirichlet problem
(2.1.2) or the Neumann problem (2.1.3). Then,

A(∇u) ∈W 1,2(Ω).
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Moreover,

(2.1.9) ∥A(∇u)∥L2(Ω) ≤ c1 ∥f∥L2(Ω) and ∥∇(A(∇u))∥L2(Ω) ≤ c2 ∥f∥L2(Ω),

where

c1 = c(n, ib, sb, λ,Λ) dΩ and c2 =
Λ max{1, sb}
λ min{1, ib}

.

In particular, the constant c2 is independent of Ω.

As soon as the realm of convex domains is abandoned, the conclusions of Theorem (2.1.2) can fail,
in the absence of additional assumptions on the curvatures of ∂Ω. Indeed, counterexamples in this
connection can be exhibited, even for the plain Laplace operator, for slight perturbations of convex
domains. Consider, for instance, a bounded open set Ω whose boundary is smooth outside a small
portion, where it agrees with the graph of a function Θ of the variables (x1, . . . , xn), given by

(2.1.10) Θ(x1, . . . , xn) =
c|x1|

log |x1|
for some constant c and for small x1. As shown in [148, 149], if the constant c is not small enough, then
one can exhibit Dirichlet problems for the Laplacian, with smooth right-hand sides, whose solutions
do not belong to W 2,2(Ω).

A suitable assumption on Ω that restores the result involves integrability properties of the weak
curvatures of ∂Ω. One can request that Ω is a bounded Lipschitz domain such that the functions
of (n− 1) variables, that locally describe Ω around boundary points, are endowed with second-order
weak derivatives which belong to a specific Marcinkiewicz space depending on the dimension n. Also,
the norm of the curvatures in this space, evaluated on balls centered on ∂Ω, has to be sufficiently
small for small radii of the balls. Specifically, denote by B the weak second fundamental form on ∂Ω,
and define the function ΨΩ : (0,∞) → [0,∞] as

(2.1.11) ΨΩ(r) =


sup
x∈∂Ω

∥B∥Ln−1,∞(∂Ω∩Br(x)) if n ≥ 3,

sup
x∈∂Ω

∥B∥L1,∞ logL(∂Ω∩Br(x)) if n = 2

for r > 0. Here, Ln−1,∞ and L1,∞ logL denote Marcinkiewicz type spaces, with respect to the (n−1)-
dimensional Hausdorff measure Hn−1 on ∂Ω. Recall that

∥g∥Ln−1,∞(∂Ω∩Br(x)) = sup
s∈(0,Hn−1(∂Ω∩Br(x)))

s
1

n−1 g∗∗(s)

for n ≥ 3, and
∥g∥L1,∞ logL(∂Ω∩Br(x)) = sup

s∈(0,Hn−1(∂Ω∩Br(x)))
s log

(
1 + 1

s

)
g∗∗(s),

for a measurable function g : ∂Ω → R. Here g∗ denotes the decreasing rearrangement of g with
respect to the measure Hn−1, and g∗∗(s) = s−1 ∫ s0 g∗(r) dr for s > 0. In what follows, the notation
∂Ω ∈W 2Ln−1,∞ or ∂Ω ∈W 2L1,∞ logL means that the weak curvatures of ∂Ω belong to the respective
Marcinkiewicz spaces. An analogous notation will be adopted to denote that the weak curvatures in
question belong to some other space.

Furthermore, by LΩ we indicate a Lipschitz characteristic of Ω, which is constituted by the Lip-
schitz constant LΩ of the functions which locally describe ∂Ω, and by the radius RΩ of their ball
domains. We refer to Chapter 3 below for the precise definition of LΩ-Lipschitz domains, of do-
mains with boundary ∂Ω ∈ W 2M, for any given Marcinkiewicz space M, and the definition of weak
curvature B.
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Theorem 2.1.3 (Domains with minimally integrable curvatures). Let B and H be as in Theorem
2.1.1. Let Ω be a bounded Lipschitz domain in Rn, with Lipschitz characteristic LΩ, such that ∂Ω ∈
W 2Ln−1,∞ if n ≥ 3 or ∂Ω ∈ W 2L1,∞ logL if n = 2. Assume that f ∈ L2(Ω) and let u be a
generalized solution to either the Dirichlet problem (2.1.2) or the Neumann problem (2.1.3). There
exists a constant κ0 = κ0(n, ib, sb, λ,Λ,LΩ, dΩ) such that, if

(2.1.12) lim
r→0+

ΨΩ(r) < κ0,

then,
A(∇u) ∈W 1,2(Ω).

Moreover,

(2.1.13) ∥A(∇u)∥W 1,2(Ω) ≤ c ∥f∥L2(Ω)

for a suitable constant c = c(ib, sb, λ,Λ,Ω).

We stress that the use of Marcinkiewicz norms and, in particular, the smallness condition (2.1.12)
are not just due to technical reasons. They are in fact minimal assumptions in terms of integrability
properties of the curvatures of ∂Ω, for A(∇u) to belong to W 1,2(Ω). This can be shown, for instance,
via an example from [123], for n = 3 and p ∈ (23 , 2], in the standard isotropic case. In that paper, open
sets Ω ⊂ R3 are displayed such that ∂Ω ∈ W 2L2,∞, for which the limit in (2.1.12) is yet too large,
and the solution u to the Dirichlet problem for the p-Laplace equation, with a smooth right-hand
side, is such that |∇u|p−2∇u /∈W 1,2(Ω). In [148] two-dimensional Dirichlet problems for the Laplace
operators are considered. In particular, open sets Ω with ∂Ω ∈W 2L1,∞ logL are exhibited where the
solution to the Poisson equation with a smooth right-hand side does not belong in W 2,2(Ω). This is
again due to a large value of the limit in (2.1.12). Related Neumann problems are considered in [151,
Section 14.6.1].

The result of Theorem 2.1.3 can still be sharpened, if assumptions of a somewhat different nature
are allowed. They entail the use of a weighted isocapacitary function for subsets of ∂Ω, the weight being
the norm of the second fundamental form on ∂Ω. This function is denoted by KΩ : (0,∞) → [0,∞)
and defined by

(2.1.14) KΩ(r) = sup
E ⊂ Br(x)
x ∈ ∂Ω

´
∂Ω∩E |B|dHn−1

cap(E,Br(x))
for r > 0 .

Here, Br(x) stands for the ball centered at x, with radius r, and cap(E,Br(x)) for the classical capacity
of a compact set E relative to Br(x), i.e.,

cap
(
E,Br(x)

)
= inf

{ˆ
Br(x)

|∇v|2 dy : v ∈ C0,1
c

(
Br(x)

)
, v ≥ 1 on E

}
.

This is the content of the next result.

Theorem 2.1.4 (Domains satisfying a boundary isocapacitary inequality). Let B and H be as in
Theorem 2.1.1. Let Ω be a bounded Lipschitz domain in Rn, with Lipschitz characteristic LΩ, such
that ∂Ω ∈ W 2,1. Assume that f ∈ L2(Ω) and let u be a generalized solution to either the Dirichlet
problem (2.1.2) or the Neumann problem (2.1.3). There exists a constant κ1 = κ1(n, ib, sb, λ,Λ,LΩ, dΩ)
such that, if

(2.1.15) lim
r→0+

KΩ(r) < κ1,
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then,
A(∇u) ∈W 1,2(Ω).

Moreover,

(2.1.16) ∥A(∇u)∥W 1,2(Ω) ≤ c ∥f∥L2(Ω)

for a suitable constant c = c(ib, sb, λ,Λ,Ω).

Theorem 2.1.4 is stronger than 2.1.3. Indeed, the former not only implies the latter, but also
applies to less regular domains. This is the case, for instance, of the sets described above, whose
boundary locally agrees with the graph of the function Θ given by (2.1.10). Actually, condition
(2.1.15) is fulfilled by these domains, provided that the constant c appearing in (2.1.10) is small
enough, whereas ∂Ω /∈W 2Ln−1,∞. The same domains also demonstrate the necessity of the smallness
condition (2.1.15), since, as mentioned above, the conclusions of Theorem 2.1.4 fail if the constant c,
and hence the limit in (2.1.15), exceeds some threshold.

Let us quickly point out that Theorem 2.1.3 has also been established by Miao, Fa Peng & Zhou
[153] for non-autonomous Hilbert norms, i.e., norms of the form H(x, ξ) =

√
A(x)ξ · ξ.

We conclude this section with a statement concerning sufficiently regular domains – specifically,
domains Ω such that ∂Ω ∈ C2,α. Under this assumption, the constants appearing in the W 1,2(Ω)
estimate of the stress field A(∇u) admit bounds with an explicit dependence on dΩ, LΩ, RΩ, and
∥B∥L∞(∂Ω). Thanks to the monotonicity of this dependence, the bounds in question are uniform in
classes of domains Ω where dΩ, LΩ and ∥B∥L∞(∂Ω) are uniformly bounded from above, and RΩ from
below.

Theorem 2.1.5 (Domains with bounded curvatures). Let B and H be as in Theorem 2.1.1. Let Ω
be a bounded open set in Rn such that ∂Ω ∈ C2,α for some α ∈ (0, 1), and let LΩ = (LΩ, RΩ) be a
Lipschitz characteristic of Ω. Assume that f ∈ L2(Ω) and let u be a generalized solution to either the
Dirichlet problem (2.1.2) or the Neumann problem (2.1.3). Then,

A(∇u) ∈W 1,2(Ω) .

Moreover,

(2.1.17) ∥A(∇u)∥L2(Ω) ≤ c1 ∥f∥L2(Ω) and ∥∇
(
A(∇u)

)
∥L2(Ω) ≤ c2 ∥f∥L2(Ω) ,

where:
if n ≥ 3, then

c1 = c d
p(n)
Ω (1 + LΩ)

n+2 max
{
(1 + LΩ)

t(n) ∥B∥(2n+2)(n+2)
L∞(∂Ω) , R

−(2n+2)(n+2)
Ω

}
c2 = c d

p(n)+n
Ω (1 + LΩ)

n+2 max
{
(1 + LΩ)

t(n)+9(n+2) ∥B∥(2n+3)(n+2)
L∞(∂Ω) , R

−(2n+3)(n+2)
Ω

}
and c = c(n, λ,Λ, ib, sb), p(n) = (2n+ 1)(n+ 2) + n, and t(n) = 9(n+ 2)(2n+ 2).
If n = 2, then

c1 = c′ d22Ω (1 + LΩ)
4 max

{
(1 + LΩ)

288
(
1 + ∥B∥L∞(∂Ω)

)24
log24

(
1 + c(1 + LΩ)

(
1 + ∥B∥L∞(∂Ω)

)) , R−24
Ω

}

c2 = c′ d24Ω (1 + LΩ)
4 max

{
(1 + LΩ)

336
(
1 + ∥B∥L∞(∂Ω)

)28
log28

(
1 + c(1 + LΩ)

(
1 + ∥B∥L∞(∂Ω)

)) , R−28
Ω

}
,

where c = c(λ,Λ, ib, sb) and c
′ = c′(λ,Λ, ib, sb).
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Let us point out that, in the case of solutions to Neumann problems, our proof also applies as
soon as that ∂Ω ∈ C2. In fact, a refinement of the arguments in the proof of Theorem 2.1.5 would
lead to the same conclusions, for both Dirichlet and Neumann problems, under the weaker assumption
that ∂Ω ∈ C1,1. This generalization is skipped in order to avoid additional technicalities.

Outline of the proofs. Here we sketch the main ideas of the proofs, which were already hinted in the
Introduction. Concerning Dirichlet problems (2.1.2), we first establish pointwise and integral identities
for smooth vector fields– see Lemmas 2.3.1-2.3.2. Then, by exploiting the homogeneity properties of
H, these identities will allow us to obtain the anisotropic Reilly’s identity (2.3.33). Since this formula
is valid for sufficiently smooth source terms f , smooth domains Ω and regular stress fields, we need to
resort to a cascade of smoothing procedures on these objects.

Specifically, we will consider uε solutions of

(2.1.18)

{
−div

(
Aε(∇uε)

)
= f in Ω

uε = 0 on Ω

for smooth f and Ω, where Aε is a proper approximate stress field– see Section 2.4. Owing to the
degeneracy of H2 at the origin, we apply an additional approximation procedure on the stress field
Aε, as to obtain smooth functions uε,m solving a similar equation to (2.1.18). By taking the square of
such equation, applying Reilly’s formula (2.3.33) and letting m→ ∞, we manage to show that Reilly’s
identity (2.3.33) holds true for uε as well– see formula (2.6.40).

For convex domains Ω, the boundary term in this formula has a definite sign, hence via estimates
on the norm H and elementary algebraic we easily get W 1,2-global estimates on Aε(∇uε) independent
on ε, and the theorem will follow by letting ε→ 0.

For nonconvex domains, either the isocapacitary assumption (2.1.15) or hypothesis (2.1.12) will
help us control the boundary integral in Reilly’s formula, so that we can once again obtain uniform
W 1,2-global estimates on the stress field.

Once this is proven, we remove the smoothness assumption on Ω by considering a suitable ap-
proximation of this set which will help us keep track of the quantitative constants in the regularity
estimates. This will be the main content of Chapter 3 for nonconvex domains. Finally, we get rid
of the regularity assumption on f by taking a smooth sequence fk such that fk → f in L2(Ω), thus
completing the proof for Dirichlet problems (2.1.2).

The proof for Neumann problems (2.1.3) is pretty much identical, save that we make use of identity
(2.7.14) in place of (2.6.40).

2.2 The Young function B and the stress field A
In this section we recollect some properties of Young functions B and the associated stress field A(∇u)
defined in (2.1.4). We also recall the definition of Orlicz-Sobolev spaces and we specify the required
assumptions on B which will ensure the validity of the desired regularity results. We refer to [1,
Chapter 8], [49], [115], [171] and [169, Chapter 4] for comprehensive treatments of Young functions
and Orlicz-Sobolev spaces.

Let B : [0,∞) → [0,∞) be a convex function such that B(0) = 0, and B(t) > 0 for t > 0. Any
such function B is called Young function and takes the form

(2.2.1) B(t) =

ˆ t

0
b(s) ds for t ≥ 0,

for some non-decreasing function b : [0,∞) → [0,∞).
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We define B̃ the conjugate function to B

(2.2.2) B̃(t) = sup{s t−B(s) : s ≥ 0} .

This is also a Young function, which can be written as

(2.2.3) B̃(t) =

ˆ t

0
b−1(s) ds ,

where b−1(s) is the generalized inverse of b.
The function B is supposed to be twice continuously differentiable B ∈ C2(0,∞) and to have a

nonlinear growth. Precisely, if b(t) = B′(t) is the function appearing in equation (2.2.1), on setting

(2.2.4) ib = inf
t>0

t b′(t)

b(t)
and sb = sup

t>0

t b′(t)

b(t)
,

the nonlinear growth condition on the function B is imposed by requiring that

(2.2.5) ib > 0.

Property (2.2.5) is equivalent to the so-called ∇2-condition in the theory of Young functions. A
doubling condition, known as ∆2-condition in this theory, is also demanded on B. The latter is
equivalent to

(2.2.6) sb <∞.

The standard choice

(2.2.7) B(t) = 1
p t
p,

corresponds to operators with plain p-growth, with ib = sb = p > 1. Multiplying the function in
(2.2.7) by powers of logarithms results in functions, that are still admissible, or the form:

B(t) = tp logq(c+ t),

where p > 1, q ∈ R, and c is a positive, sufficiently large constant for B to be convex.
More elaborated instances, borrowed from [185], are:

B(t) = t3(1 + (ln t)2)−
1
2 exp(ln t arctan(ln t)));

B(t) = t4+sin
√

1+(ln t)2 .

Now, owing to assumption (2.2.5), we have b′(t) > 0 for t > 0, and

(2.2.8) lim
t→0+

b(t) = 0,

so that b ∈ C1([0,∞)), thus B ∈ C1([0,∞)) ∩ C2(0,∞).
The monotonicity of the function b ensures that

(2.2.9) t
2b(

t
2) ≤ B(t) ≤ b(t)t for t ≥ 0.

Also, as a consequence of assumption (2.2.4), the functions b(t)

tib
and b(t)

tsb are non-decreasing and non-
increasing, respectively. Hence,

(2.2.10) b(1) min{tib , tsb} ≤ b(t) ≤ b(1) max{tib , tsb} for t ≥ 0,
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and there exist positive constants c and C, depending only on ib and sb, such that

(2.2.11) c b(s) ≤ b(t) ≤ C b(s) if 0 ≤ s ≤ t ≤ 2s.

Now, define the function a : (0,∞) → [0,∞) as

(2.2.12) a(t) =
b(t)

t
for t > 0.

Thereby, a ∈ C1(0,∞), and on setting

(2.2.13) ia = inf
t>0

t a′(t)

a(t)
and sa = sup

t>0

t a′(t)

a(t)
,

one has that

(2.2.14) ib = ia + 1 and sb = sa + 1.

Hence, assumptions (2.2.5) and (2.2.6) are equivalent to

(2.2.15) −1 < ia ≤ sa <∞ ,

and a counterpart of (2.2.11) holds; namely

(2.2.16) c a(s) ≤ a(t) ≤ C a(s) if 0 < s ≤ t ≤ 2s.

Also

(2.2.17) iB ≥ ib + 1 and sB ≤ sb + 1.

Thus, assumptions (2.2.5), (2.2.6) imply that iB ≥ 1 and sB <∞ as well.
Assumption (2.2.6) also ensures that for every k > 0 there exists a constant c, depending only on k
and sb, such that

(2.2.18) b(kt) ≤ cb(t) for t ≥ 0.

Similarly, the fact that sB <∞ ensures that for every k > 0 there exists a constant c, depending only
on k and sB, such that

(2.2.19) B(kt) ≤ cB(t) for t ≥ 0.

Moreover, since iB > 1, a parallel property holds for the Young conjugate B̃. Namely, for every k > 0
there exists a constant c, depending only on k and iB, such that

(2.2.20) B̃(kt) ≤ cB̃(t) for t ≥ 0.

The property sB <∞ also implies that there exists a constant c such that

(2.2.21) B̃(b(t)) ≤ cB(t) for t ≥ 0.

We close this section recalling the definitions of Orlicz spaces.
The Orlicz-Lebesgue space LB(Ω) is defined as the set of measureable functions u on Ω whose Lux-
emburg norm

∥u∥LB(Ω) = inf

{
λ > 0 :

ˆ
Ω
B

(
|u(x)|
λ

)
dx ≤ 1

}
is finite. The Orlicz-Sobolev spaces W 1,B(Ω) is the set consisting of functions u ∈ LB(Ω) whose
distributional gradient ∇u ∈ LB(Ω).

For instance, the standard choice B(t) = tp with p > 1 yields LB(Ω) = Lp(Ω) and W 1,B(Ω) =
W 1,p(Ω).
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The stress field A

Given a uniformly elliptic norm H, and a Young function B as above, we now want to obtain some
information concerning the stress field

A(ξ) = ∇ξB
(
H(ξ)

)
=

{
b
(
H(ξ)

)
∇ξH(ξ) ξ ̸= 0

0 ξ = 0
.

First observe that, thanks to (2.2.19), inequalities (1.2.9) imply that

(2.2.22) cB(|ξ|) ≤ B(H(ξ)) ≤ C B(|ξ|) for ξ ∈ Rn,

for suitable constants c = c(sB, λ,Λ) and C = C(sB, λ,Λ), and

(2.2.23) cb(|ξ|) ≤ b(H(ξ)) ≤ Cb(|ξ|) for ξ ∈ Rn,

for suitable constants c = c(sb, λ,Λ) and C = C(sb, λ,Λ). Moreover, inequality (1.2.13) yields

(2.2.24)
√
λ b(H(ξ)) ≤ |A(ξ)| ≤

√
Λ b(H(ξ)) for ξ ∈ Rn.

Owing to (2.2.12), the function A admits the alternate expression

(2.2.25) A(ξ) = a
(
H(ξ)

)
1
2∇ξH

2(ξ) for ξ ̸= 0.

Hence, via equation (1.2.8) and the homogeneity of H2, we deduce that

A(ξ) · ξ = a(H(ξ))H2(ξ) = b(H(ξ))H(ξ) for ξ ∈ Rn.

Coupling the latter equation with inequality (2.2.9) yields

A(ξ) · ξ ≥ B
(
H(ξ)

)
for ξ ∈ Rn.(2.2.26)

Observe that inequalities (2.2.24) and (2.2.26) tell us that the vector field A(ξ) and its associated
quasilinear equation (2.1.1) satisfy the Orlicz-type growth condition (2.1.6). When B(t) = 1

p t
p, this

corresponds to the p-growth hypothesis (0.0.7).

Next, we state and prove a lemma which provides us with some additional properties of the
function A, and can be seen as an extension of [68, Theorem 1.5] to the Orlicz setting.

Furthermore, the following lemma, and in particular inequalities (2.2.28) below show that the
stress field A(ξ) is differentiable, and its gradient satisfies natural growth condition (2.1.6).

In the statement, λmin(ξ) and λmax(ξ) denote the smallest and largest eigenvalue, respectively, of
the symmetric matrix ∇ξA(ξ) given by

∇ξA(ξ) =

(
∂Ai(ξ)

∂ξj

)
i,j=1,...,n

for ξ ̸= 0.

Lemma 2.2.1. We have that A(ξ) is coercive, i.e.,

(2.2.27)
(
A(ξ)−A(η)

)
· (ξ − η) > 0 for ξ, η ∈ Rn, with ξ ̸= η.

Moreover,

(2.2.28) λ min{1, ib} a
(
H(ξ)

)
|η|2 ≤ ∇ξA(ξ) η · η ≤ Λ max{1, sb} a

(
H(ξ)

)
|η|2 ,

for ξ ̸= 0 and η ∈ Rn. In particular

(2.2.29)
λmax(ξ)

λmin(ξ)
≤ Λ max{1, sb}

λ min{1, ib}
for ξ ̸= 0.
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Proof. Let ξ ̸= 0 and i, j ∈ {1, . . . , n}. Computations show that

(2.2.30)
∂Ai(ξ)

∂ξj
= a

(
H(ξ)

){[
1 +

H(ξ) a′
(
H(ξ)

)
a
(
H(ξ)

) ]
∂ξiH(ξ) ∂ξjH(ξ) +H(ξ) ∂ξiξjH(ξ)

}
.

From (1.2.2), (1.2.18) and (2.2.15) we deduce that

n∑
i,j=1

∂Ai(ξ)

∂ξj
ηiηj ≥ a

(
H(ξ)

)
min{1, 1 + ia}

{
∂ξiH(ξ) ∂ξjH(ξ) ηi ηj +H(ξ) ∂ξiξjH(ξ) ηi ηj

}
(2.2.31)

= a
(
H(ξ)

)
min{1, 1 + ia} 1

2∇
2
ξH

2(ξ) η · η ≥ λ min{1, 1 + ia} a
(
H(ξ)

)
|η|2 ,

for η ∈ Rn and ξ ̸= 0. Hence, the first inequality in (2.2.28) follows, thanks to equation (2.2.14).
By (2.2.14), the second inequality in (2.2.28) can be deduced from equations (1.2.18), (2.2.30) and
(2.2.15), which imply that

n∑
i,j=1

∂Ai(ξ)

∂ξj
ηi ηj ≤ a

(
H(ξ)

)
max{1, 1 + sa} 1

2∇
2
ξH

2(ξ) η · η for η ∈ Rn.

Equation (2.2.8) ensures that the function A is continuous also at 0. Therefore,

(
A(ξ)−A(η)

)
· (ξ − η) =

ˆ 1

0

d

dt
A
(
t ξ + (1− t)η

)
· (ξ − η) dt =

=

ˆ 1

0

∂Ai

∂ξj

(
t ξ + (1− t)η

)
(ξ − η)i (ξ − η)j dt for ξ, η ∈ Rn.

Hence, by inequality (2.2.31),

(
A(ξ)−A(η)

)
· (ξ − η) ≥ λmin{1, 1 + ia}

(ˆ 1

0
a
(
H(t ξ + (1− t)η)

)
dt
)
|ξ − η|2 > 0

if ξ ̸= η. This establishes inequality (2.2.27).
Finally, (2.2.29) is a straightforward consequence of (2.2.28).

2.3 Fundamental lemmas for vector fields

Several pointwise identities and inequalities involving functions and vector fields are offered in this
section. They are critical in the proofs of our regularity estimates.

We begin with an identity for vector fields V : Ω → Rn. If V = (V 1, . . . , V n), then we set

∇V = (∂jV
i)ij .

Hence, ∇V V is the vector whose i-th component agrees with V j∂jV
i. Here, and in what follows, we

adopt the convention about summation over repeated indices.

Lemma 2.3.1. Assume that V : Ω → Rn and V ∈ C2(Ω). Then

(2.3.1)
(
div V

)2
= tr

(
(∇V )2

)
+ div

(
V divV −∇V V

)
.
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Proof. Schwarz’s theorem on second mixed derivatives and an exchange of the indices i and j ensure
that

(2.3.2) (∂j∂iV
i)V j = (∂j∂iV

j)V i.

Notice that

(2.3.3) div(∇V V ) = ∂j

(
V i ∂iV

j
)
= ∂jV

i ∂iV
j + V i ∂j∂iV

j = tr((∇V )2) + V i ∂j∂iV
j ,

and

(2.3.4) div
(
V divV

)
=
(
divV

)2
+ V · ∇(divV ) =

(
divV

)2
+ V i ∂i∂jV

j .

Subtracting equations (2.3.4) and (2.3.3) and the use (2.3.2) yield

div
(
V divV −∇V V

)
=
(
divV

)2 − tr
(
(∇V )2

)
,

namely equation (2.3.1).

Let Ω be an open set in Rn such that ∂Ω ∈ C1. We denote by ν = ν(x) the outward unit normal
to Ω at a point x ∈ ∂Ω. Given a vector field V : ∂Ω → Rn, its tangential component VT is defined by

VT = V − (V · ν) ν.

The notations ∇T and divT are adopted for the tangential gradient and divergence operators on ∂Ω.
Therefore, if u ∈ C1(Ω), then

∇Tu = ∇u− (∂νu) ν on ∂Ω,

where ∂νu is the normal derivative of u. Moreover, if V ∈ C1(Ω), then

divTV = divV − (∂νV · ν) on ∂Ω.

As a consequence, we obtain the following lemma.

Lemma 2.3.2. Let Ω be a bounded open set in Rn such that ∂Ω ∈ C1. Assume that V : Rn → Rn,
V ∈ C0,1(Rn), and there exists a closed set Z such that

(2.3.5) V (x) = 0 if x ∈ Z,

and

(2.3.6) V ∈ C1(Rn \ Z).

Then,
ˆ
Ω

(
div V

)2
ϕdx =

ˆ
Ω
tr
(
(∇V )2

)
ϕdx+

ˆ
∂Ω

(
(divTV )V · ν −∇TV VT · ν

)
ϕdHn−1(2.3.7)

−
ˆ
Ω

(
(div V )V · ∇ϕ−∇V V · ∇ϕ

)
dx.

for every ϕ ∈ C∞(Rn). In particular

(2.3.8)

ˆ
Ω

(
div V

)2
dx =

ˆ
Ω
tr
(
(∇V )2

)
dx+

ˆ
∂Ω

(
(divTV )V · ν −∇TV VT · ν

)
dHn−1.

In equations (2.3.7) and (2.3.8), the functions (divTV )V and ∇TV VT are defined as 0 in the set Z.
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Proof. By multiplying the vector field V by a smooth compactly supported function, whose support
contains Ω, we may assume, without loss of generality, that V is compactly supported in Rn. Since
V ∈ Lip(Rn) and assumption (2.3.6) is in force, the vector field V can be approximated, via standard
convolutions, by a sequence {Vk} of smooth, compactly supported functions in Rn, such that

(2.3.9) Vk(x) → V (x) for every x ∈ Rn,

(2.3.10) ∇Vk(x) → ∇V (x) for every x ∈ Rn \ Z,

and

(2.3.11) |Vk(x)| ≤ c, |∇Vk(x)| ≤ c for every x ∈ Rn,

for some constant c. Assumption (2.3.5) and the second inequality in (2.3.11) also imply that

(2.3.12) divTVk(x)Vk(x) → 0 and ∇TVk(x) (Vk)T (x) → 0 for every x ∈ ∂Ω ∩ Z.

Fix k ∈ N. Given ϕ ∈ C∞(Rn), by (2.3.1) and the divergence theorem we have that

ˆ
Ω

(
div Vk

)2
ϕdx =

ˆ
Ω
tr
(
(∇Vk)

2
)
ϕdx+

ˆ
∂Ω

(
(divVk)Vk −∇Vk Vk

)
· ν ϕ dHn−1(2.3.13)

−
ˆ
Ω

(
(div Vk)Vk · ∇ϕ−∇Vk Vk · ∇ϕ

)
dx.

Subtracting the equations

(div Vk)Vk · ν = (divT Vk)Vk · ν + (∂νVk · ν)Vk · ν ,

and
∇Vk Vk · ν = ∇TVk (Vk)T · ν + (Vk · ν) ∂νVk · ν ,

results in

(2.3.14) (div Vk)Vk · ν −∇Vk Vk · ν = (divTVk)Vk · ν −∇TVk (Vk)T · ν on ∂Ω .

From equations (2.3.13) and (2.3.14) one deduces that

ˆ
Ω

(
div Vk

)2
ϕdx =

ˆ
Ω
tr
(
(∇Vk)

2
)
ϕdx+

ˆ
∂Ω

(
(divTVk)Vk · ν −∇TVk (Vk)T · ν

)
ϕdHn−1(2.3.15)

−
ˆ
Ω

(
(div Vk)Vk · ∇ϕ−∇Vk Vk · ∇ϕ

)
dx.

Owing to properties (2.3.9)–(2.3.12), passing to the limit as k → ∞ in the latter equation yields
(2.3.7), via the dominated convergence theorem.

Our next task is a proof of a generalization to the anisotropic setting of the classical Reilly’s
identity [172]. It involves the notion of anisotropic second fundamental form of the boundary of a set
Ω, and its anisotropic mean curvature – see, e.g., [64, 65, 66, 189, 190].

Recall that the shape operator (also called Weingarten operator) on ∂Ω agrees with ∇T ν. Since
(∇T ν) : ν

⊥ → ν⊥, owing to (1.2.16) one also has that

(2.3.16) ∇2
ξH(ν) (∇T ν) : ν

⊥ → ν⊥.
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The anisotropic second fundamental form BH of ∂Ω is defined by

∇2
ξH(ν) (∇T ν) η · ζ for η , ζ ∈ ν⊥.

Namely,

(2.3.17) BH = ∇T

(
∇ξH(ν)

)
= ∇2

ξH(ν)∇T ν.

Furthermore, the anisotropic mean curvature is given by

(2.3.18) trBH = divT
(
∇ξH(ν)

)
.

Clearly, when H is the Euclidean norm, ∇2
ξH(ν) = Idν⊥ , and hence BH = B, the standard second

fundamental form on ∂Ω.
The functions ΨH

Ω : (0,∞) → [0,∞) and KH
Ω : (0,∞) → [0,∞) are defined as in (2.1.11) and (2.1.14),

with B replaced by BH . Namely,

(2.3.19) ΨH
Ω (r) =


sup
x∈∂Ω

||BH ||Ln−1,∞(∂Ω∩Br(x)) if n ≥ 3,

sup
x∈∂Ω

||BH ||L1,∞ logL(∂Ω∩Br(x)) if n = 2

for r > 0, and

(2.3.20) KH
Ω (r) = sup

E ⊂ Br(x)
x ∈ ∂Ω

´
∂Ω∩E |BH |dHn−1

cap(E,Br(x))
for r > 0 .

As a consequence of equation (2.3.17), Lemma 1.2.2, and that the curvature B = ∇T ν, there exist
positive constants c = c(n, λ,Λ) and C = C(n, λ,Λ) such that

(2.3.21) c |B| ≤ |BH | ≤ C |B| on ∂Ω.

Hence,

(2.3.22) cΨΩ(r) ≤ ΨH
Ω (r) ≤ C ΨΩ(r) for r > 0,

and

(2.3.23) cKΩ(r) ≤ KH
Ω (r) ≤ C KΩ(r) for r > 0.

Also, equation (2.3.17) and the first inequality in (1.2.23) imply that

(2.3.24) if B ≥ 0 [> 0], then tr(BH) ≥ 0 [> 0].

Lemma 2.3.3. Let Ω be a bounded open set in Rn such that ∂Ω ∈ C2. Assume that h ∈ C1(Ω),
v ∈ C2(Ω), and v = 0 on ∂Ω. Then,

divT

(
h 1

2∇ξH
2(∇v)

)
h 1

2∇ξH
2(∇v) · ν − h∇T

[
h 1

2∇ξH
2(∇v)

] [
1
2∇ξH

2(∇v)
]
T
· ν(2.3.25)

= h2H(ν)H2(∇v) trBH

on ∂Ω ∩ {∇v ̸= 0}.
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Proof. Throughout this proof, all formulas are understood to hold, without further mentioning, in the
set ∂Ω ∩ {∇v ̸= 0}. Computations show that

divT

(
h 1

2∇ξH
2(∇v)

)
h 1

2∇ξH
2(∇v) · ν − h∇T

[
h 1

2∇ξH
2(∇v)

] [
1
2∇ξH

2(∇v)
]
T
· ν(2.3.26)

= h2
{
divT

(
1
2∇ξH

2(∇v)
)

1
2∇ξH

2(∇v) · ν −∇T

[
1
2∇ξH

2(∇v)
] [

1
2∇ξH

2(∇v)
]
T
· ν
}
.

Hence, equation (2.3.25) will follow if we show that

divT

(
1
2∇ξH

2(∇v)
))

1
2∇ξH

2(∇v) · ν −∇T

[
1
2∇ξH

2(∇v)
] [

1
2∇ξH

2(∇v)
]
T
· ν

= H2(∇v)H(ν) trBH .

Inasmuch as v vanishes on ∂Ω, one has that

(2.3.27) ∇v = (∂νv) ν on ∂Ω,

and, by the homogeneity of H2,

(2.3.28) 1
2∇ξH

2(∇v) · (∂νv)ν = H2(∇v) .

Since ∇ξH is homogeneous of degree zero, equation (2.3.27) ensures that

divT

(
1
2∇ξH

2(∇v)
)
= divT

(
H(∇v)∇ξH(∇v)

)
(2.3.29)

= H(∇v) sign(∂νv) divT
(
∇ξH(ν)

)
+∇T (H(∇v)) · ∇ξH(∇v)

= H(∇v) sign(∂νv) trBH +∇T (H(∇v)) ·
[
∇ξH(∇v)

]
T
.

Notice that in the second equality we have made use of the fact that sign ∂νv is constant in the sets
{∂νv > 0} and {∂νv < 0}, which are open on ∂Ω in the topology induced by Rn. Combining equations
(2.3.28) and (2.3.29) tells us that

divT

(
1
2∇ξH

2(∇v)
))

1
2∇ξH

2(∇v) · ν(2.3.30)

=
H(∇v)
|∂νv|

H2(∇v) trBH +
H2(∇v)
∂νv

∇T (H(∇v)) ·
[
∇ξH(∇v)

]
T

= H(ν)H2(∇v) trBH +
H2(∇v)
∂νv

∇T (H(∇v)) ·
[
∇ξH(∇v)

]
T
.

Next, we have that

∇T

[
1
2∇ξH

2(∇v)
] [

1
2∇ξH

2(∇v)
]
T
· ν = H(∇v)∇T

(
H(∇v)∇ξH(∇v)

) [
∇ξH(∇v)

]
T
· ∇v
∂νv

(2.3.31)

=
H2(∇v)
∂νv

{(
∇2
ξH(∇v)∇v

)
·
(
∇T

(
∇v
) [

∇ξH(∇v)
]
T

)
+
[
∇ξH(∇v)

]
T
· ∇TH(∇v)

}
=
H2(∇v)
∂νv

[
∇ξH(∇v)

]
T
· ∇TH(∇v),

where the first equality holds owing to equation (2.3.27), the second one to the chain rule and equality
(1.2.14), and the last one to equation (1.2.15). Equation (2.3.27) follows from (2.3.30) and (2.3.31).
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Remark 2.3.4. Notice that identity (2.3.25) can be extended by continuity also to those points x ∈ ∂Ω
such that ∇v(x) = 0. Indeed, since the tangential derivatives appearing in (2.3.25) are bounded in
Ω \ {∇v = 0}, the two sides of identity (2.3.25) approach zero when x tends to x, inasmuch as
∇ξH

2(∇v) is Lipschitz continuous and vanishes at such points.

Theorem 2.3.5 (Anisotropic Reilly’s identity). Let Ω be a bounded open set in Rn such that ∂Ω ∈ C2.
Assume that h ∈ C1(Ω), v ∈ C2(Ω), and v = 0 on ∂Ω. Set

(2.3.32) W = h 1
2∇ξH

2(∇v) in Ω.

Then, ˆ
Ω

(
divW

)2
ϕdx =

ˆ
Ω
tr
(
(∇W )2

)
ϕdx+

ˆ
∂Ω
h2H(ν)H2(∇v) trBH ϕdHn−1(2.3.33)

−
ˆ
Ω

{
(divW )W · ∇ϕ−∇W W · ∇ϕ

}
dx

for every ϕ ∈ C∞(Rn).

Let us mention that formula (2.3.33) was established in [82, formula 3.11] in the special case when
both h and divW are constant.

Proof of Theorem 2.3.5. Our assumptions on the domain Ω, and on the functions h and v ensure
that they are, in fact, restrictions to Ω of functions defined in the entire Rn and enjoying the same
regularity properties and compactly supported in Rn. Therefore, the function W is also defined on all
Rn via formula (2.3.32). The fact that H is a norm and H ∈ C2(Rn \{0}) ensures that the hypotheses
of Lemma 2.3.2 are fulfilled with V =W , and Z = {x ∈ Rn : ∇v(x) = 0}, hence the thesis follows by
Lemmas 2.3.2-2.3.3 .

2.4 The approximation argument

The key tool in the proof of the global regularity results is Theorem 2.3.5 coupled with the choice of a
suitable approximation procedure. In order to deal with the (possibly) non-polynomial growth of the
Young function B, here we follow a different approach than the one used in Section 1.3.

Specifically we shall approximate the function A via a family of functions with quadratic growth.
To this purpose, for ε ∈ (0, 1), we define the function aε(t) : [0,∞) → [0,∞) as

(2.4.1) aε(t) =
a
(√
ε+ t2

)
+ ε

1 + ε a
(√
ε+ t2

) for t ≥ 0,

the function bε(t) : [0,∞) → [0,∞) as

(2.4.2) bε(t) = aε(t)t for t ≥ 0,

and the function Aε(ξ) : Rn → [0,∞) as

(2.4.3) Aε(ξ) =

{
bε
(
H(ξ)

)
∇ξH(ξ) if ξ ̸= 0

0 if ξ = 0.

Notice the alternative formula

(2.4.4) Aε(ξ) = aε
(
H(ξ)

)
1
2∇ξH

2(ξ) if ξ ̸= 0.

Some basic properties of these functions as ε→ 0+ are provided by the following lemma.
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Lemma 2.4.1. Let ε ∈ (0, 1). Then aε ∈ C1([0,∞)),

(2.4.5) ε ≤ aε(t) ≤ ε−1 for t ≥ 0,

and

(2.4.6) min{ia, 0} ≤ iaε ≤ saε ≤ max{sa, 0}.

Moreover, Aε(ξ) ∈ C1(Rn \ {0}) and, given any M > 0,

(2.4.7) lim
ε→0+

bε(t) = b(t)

uniformly in [0,M ], and

(2.4.8) lim
ε→0+

Aε(ξ) = A(ξ)

uniformly in {ξ ∈ Rn : |ξ| ≤M}.

The proof of this lemma is analogous to that of [54, Proof of Lemma 4.5] and will be omitted.
The next result provides us with information about the symmetric matrix ∇ξAε(ξ) given by

∇ξAε(ξ) =

(
∂Ai

ε(ξ)

∂ξj

)
i,j=1,...,n

for ξ ̸= 0,

for ε ∈ (0, 1), and about its smallest and largest eigenvalues λεmin(ξ) and λ
ε
max(ξ).

Lemma 2.4.2. Let ε ∈ (0, 1). Then,

(2.4.9) λ min{1, ib} aε
(
H(ξ)

)
|η|2 ≤ ∇ξAε(ξ) η · η ≤ Λ max{1, sb} aε

(
H(ξ)

)
|η|2

for ξ ̸= 0 and η ∈ Rn. In particular,

λεmax(ξ)

λεmin(ξ)
≤ Λ max{1, sb}

λ min{1, ib}
for ξ ̸= 0,(2.4.10)

and

ε λ min{1, ib} Id ≤ ∇ξAε(ξ) ≤ ε−1 Λ max{1, sb} Id for ξ ̸= 0.(2.4.11)

Hence, the function Aε : Rn → [0,∞) is Lipschitz continuous.

Lemma 2.4.2 follows via Lemma 2.2.1, applied with the function a replaced with aε, and Lemma 2.4.1.
Finally, by exploiting (2.4.10), the symmetry of the matrix ∇ξA(ξ), and the algebraic Lemma

1.2.3, we infer the following result.

Lemma 2.4.3. Let ε ∈ (0, 1) and let M ∈ Rn×n be a symmetric matrix. Then,

(2.4.12) tr
(
(∇ξAε(ξ)M)2

)
≥
(
λ min{1, ib}
Λ max{1, sb}

)2 ∣∣∇ξAε(ξ)M
∣∣2 for ξ ∈ Rn \ {0}.
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2.5 Local regularity

This section is devoted to the proof of Theorem 2.1.1. The definition of generalized local solutions to
the equations considered in this theorem involves the use of spaces of functions whose truncations are
weakly differentiable. For t > 0, denote by Tt : R → R the function defined as

Tt(s) =

{
s if |s| ≤ t

t sign(s) if |s| > t .

Given an open set Ω in Rn, define the space

(2.5.1) T 1,1
loc (Ω) =

{
u is measurable in Ω : Tt(u) ∈W 1,1

loc (Ω) for every t > 0
}
.

When Ω is bounded, the spaces T 1,1(Ω) and T 1,1
0 (Ω) are defined accordingly, on replacing W 1,1

loc (Ω)

with W 1,1(Ω) and W 1,1
0 (Ω) in (2.5.1).

As shown in [19, Lemma 2.1], to each function u ∈ T 1,1
loc (Ω) one can associate a (unique) measurable

function Zu : Ω → Rn such that

(2.5.2) ∇
(
Tt(u)

)
= χ{|u|<t}Zu a.e. in Ω

for every t > 0. Here χE denotes the characteristic function of the set E. With abuse of notation, the
function Zu will be simply denoted by ∇u in what follows.

Assume that f ∈ L2
loc(Ω). A function u ∈ T 1,1

loc (Ω) is called a generalized local solution to equation
(2.1.1) if A(∇u) ∈ L1

loc(Ω), the equation

(2.5.3)

ˆ
Ω
A(∇u) · ∇φdx =

ˆ
Ω
fφ dx

holds for every φ ∈ C∞
0 (Ω), and there exists a sequence {fk} ⊂ C∞

0 (Ω) and a corresponding sequence
of local weak solutions {uk} to equation (2.1.1), with f replaced by fk, such that fk → f in L2(Ω′)
for every open set Ω′ ⊂⊂ Ω,

(2.5.4) uk → u and ∇uk → ∇u a.e. in Ω,

and

(2.5.5) lim
k→∞

ˆ
Ω′

|A(∇uk)| dx =

ˆ
Ω′

|A(∇u)| dx.

Here, ∇u stands for the function Zu satisfying property (2.5.2).

Proof of Theorem 2.1.1. For simplicity of notation, we shall prove the result with balls B2R replaced
by B3R.
Assume, for the time being, that f ∈ L∞(Ω). Under this assumption, thanks to [121, Theorem
5.1], the function u belongs to L∞

loc(Ω) and, in particular, for any Ω′ ⊂⊂ Ω there exists a constant
c = c(n, ib, sb, λ,Λ,Ω

′,Ω, ∥f∥L∞(Ω)) such that

(2.5.6) ∥u∥L∞(Ω′) ≤ c .

Thus we may apply [136, Theorem 1.7] and infer that

(2.5.7) u ∈ C1,θ(Ω′) ,
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for some θ ∈ (0, 1) depending on n, λ,Λ, sb, ib,Ω
′,Ω, ∥f∥L∞(Ω).

Next, fix ε ∈ (0, 1), and consider the weak solution uε to the Dirichlet problem

(2.5.8)

{
−div

(
Aε(∇uε)

)
= f in B3R

uε = u on ∂B3R,

where Aε is the function defined by (2.4.3). The function uε agrees with the unique minimizer of the
strictly convex functional JHε defined as

(2.5.9) JHε (w) =

ˆ
B3R

Bε
(
H(∇w)

)
dx−

ˆ
B3R

f w dx ,

among all functions w ∈ W 1,2(B3R) such that u = w on ∂B3R. Here, Bε is the Young function given
by

Bε(t) =

ˆ t

0
bε(s) ds for t ≥ 0.

Owing to (2.4.5), (2.4.9) and Lemma 1.3.2– see also [20, Theorem 8.1]– one has that uε ∈W 2,2
loc (B3R).

Since Aε(ξ) ∈ C0,1(Rn) ∩ C1(Rn \ {0}), the chain rule for vector-valued functions [145] ensures that
Aε(∇uε) ∈W 1,2

loc (B3R) and

∇(Aε(∇uε)) = ∇ξAε(∇uε)∇2uε a.e. in B3R.

Now, fix R ≤ σ < τ ≤ 2R and let φ be a cut-off function such that φ ∈ C∞
0 (Bτ ), 0 ≤ φ ≤ 1, φ = 1 in

Bσ, and

(2.5.10) φ = 1 on Bσ and |∇φ| ≤ c(n)/(τ − σ).

Extend the vector field Aε(∇uε) to the whole Rn and, via convolution, consider its regularization
Vε,δ = Aε(∇uε) ∗ ϱδ. Here {ϱδ}δ>0 denotes a family of standard, radially symmetric mollifiers.

Standard properties of convolution imply that Vε,δ
δ→0−−−→ Aε(∇uε) in W 1,2

loc (B3R). Thus, an application
of equation (2.3.7) with V = Vε,δ, Z = ∅ and ϕ = φ2 yields, after letting δ → 0,

ˆ
Ω
f2 φ2 dx =

ˆ
Ω
tr
(
(∇(Aε(∇uε)))2

)
φ2 dx(2.5.11)

− 2

ˆ
Ω

{
divAε(∇uε)Aε(∇uε) · ∇φ−∇(Aε(∇uε))Aε(∇uε) · ∇φ

}
φdx.

From Young’s inequality, we deduce that∣∣∣ ˆ
Ω
2

{(
divAε(∇uε)

)
Aε(∇uε) · ∇φ−∇(Aε(∇uε))Aε(∇uε) · ∇φ

)}
φdx

∣∣∣ ≤(2.5.12)

≤ γ

ˆ
Ω
|∇(Aε(∇uε))|2 φ2 dx+

c

γ

ˆ
Ω
|Aε(∇uε)|2 |∇φ|2 dx

for some constant c = c(n) and for every γ > 0. Combining (2.5.11) and (2.5.12), making use of
inequality (2.4.12), and recalling property (2.5.10) enable us to deduce that

ˆ
Bσ

∣∣∇(Aε(∇uε))
∣∣2 dx ≤ c

ˆ
B2R

f2 dx+
c

(τ − σ)2

ˆ
Bτ\Bσ

|Aε(∇uε)|2 dx,(2.5.13)
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where c = c(n, ia, sa, λ,Λ). Thanks to a Sobolev type inequality on annuli (see, e.g., [58, formula
(5.4)]), one has that

1

(τ − σ)2

ˆ
Bτ\Bσ

|Aε(∇uε)|2 dx ≤ c

ˆ
Bτ\Bσ

∣∣∇(Aε(∇uε))
∣∣2 dx(2.5.14)

+
cR

(τ − σ)n+3

( ˆ
Bτ\Bσ

|Aε(∇uε)| dx
)2

for some constant c = c(n). Coupling inequality (2.5.13) with (2.5.14) tells us that
ˆ
Bσ

∣∣∇(Aε(∇uε))
∣∣2 dx ≤ c

ˆ
Bτ\Bσ

∣∣∇(Aε(∇uε))
∣∣2 dx+ c

ˆ
B2R

f2 dx

+
cR

(τ − σ)n+3

(ˆ
Bτ\Bσ

|Aε(∇uε)| dx
)2

for some constant c = c(n, ia, sa, λ,Λ). After adding the quantity c
´
Bσ

∣∣∇Aε(∇uε)
∣∣2 dx to both sides

of this inequality one infers thatˆ
Bσ

∣∣∇(Aε(∇uε))
∣∣2 dx ≤ c

1 + c

ˆ
Bτ

∣∣∇(Aε(∇uε))
∣∣2 dx+ c′

ˆ
B2R

f2 dx(2.5.15)

+
c′R

(τ − σ)n+3

( ˆ
B2R\BR

|Aε(∇uε)| dx
)2
.

for some constant c′ = c′(n, ia, sa, λ,Λ). A standard iteration argument (see, e.g., [100, Lemma 3.1,
Chapter 5]) enables us to deduce from inequality (2.5.15) that

ˆ
BR

∣∣∇(Aε(∇uε))
∣∣2 dx ≤ c

ˆ
B2R

f2 dx+
c

Rn+2

(ˆ
B2R\BR

|Aε(∇uε)| dx
)2
,(2.5.16)

for some constant c = c(n, ia, sa, λ,Λ). Moreover, a Poincaré type inequality implies that
ˆ
BR

|Aε(∇uε)|2 dx ≤ cR2

ˆ
BR

∣∣∇(Aε(∇uε))
∣∣2 dx+

c

Rn

(ˆ
BR

|Aε(∇uε)| dx
)2

for some constant c = c(n). Hence, via inequality (2.5.16), we obtain that
ˆ
BR

|Aε(∇uε)|2 dx ≤ cR2

ˆ
B2R

f2 dx+
c

Rn

( ˆ
B2R

|Aε(∇uε)| dx
)2

(2.5.17)

for some constant c = c(n, ia, sa, λ,Λ) .
From [184, Theorem 2] one can deduce that

(2.5.18) ∥uε∥L∞(B3R) ≤ ∥u∥L∞(B3R) + cR b̂−1
ε

(
c∥f∥Ln(B3R)

)
,

where b̂ε is the function defined by b̂ε(t) = Bε(t)/t. Hence, thanks to equations (2.2.9) and (2.2.14),
applied with b replaced by bε, and formulas (2.4.6) and (2.5.6), one can deduce that

(2.5.19) ∥uε∥L∞(B3R) ≤ c

for some constant c independent of ε.
This enables us to apply [136, Theorem 1.7] and obtain that

(2.5.20) ∥uε∥C1,θ(B′) ≤ c,
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for some constant c independent of ε ∈ (0, 1) and for every ball B′ ⊂⊂ B3R. Hence, there exist a
function v ∈ C1(B3R) and a sequence {εk} such that εk → 0+ and

(2.5.21) uεk → v in C1,θ′

loc (B3R)

for every θ′ < θ, In particular, this convergence and inequality (2.5.19) imply that v ∈ L∞(B3R).
Moreover, by equation (2.4.8) and (2.5.20), the norms ∥Aεk(∇uεk)∥L∞(B2R) are uniformly bounded
for k ∈ N. This piece of information, coupled with inequalities (2.5.16) and (2.5.17), entails that
the sequence {Aεk(∇uεk)} is uniformly bounded in W 1,2(B2R). As a consequence, there exists a
subsequence, still denoted by {uεk}, such that

(2.5.22) Aεk(∇uεk)⇀ A(∇v) weakly in W 1,2(B2R) .

Hence, from inequalities (2.5.16) and (2.5.17) we infer that

ˆ
BR

∣∣∇(A(∇v))
∣∣2 dx ≤ c

ˆ
B2R

f2 dx+
c

Rn+2

(ˆ
B2R\BR

|A(∇v)| dx
)2
,(2.5.23)

and ˆ
BR

|A(∇v)|2 dx ≤ cR2

ˆ
B2R

f2 dx+
c

Rn

( ˆ
B2R

|A(∇v)| dx
)2
.(2.5.24)

Also, passing to the limit in the weak formulation of problem (2.5.8) tells us that

(2.5.25)

ˆ
B3R

A(∇v) · ∇φdx =

ˆ
B3R

f φ dx

for every function φ ∈ C∞
0 (B3R).

We claim that

(2.5.26) v − u ∈W 1,B
0 (B3R).

To verify this claim notice that, thanks to (2.5.7), we can exploit the minimizing property of the
function uε, which tells us that is JHε (uε) ≤ JHε (u). Coupling this piece of information with (1.2.9),
and properties (2.2.19) and (2.2.20) for B and Bε ensures that

(2.5.27)

ˆ
B3R

Bε
(
|∇uε|

)
dx ≤ c

ˆ
B3R

Bε
(
|∇u|

)
dx+ c

ˆ
B3R

f (uε − u) dx ,

for some positive constant c = c(n, ib, sb, λ,Λ). In particular, such a constant is independent of ε,
thanks to inequalities (2.4.6), inasmuch as it depends on ε only through a lower bound on iBε and an
upper bound on sBε .

Owing to bounds (2.5.6) and (2.5.19), the inequality (2.5.27) yields:

(2.5.28)

ˆ
B3R

Bε(|∇uε|) dx ≤ c

ˆ
B3R

Bε(|∇u|) dx+ c

for some constant c independent of ε. From (2.2.9), (2.2.10) for the function bε, and (2.4.6), there
exist positive constants c, c′ such that

(2.5.29) c tmin{ib+1,2} ≤ Bε(t) ≤ c′ tmax{sb+1,2} for t ≥ 1.
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Since Bε → B locally uniformly in [0,∞), property (2.5.21) implies that Bεk(|∇uεk |) → B(|∇v|)
everywhere in B3R. Thus, from (2.5.7), (2.5.28) and (2.5.29) we deduce, via Fatou’s Lemma, thatˆ

B3R

B(|∇v|) dx ≤ c lim inf
k→∞

ˆ
B3R

Bεk(|∇u|) dx+ c

≤ c|B3R|
(
∥∇u∥L∞(B3R) + 1

)max{sb+1,2}
+ c .

(2.5.30)

Hence, v ∈W 1,B(B3R). On the other hand, from (2.5.28), (2.5.7) and (2.5.29) we infer thatˆ
B3R

|∇uε|min{ib+1,2} dx ≤ c

ˆ
B3R

Bε(|∇u|) dx+ c

≤ c|B3R|
(
∥∇u∥L∞(B3R) + 1

)max{sb+1,2}
+ c.

The latter bound implies that the family of functions {uε−u} is uniformly bounded in the Sobolev space

W
1,min{ib+1,2}
0 (B3R) for ε ∈ (0, 1). The reflexivity of this space implies that v−u ∈W

1,min{ib+1,2}
0 (B3R),

Combining this membership with inequality (2.5.30) yields (2.5.26). Our claim is thus proved.

Thanks to (2.5.26), (1.2.9), (2.2.21) and (2.2.24), we have that the vector field A(∇v) ∈ LB̃(B3R).
The density of the space C∞

0 (B3R) in the space W 1,B
0 (B3R) and Hölder’s inequality in Orlicz spaces

[169, Theorem 4.7.5] ensure that equation (2.5.25) holds, in fact, for every function φ ∈ W 1,B
0 (B3R).

Hence, v is a weak solution to the problem

(2.5.31)

{
−div

(
A(∇v)

)
= f in B3R

v = u on ∂B3R.

The uniqueness of this solution implies that v = u. Therefore, inequalities (2.5.23) and (2.5.24) readˆ
BR

|∇(A(∇u))|2 dx ≤ c

ˆ
B2R

f2 dx+
c

Rn+2

(ˆ
B2R\BR

|A(∇u)| dx
)2
,(2.5.32)

and ˆ
BR

|A(∇u)|2 dx ≤ cR2

ˆ
B2R

f2 dx+
c

Rn

( ˆ
B2R

|A(∇u)| dx
)2
.(2.5.33)

We conclude the proof by removing the assumption that f ∈ L∞(Ω). Let f ∈ L2
loc(Ω), and let {fk}

and {uk} be sequences as in the definition of local approximable solution u to equation (2.1.1). Hence,
(2.5.4) and (2.5.5) hold.

Inequalities (2.5.32) and (2.5.33), applied with u replaced by uk, and equation (2.5.5) tell us thatˆ
BR

|∇(A(∇uk))|2 dx ≤ c

ˆ
B2R

f2k dx+
c

Rn+2

(ˆ
B2R\BR

|A(∇uk)| dx
)2
,(2.5.34)

and ˆ
BR

|A(∇uk)|2 dx ≤ cR2

ˆ
B2R

f2k dx+
c

Rn

( ˆ
B2R

|A(∇uk)| dx
)2

(2.5.35)

for k ∈ N. Therefore, the sequence {A(∇uk)} is bounded in W 1,2(B2R). As a consequence, there exist
a function U : B2R → Rn, such that U ∈ W 1,2(B2R), and a subsequence of {A(∇uk)}, still indexed
by k, such that

(2.5.36) A(∇uk) → U in L2(B2R) and A(∇uk)⇀ U weakly in W 1,2(B2R).

By (2.5.4), we thus deduce that U = A(∇u) a.e. in B2R. Hence, property (2.1.7) holds, and inequalities
(2.1.8) follow on passing to the limit in (2.5.34) and (2.5.35).
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2.6 Global estimates: Dirichlet problems

Here, we are concerned with proofs of our global results for solutions to Dirichlet problems. Assume
that f ∈ L2(Ω). A function u ∈ T 1,1

0 (Ω) will be called a generalized solution to the Dirichlet problem
(2.1.2) if A(∇u) ∈ L1(Ω),

(2.6.1)

ˆ
Ω
A(∇u) · ∇φdx =

ˆ
Ω
fφ dx

for every φ ∈ C∞
0 (Ω), and there exists a sequence {fk} ⊂ C∞

0 (Ω) such that fk → f in L2(Ω) and the
sequence of weak solutions {uk} to problem (2.1.2), with f replaced by fk, satisfies

uk → u a.e. in Ω.

In (2.6.1), ∇u stands for the function Zu fulfilling (2.5.2).
By [57, Theorem 3.2], there exists a unique generalized solution u to problem (2.1.2), and

(2.6.2)

ˆ
Ω
|A(∇u)| dx ≤ c |Ω|1/n

ˆ
Ω
|f | dx

for some constant c = c(n, ib, sb, λ,Λ). Moreover, if {fk} is any sequence as above, and {uk} is the
associated sequence of weak solutions, then

(2.6.3) uk → u and ∇uk → ∇u a.e. in Ω,

up to subsequences.
The generalized solutions introduced above agree with the classical weak solutions, provided that

the function f has a sufficiently high degree of integrability. Recall that a function u is called a weak
solution to the Dirichlet problem (2.1.2) if u ∈W 1,B

0 (Ω) and equation (2.6.1) holds for every function

φ ∈ W 1,B
0 (Ω). Here, W 1,B

0 (Ω) denotes the Orlicz-Sobolev space, built upon B, of those functions
vanishing in the usual appropriate sense on ∂Ω. Minimal conditions on f for a weak solution to be
well-defined and to exist can be exhibited – see [2]. They rely upon a sharp embedding theorem for
Orlicz-Sobolev spaces [51, 52]. In view of our purposes, we shall only need to deal with weak solutions
under the assumption that f ∈ L∞(Ω), in which case they certainly exist whatever B is.

Having dispensed with the necessary definitions, we begin preparing for our proofs with a few
lemmas concerning Sobolev functions. The first one deals with the continuity in Sobolev spaces of the
composition operator for vector-valued functions, see [162, Proposition 2.6].

Lemma A. Let Ω be a bounded open set in Rn and let F ∈ C0,1(Rn) ∩ C1(Rn \ {0}). Assume that
V : Ω → Rn is such that V ∈ W 1,2(Ω), and let {Vm} be a sequence of functions Vm : Ω → Rn such
that Vm ∈W 1,2(Ω) for m ∈ N. If

(2.6.4) Vm → V in W 1,2(Ω),

then,

(2.6.5) F (Vm) → F (V ) in W 1,2(Ω).

The following lemma is a straightforward consequence of Propositions 3.5.1 and 3.5.2, applied
with ϱ = |BH |, and formulas (2.3.22)–(2.3.23).
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Lemma 2.6.1. Let Ω be a bounded Lipschitz domain in Rn, with Lipschitz characteristic LΩ =
(LΩ, RΩ). Assume that ∂Ω ∈W 2,1.
(i) If KΩ(r) <∞ for r ∈

(
0, RΩ], then,

(2.6.6)

ˆ
∂Ω∩Br(x)

v2 |BH | dHn−1 ≤ c0(n, λ,Λ) (1 + LΩ)
4KΩ(r)

ˆ
Ω∩Br(x)

|∇v|2 dy,

for every x ∈ ∂Ω, r ∈
(
0, RΩ] and v ∈W 1,2

0 (Br(x)).
(ii) If ΨΩ(r) <∞ for r ∈

(
0, RΩ], then,

(2.6.7)

ˆ
∂Ω∩Br(x)

v2 |BH | dHn−1 ≤ c0(n, λ,Λ)
(
1 + LΩ

)11
ΨΩ(r)

ˆ
Ω∩Br(x)

|∇v|2 dy,

for every x ∈ ∂Ω, r ∈
(
0, RΩ] and v ∈W 1,2

0 (Br(x)).

The inequality provided by the next lemma is well known. The point here is the dependence of
the constants on Lipschitz characteristics of domains.

Lemma 2.6.2. Let Ω be a bounded Lipschitz domain in Rn, with Lipschitz characteristic LΩ =
(LΩ, RΩ). Then,

(2.6.8) ∥v∥2L2(Ω) ≤ σ ∥∇v∥2L2(Ω) + c
(1 + σ)2

σ

d
2n(n+2)
Ω

r(2n+1)(n+2)
(1 + LΩ)

n+2 ∥v∥2L1(Ω)

for some constant c = c(n) and for every σ > 0, r ∈ (0, RΩ] and v ∈W 1,2(Ω).

Proof. An application of an extension theorem by Stein, in the form of [132, Theorem 13.17], ensures
that there exists a bounded linear operator E : W 1,2(Ω) →W 1,2(Rn) such that,

∥E(v)∥L2(Rn) ≤ c(n)
(dΩ
r

)n
∥v∥L2(Ω)

∥∇E(v)∥L2(Rn) ≤ c(n)
d2nΩ
r2n+1

(1 + LΩ)
(
∥v∥L2(Ω) + ∥∇u∥L2(Ω)

)(2.6.9)

for r ∈ (0, RΩ) and for v ∈W 1,2(Ω). Set

s =

{
2n
n−2 if n ≥ 3

4 if n = 2,

and

α =

{
2

n+2 if n ≥ 3
1
3 if n = 2,

whence 1
2 = α+ 1−α

s . From Hölder’s inequality, the Sobolev inequality, and the inequalities in (2.6.9)
one deduces that

∥v∥L2(Ω) ≤ ∥v∥αL1(Ω) ∥v∥
1−α
Ls(Ω) = ∥v∥αL1(Ω) ∥E(v)∥

1−α
Ls(Ω)

≤ ∥v∥αL1(Ω) ∥E(v)∥
1−α
Ls(Rn) ≤ c(n) ∥v∥αL1(Ω) ∥E(v)∥1−α

W 1,2(Rn)

≤ c(n)C1−α ∥v∥αL1(Ω)

(
∥v∥L2(Ω) + ∥∇v∥L2(Ω)

)1−α
,
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where we have set

C =
d2nΩ
r2n+1

(1 + LΩ) .

An application of Young’s inequality with exponents 1
α and 1

1−α yields

∥v∥2L2(Ω) ≤ c(n)C2(1−α) ∥v∥2αL1(Ω)

(
∥v∥2L2(Ω) + ∥∇v∥2L2(Ω)

)1−α
≤ ε
(
∥v∥2L2(Ω) + ∥∇v∥2L2(Ω)

)
+ c′(n) ε−

α
1−α C2 1−α

α ∥v∥2L1(Ω) ,

for ε ∈ (0, 1). Hence, by setting σ = ε
1−ε , one obtains that

∥v∥2L2(Ω) ≤ σ ∥∇v∥2L2(Ω) + c′(n)
(
1 +

1

σ

) α
1−α

(1 + σ)C2 1−α
α ∥v∥2L1(Ω)

(2.6.10)

Notice that (
1 +

1

σ

) α
1−α

(1 + σ) ≤ (1 + σ)2

σ
.

Moreover, since r ≤ RΩ ≤ dΩ,
2(1−α)
α ≤ n+ 2 and C ≥ 1, we have that

C2 1−α
α ≤ Cn+2 =

( d2nΩ
r2n+1

)n+2
(1 + LΩ)

n+2.

Inequality (2.6.8) thus follows from (2.6.10).

Proof of Theorem 2.1.4, Dirichlet problems. We split the proof into several steps.
Step 1. Here we assume that

(2.6.11) f ∈ C0,α
0 (Ω)

and

(2.6.12) ∂Ω ∈ C2,α.

For every ε ∈ (0, 1), let Aε be the function defined as in (2.4.3), and denote by uε the weak solution
to the Dirichlet problem

(2.6.13)

{
−div

(
Aε(∇uε)

)
= f in Ω

uε = 0 on ∂Ω .

The same argument exploited in connection with problem (2.5.8) ensures that there exists a unique
solution uε ∈W 1,2

0 (Ω) to problem (2.6.13).
We claim that there exists θ = θ(n, ib, sb, λ,Λ, ∥f∥∞) ∈ (0, 1) such that

(2.6.14) uε ∈W 2,2(Ω) ∩ C1,θ(Ω) ,

and

(2.6.15) uε → u in C1,θ′

loc (Ω) ,

for every 0 < θ′ < θ.
Furthermore, fixing any ε > 0, there exists a sequence {uε,m} such that

(2.6.16) uε,m ∈ C2,α(Ω) and uε,m = 0 on ∂Ω ,
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and

(2.6.17) uε,m
m→∞−−−−→ uε in W 2,2(Ω) and C1,θ′(Ω).

To prove our claims, we make use of an argument from [61, Section 3], and define, for ε ∈ (0, 1) and
δ > 0 the regularized vector field Aε,δ : Rn → Rn by

(2.6.18) Aε,δ = Aε ∗ ρδ in Rn.

Here, {ρδ} denotes a family of standard, radially symmetric mollifiers. By properties of convolutions,
Aε,δ ∈ C∞(Rn) and limδ→0+ Aε,δ = Aε locally uniformly in Rn. Also, thanks to inequalities (2.4.11),
one can readily verify that

(2.6.19) ε λ min{1, ib} Id ≤ ∇ξAε,δ(ξ) ≤ ε−1 Λ max{1, sb} Id for ξ ∈ Rn.

Next consider the family {wε,δ} of the unique solutions to the problems

(2.6.20)

{
−div

(
Aε,δ(∇wε,δ)

)
= f in Ω

wε,δ = 0 on ∂Ω .

Thanks to (2.6.19), classical results tell us that wε,δ ∈W 2,2(Ω), and

(2.6.21) ∥wε,δ∥W 2,2(Ω) ≤ c0

for some constant c0 = c0(n, λ,Λ, ε,Ω, ∥f∥L∞(Ω)), see, e.g., [128, pp. 270-277], or [20, Theorem 8.2],
or [108, Chapter 8.4]. Notice that, by standard elliptic regularity theory ([106, Theorem 9.19] or [128,
Theorem 6.3,pag. 283]), we have

(2.6.22) wε,δ ∈ C2,α(Ω) .

Next, by [181, Corollary 6.1], there exists a constant c1, depending on the same quantities as c0, such
that

(2.6.23) ∥wε,δ∥L∞(Ω) ≤ c1.

Coupling this piece of information with [135, Theorem 1] entails that

(2.6.24) ∥wε,δ∥C1,θ(Ω) ≤ c2 ,

for some constant c2, with the same dependence as c0 and c1. In particular, these constants are
independent of δ.
Thanks to inequalities (2.6.21) and (2.6.24), there exist a function wε ∈ W 2,2(Ω) ∩ C1,θ(Ω) and a
sequence {δk} such that δk → 0+,

(2.6.25) wε,δk
k→∞−−−→ wε in C1,θ′(Ω) and wε,δk

k→∞−−−⇀ wε weakly in W 2,2(Ω)

for every θ′ ∈ (0, θ).
Passing to the limit as k → ∞ in the weak formulation of problem (2.6.20) shows that wε is solution
to problem (2.6.13), whence wε = uε by the uniqueness of the solution. Property (2.6.14) is thus
established.
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We next prove properties (2.6.16) and (2.6.17). Thanks to the Banach-Saks theorem, the weak con-
vergence (2.6.25) in the Hilbert space W 2,2(Ω) ensures that there exists a subsequence {δkl}l∈N such
that, on setting

uε,m =
1

m

m∑
l=1

wε,δkl ,

one has that

(2.6.26) uε,m
m→∞−−−−→ uε in W 2,2(Ω).

Moreover, by the convergence of wε,δk to uε in C
1,θ′(Ω),

(2.6.27) uε,m
m→∞−−−−→ uε in C1,θ′(Ω) .

Thanks to (2.6.22),(2.6.26) and (2.6.27), the sequence {uε,m} satisfies properties (2.6.16) and (2.6.17).
To complete the proof of this step, we establish the convergence in (2.6.15). By the minimizing
property of the function uε for the functional JHε , defined as in (2.5.9) with B3R replaced by Ω, we
have that JHε (uε) ≤ JHε (0), hence

(2.6.28)

ˆ
Ω
Bε
(
H(∇uε)

)
dx ≤

ˆ
Ω
f uε dx.

Thanks to [184, Theorem 2], inequalities (2.4.6), and property (2.4.7), there exists a constant c =
c(n, ib, sb, λ,Λ, |Ω|, ∥f∥L∞(Ω)) such that

(2.6.29) ∥uε∥L∞(Ω) ≤ c.

Owing to inequalities (1.2.9), (2.4.6), and (2.6.29), one can deduce from (2.6.28) that

(2.6.30)

ˆ
Ω
Bε(|∇uε|) dx ≤ c

for some constant c = c(n, ib, sb, λ,Λ, |Ω|, ∥f∥L∞(Ω)). Moreover, inequality (2.6.29) allows one to apply
[136, Theorem 1.7] and obtain

∥uε∥C1,θ(Ω′) ≤ c for every open set Ω′ ⊂⊂ Ω,

and for some constant c = c(n, λ,Λ, ib, sb, λ,Λ,Ω
′,Ω, ∥f∥L∞(Ω)).

Thus, there exists a sequence of {εk} such that εk → 0+ and

(2.6.31) uεk → v in C1
loc(Ω) ,

for some function v ∈ C1(Ω).
Now, we want to show that

(2.6.32) v = u.

To this purpose, one can use an analogous argument as at the end of Step 1 of the proof Theorem 2.1.1.
Specifically, since Bεk(t) → B(t) locally uniformly in [0,∞), from (2.6.31) we have that Bεk(|∇uεk |) →
B(|∇v|) everywhere in Ω. From inequalities (2.6.30) and (2.5.29), and Fatou’s Lemma we obtain that

(2.6.33)

ˆ
Ω
B(|∇v|) dx ≤ c and

ˆ
Ω
|∇uε|min{ib+1,2} dx ≤ c ,
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for some constant c independent on ε. Thanks to the reflexivity of the space W
1,min{ib+1,2}
0 (Ω),

inequalities (2.6.33) imply that v ∈W 1,B
0 (Ω).

Owing to (2.6.31), passing to the limit as ε→ 0+ in (2.6.13) yields:

(2.6.34)

ˆ
Ω
A(∇v) · ∇φdx =

ˆ
Ω
f φ dx

for every φ ∈ C∞
0 (Ω). A density argument as at the end of the proof of Step 1 of Theorem 2.1.1 implies

that equation (2.6.34) holds, in fact, for every function φ ∈W 1,B
0 (Ω). Thus, v is the weak solution to

problem (2.1.2), whence, by its uniqueness, equality (2.6.32) follows. Thereby, property (2.6.15) is a
consequence of (2.6.31) and of the fact that the preceding argument applies to any sequence extracted
from the family {uε}.

Step 2. We show that, given any L, d,M > 0 and r ∈ (0, 1), there exists a positive constant c =
c(n, λ,Λ, ib, sb, L) such that, if Ω is a bounded domain of class C2,α and Lipschitz characteristic
LΩ = (LΩ, RΩ) satisfying LΩ ≤ L, dΩ ≤ d, RΩ ≥ r and

(2.6.35) KΩ(r) ≤ c for r ∈ (0, r] ,

and u ∈W 1,B
0 (Ω) is a weak solution to problem (2.6.1) with ∥f∥L2(Ω) ≤M , then

(2.6.36) ∥A(∇u)∥2L2(Ω) ≤ c1 ∥f∥2L2(Ω) and ∥∇A(∇u)∥2L2(Ω) ≤ c2 ∥f∥2L2(Ω) .

Here, c, c1 and c2 are constants of the form:

c = c(n, λ,Λ, ib, sb)
1(

1 + L
)4

c1 = c(n, λ,Λ, ib, sb)
d
p(n)
Ω (1 + LΩ)

n+2

r(2n+2)(n+2)
(2.6.37)

c2 = c(n, λ,Λ, ib, sb)
d
p(n)+n
Ω (1 + LΩ)

n+2

r(2n+3)(n+2)
,

where p(n) = (2n+ 1)(n+ 2) + n.
In order to prove this assertion, let us first consider the families of functions {uε} and {uε,m}

defined in Step 1, and let φ ∈ C∞
0 (Rn). An application of formula (2.3.33), with v = uε,m, h =

aε
(
H(∇uε,m(x))

)
, and ϕ = φ2 , yieldsˆ

Ω
div
(
Aε(∇uε,m)

)2
φ2 dx(2.6.38)

=

ˆ
Ω
tr
(
(∇(Aε(∇uε,m)))2

)
dx+

ˆ
∂Ω
aε
(
H(∇uε,m)

)2
H(ν)H2(∇uε,m) trBH φ2 dHn−1

− 2

ˆ
Ω

{
div(Aε(∇uε,m))Aε(∇uε,m) · ∇φ−∇(Aε(∇uε,m))Aε(∇uε,m) · ∇φ

)}
φdx.

From (2.6.17) we deduce, via Lemma A, that

(2.6.39) Aε(∇uε,m)
m→∞−−−−→ Aε(∇uε) in W 1,2(Ω) and C0,θ′(Ω).

In particular, div
(
Aε(∇uε,m)

) m→∞−−−−→ f in L2(Ω). Therefore, passing to the limit as m → ∞ in
equation (2.6.38) yields:ˆ

Ω
f2 φ2 dx =

ˆ
Ω
tr
(
(∇Aε(∇uε))2

)
dx+

ˆ
∂Ω
aε(H(∇uε))2H(ν)H2(∇uε) trBH φ2 dHn−1+

− 2

ˆ
Ω

{
div
(
Aε(∇uε)

)
Aε(∇uε) · ∇φ−∇

(
Aε(∇uε)

)
Aε(∇uε) · ∇φ

}
φdx.

(2.6.40)
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We begin by estimating the boundary integral in equation (2.6.40). Let x ∈ ∂Ω, r ∈ (0, r], and
φ ∈ C∞

0 (Br(x)). Choosing v = Ai
ε(∇uε)φ in inequality (2.6.6) and summing over i = 1, . . . , n imply

that

ˆ
∂Ω∩Br(x)

∣∣∣Aε(∇uε)φ
∣∣∣2∣∣trBH ∣∣ dHn−1 ≤ c0 (1 + LΩ)

4KΩ(r)

ˆ
Ω∩Br(x)

∣∣∣∇(Aε(∇uε)φ
)∣∣∣2 dx

(2.6.41)

≤ 2 c0 (1 + LΩ)
4KΩ(r)

{ˆ
Ω∩Br(x)

∣∣∣∇(Aε(∇uε)
)∣∣∣2 φ2 dx+

ˆ
Ω∩Br(x)

∣∣Aε(∇uε)
∣∣2 |∇φ|2 dx} .

Observe that, by equation (1.2.12) and the definition of Aε, we have H0(Aε(ξ)) = aε(H(ξ))H(ξ) for
ξ ̸= 0. Also, owing to the second inequality in (1.2.9), H(ν) ≤

√
Λ. Thus, from inequality (2.6.41),

we deduce, via (1.2.11), that

ˆ
∂Ω
aε(H(∇uε))2H(ν)H2(∇uε) trBH φ2 dHn−1

(2.6.42)

=

ˆ
∂Ω
H0

(
Aε(∇uε)

)2
H(ν) trBH φ2 dHn−1 ≤

√
Λ

λ

ˆ
∂Ω

∣∣Aε(∇uε)
∣∣2 ∣∣trBH ∣∣φ2 dHn−1

≤ 2 c0 (1 + LΩ)
4
√
Λ

λ
KΩ(r)

{ˆ
Ω∩Br(x)

∣∣∣∇(Aε(∇uε)
)∣∣∣2 φ2 dx+

ˆ
Ω∩Br(x)

∣∣Aε(∇uε)
∣∣2 |∇φ|2 dx}.

Next, we use Young’s inequality to bound the last integral on the right-hand side of inequality (2.6.40)
and obtain ∣∣∣∣2 ˆ

Ω

{
div
(
Aε(∇uε)

)
Aε(∇uε) · ∇φ−∇Aε(∇uε)Aε(∇uε) · ∇φ

}
φdx

∣∣∣∣(2.6.43)

≤ γ

ˆ
Ω
|∇
(
Aε(∇uε)

)
|2 φ2 dx+

c1
γ

ˆ
Ω
|Aε(∇uε)|2 |∇φ|2 dx,

for some constant c1 = c1(n) and every γ > 0. A combination of (2.6.40), (2.6.42), and (2.6.43)
enables us to deduce, via inequality (2.4.12), that

(( λ min{1, ib}
Λ max{1, sb}

)2
− 2 c0 (1 + LΩ)

4
√
Λ

λ
KΩ(r)− γ

) ˆ
Ω
|∇
(
Aε(∇uε)

)
|2 φ2 dx ≤

(2.6.44)

≤
ˆ
Ω
f2 φ2 dx+

(2 c0 (1 + LΩ)
4
√
Λ

λ
KΩ(r) +

c

γ

)ˆ
Ω
|Aε(∇uε)|2 |∇φ|2 dx.

Now we choose

γ =
1

2

( λ min{1, ib}
Λ max{1, sb}

)2
,

and assume that (2.6.35) is in force with

(2.6.45) c =
1

8

(
λ min{1, ib}
Λ max{1, sb}

)2 λ√
Λ

1

c0
(
1 + L

)4 ,
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where c0 = c0(n, λ,Λ) is the constant appearing in (2.6.6). With this choice of the constants, from
(2.6.44) we obtain thatˆ

Ω
|∇(Aε(∇uε))|2 φ2 dx ≤ c2

ˆ
Ω
f2 φ2 dx+ c2

ˆ
Ω
|Aε(∇uε)|2 |∇φ|2 dx(2.6.46)

for some constant c2 = c2(n, λ,Λ, ib, sb) and for every r ∈ (0, r], x ∈ ∂Ω and φ ∈ C∞
0 (Br(x)).

On the other hand, inequality (2.6.46) continues to hold if Br(x) ⊂⊂ Ω, since the boundary integral
in (2.6.40) simply vanishes in this case.
Let us now chose a finite covering of Ω by balls

Br/4(xj), with xj ∈ ∂Ω, j = 1, . . . , NB

and
Br/40(zi), with zi ∈ Ω and Br/10(zi) ⊂⊂ Ω, i = 1, . . . , NI ,

where NB ∈ N and NI ∈ N. Notice that such a covering can be chosen in such a way its cardinality
N = NB +NI admits the bound

(2.6.47) N ≤ c(n)

(
dΩ
r

)n
.

Denote by Bk, with k = 1, . . . , N , a generic ball from this covering, and let {φk}k=1,...,N be a family
of functions φk ∈ C∞

0 (4Bk), such that 0 ≤ φk ≤ 1 on 4Bk,

φk = 1 on Bk and |∇φk| ≤
80

r
on 4Bk,

where 4Bk denotes the ball having the same center as Bk and whose radius is four times the radius of
Bk.
Applying inequality (2.6.46) with φ = φk, for k = 1, . . . , N , and adding the resultant inequalities
yields:

ˆ
Ω

∣∣∇(Aε(∇uε))
∣∣2dx ≤

N∑
k=1

ˆ
Ω∩Bk

∣∣∇(Aε(∇uε))
∣∣2 dx ≤

N∑
k=1

ˆ
Ω∩4Bk

∣∣∇(Aε(∇uε))
∣∣2φ2

k dx(2.6.48)

=
N∑
k=1

ˆ
Ω

∣∣∇(Aε(∇uε))
∣∣2φ2

k dx ≤
N∑
k=1

c2

ˆ
Ω
f2 φ2

k dx+
N∑
k=1

c2

ˆ
Ω
|Aε(∇uε)|2 |∇φk|2 dx

≤ N c2

ˆ
Ω
f2 dx+

6400N c2
r2

ˆ
Ω
|Aε(∇uε)|2 dx.

Lemma 2.6.2 ensures that

(2.6.49)

ˆ
Ω
|Aε(∇uε)|2 dx

≤ σ

ˆ
Ω

∣∣∇(Aε(∇uε))
∣∣2 dx+ c(n)

(1 + σ)2

σ

d
2n(n+2)
Ω

r(2n+1)(n+2)
(1 + LΩ)

n+2

(ˆ
Ω
|Aε(∇uε)| dx

)2

for every σ > 0 and r ∈ (0, RΩ). Owing to [57, Proposition 5.1], the last integral on the right-hand
side of inequality (2.6.49) can be bounded by a constant c = c(n, λ,Λ, ib, sb) times |Ω|1/n

´
Ω |f | dx– see

inequality (2.6.2) above. Hence, from Hölder’s inequality we deduce that

(2.6.50)

ˆ
Ω
|Aε(∇uε)|2 dx ≤ σ

ˆ
Ω

∣∣∇(Aε(∇uε))
∣∣2 dx+ c3 ϑ(σ, n, r, LΩ, dΩ)

ˆ
Ω
f2 dx ,
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for some constant c3 = c3(n, λ,Λ, ib, sb), where

(2.6.51) ϑ(σ, n, r, LΩ, dΩ) =
(1 + σ)2

σ

d
(2n+1)(n+2)
Ω

r(2n+1)(n+2)
(1 + LΩ)

n+2 .

Coupling inequalities (2.6.48) and (2.6.50), and making use of the bound from (2.6.47) entail that

ˆ
Ω
|Aε(∇uε)|2 dx ≤ c4

[
σ
(dΩ
r

)n
+ ϑ

] ˆ
Ω
f2dx+ σ c4

dnΩ
rn+2

ˆ
Ω
|Aε(∇uε)|2 dx ,

for some constant c4 = c4(n, λ,Λ, ib, sb), which can be assumed to be larger than 1. Now choose σ > 0
in the above expression in such a way that

σ c4
dnΩ
rn+2 =

1

2

and observe that σ < 1 and ϑ(σ, n, r, LΩ, dΩ) > 1 since r < r ≤ RΩ ≤ dΩ and c4 > 1. Then, from
definition (2.6.51) to deduce that

(2.6.52)

ˆ
Ω
|Aε(∇uε)|2 dx ≤ (1 + 2c4ϑ)

ˆ
Ω
f2 dx ≤ 32c24

d
(2n+1)(n+2)+n
Ω

rn+2

(1 + LΩ)
n+2

r(2n+1)(n+2)

ˆ
Ω
f2 dx

for every r ∈ (0, r). On the other hand, from inequalities (2.6.47), (2.6.48) and (2.6.52) one can deduce
that

(2.6.53)

ˆ
Ω

∣∣∇(Aε(∇uε))
∣∣2dx ≤ c5

d
(2n+1)(n+2)+2n
Ω

r2(n+2)

(1 + LΩ)
n+2

r(2n+1)(n+2)

ˆ
Ω
f2 dx ,

for some constant c5 = c5(n, λ,Λ, ib, sb) and for every r ∈ (0, r).
The choice r = r

2 in (2.6.52) and (2.6.53) implies that

∥Aε(∇uε)∥W 1,2(Ω) ≤ c(n, λ,Λ, ib, sb, L, d, r,M).

Combining the latter inequality with (2.4.8) and (2.6.15) entails that there exists a sequence εk such
that

Aεk(∇uεk)⇀ A(∇u) weakly in W 1,2(Ω).

Estimate (2.6.36) thus follows by choosing ε = εk and r = r
2 in inequalities (2.6.52), (2.6.53) and

passing to the limit as k → ∞.

Step 3. Our task in this step is to remove assumption (2.6.12), while maintaining (2.6.11). To this
purpose, let us extend f to the whole of Rn by setting f = 0 outside Ω.

Next, by using the results of Theorem 3.2.1, we may find positive constants ĉ = ĉ(n,LΩ, dΩ),
r̂ = r̂(n,LΩ, dΩ) < 1, and a sequence {Ωm} of open sets of Rn such that:
∂Ωm ∈ C∞, Ω ⋐ Ωm, limm→∞ |Ωm \ Ω| = 0, the Hausdorff distance between Ωm and Ω tends to 0 as
m→ ∞,

(2.6.54) LΩm ≤ ĉ, RΩm ≥ 1/ĉ, dΩm ≤ c(n) dΩ,

and

(2.6.55) KΩm(r) ≤


ĉ
(
KΩ

(
ĉ (r + 1

m)
)
+ r
)

if n ≥ 3

ĉ
(
KΩ

(
ĉ (r + 1

m)
)
+ r log(1 + 1

r )
)

if n = 2
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for m ∈ N and r ∈ (0, r̂).
Now let um be the weak solution to the Dirichlet problem

(2.6.56)

{
−div

(
A(∇um)

)
= f in Ωm

um = 0 on ∂Ωm.

Set L = ĉ, d = c(n) dΩ and M = ∥f∥L2(Ω) in Step 2, and assume that condition (2.1.15) is fulfilled
with

κ1 = κ1(n, λ,Λ, ib, sb,LΩ, dΩ) = c/(2ĉ),

where c is the constant defined by (2.6.37) in Step 2.
This piece of information, combined with (2.6.55), implies that there exist a positive real number

r = r(Ω) < min
{
1/ĉ , r̂

}
< 1 and a positive integer m = m(Ω) such that

KΩm(r) ≤ c

for r ∈ (0, r) and m > m.
Hence, we may apply the result of Step 2 to problem (2.6.56), and obtain

(2.6.57) ∥A(∇um)∥W 1,2(Ω) ≤ ∥A(∇um)∥W 1,2(Ωm) ≤ c ∥f∥L2(Ωm) = c ∥f∥L2(Ω)

for some constant c = c(ib, sb, λ,Λ,Ω). Consequently, there exist a subsequence of {um}, still indexed
by m, and a vector-valued function U : Ω → Rn such that U ∈W 1,2(Ω) and

(2.6.58) A(∇um)⇀ U weakly in W 1,2(Ω).

Via an analogous argument as in the proof of inequality (2.5.19), one infers from [184, Theorem 2]
that there exists a constant c, independent on m, such that

(2.6.59) ∥um∥L∞(Ωm) ≤ c.

Thereby, thanks to [136, Theorem 1.7], given any Ω′ ⊂⊂ Ω, there exist θ ∈ (0, 1) and a constant c
independent of m, such that ∥um∥C1,θ(Ω′) ≤ c . Hence, there exist a further subsequence, still denoted

by {um}, and a function v ∈ C1,θ
loc (Ω) such that

(2.6.60) um → v in C1,θ′

loc (Ω)

for every 0 < θ′ < θ. Owing to (2.6.58), this implies that A(∇v) = U , whence

(2.6.61) A(∇um)⇀ A(∇v) weakly in W 1,2(Ω).

On passing to the limit as m→ ∞ in the weak formulation of problem (2.6.56), from (2.6.61) we infer
that

(2.6.62)

ˆ
Ω
A(∇v) · ∇φdx =

ˆ
Ω
f φ dx

for every φ ∈ C∞
0 (Ω).

Now, consider a ball BR such that Ω ⊂⊂ BR and extend um to BR by setting um = 0 in BR \ Ωm.
Since um ∈ W 1,B

0 (Ωm), such an extension belongs to W 1,B
0 (BR). By the minimality property of the
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function um for the functional associated with problem (2.6.56), the fact that f = 0 in BR \ Ω, and
inequalities (2.2.22) and (2.6.59), we have that

c1

ˆ
BR

B(|∇um|) dx ≤
ˆ
BR

B
(
H(∇um)

)
dx ≤

ˆ
Ωm

f um dx ≤ c2

for suitable positive constants c1 and c2 independent of m. Hence, via a Poincaré type inequality
for functions in the space W 1,B

0 (BR), the sequence {um} is bounded in W 1,B
0 (BR). The reflexivity of

this space and the compactness of the embedding of this space into L1(Ω) entail that there exists a
subsequence, again still denoted by {um}, and a function w ∈W 1,B

0 (BR) such that

um ⇀ w weakly in W 1,B
0 (BR) and um → w a.e. in BR.

Since the Hausdorff distance between Ωm and Ω tends to zero, and um = 0 in BR \Ωm, we have that
w = 0 almost everywhere in BR \ Ω. Inasmuch as w = v in Ω, we can conclude that v ∈W 1,B

0 (Ω).
As in the previous steps, a density argument now ensures that (2.6.62) holds for any function φ ∈
W 1,B

0 (Ω), and hence v is a weak solution to problem (2.1.2). The uniqueness of such a solution implies
that u = v. Passing to the limit as m→ ∞ in (2.6.57), and recalling (2.6.61) yield (2.1.16).

Step 4. We conclude the proof by removing the remaining additional assumption (2.6.11). Suppose
that f ∈ L2(Ω) and let {fk} ⊂ C∞

0 (Ω) be any sequence such that fk → f in L2(Ω). Let {uk} be the
sequence of weak solutions to the Dirichlet problems

(2.6.63)

{
−div

(
A(∇uk)

)
= fk in Ω

uk = 0 on ∂Ω.

Thanks to property (2.6.3), one has that

(2.6.64) uk → u and ∇uk → ∇u a.e. in Ω.

By Step 3, there exists a constant c = c(ib, sb, λ,Λ,Ω), such that for any k ≥ 1,

(2.6.65) ∥A(∇uk)∥W 1,2(Ω) ≤ c ∥fk∥L2(Ω)

Since fk → f in L2(Ω), there exists a subsequence, still indexed by k, satisfying

(2.6.66) A(∇uk) → U in L2(Ω) and A(∇uk)⇀ U weakly in W 1,2(Ω),

for some function U : Ω → Rn such that U ∈ W 1,2(Ω). From properties (2.6.64), we infer that
A(∇u) = U . Hence, A(∇u) ∈ W 1,2(Ω) and inequality (2.1.16) follows by passing to the limit as
k → ∞ in estimate (2.6.65).

Proof of Theorem 2.1.3, Dirichlet problems. The proof proceeds through the same steps as that of
Theorem 2.1.4. We limit ourselves to sketching the necessary changes.

Step 1 is unchanged.

Step 2. One has to replace condition (2.6.35) with

(2.6.67) ΨΩ(r) ≤ c1 for r ∈ (0, r],

where the constant c1 is given by

c1 =
1

4

(
λ min{1, ib}
Λ max{1, sb}

)2 λ√
Λ

1

c0
(
1 + L

)11 .
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One then makes use of Part (ii) of Lemma 2.6.1, instead of Part (i), in order to estimate the boundary
term in (2.6.41). Inequality (2.6.36) hence follows.

Step 3. Coupling inequality (2.6.55) with (3.5.26) below tells us that there exist constants ĉ =
ĉ(n,LΩ, dΩ) and r̂ = r̂(n,LΩ, dΩ) such that

(2.6.68) KΩm(r) ≤


ĉ
(
ΨΩ

(
ĉ (r + 1

m)
)
+ r
)

if n ≥ 3

ĉ
(
ΨΩ

(
ĉ (r + 1

m)
)
+ r log(1 + 1

r )
)

if n = 2

for r ∈ (0, r̂). Assume that condition (2.1.12) is in force with constant

κ0 = κ0(n, λ,Λ, ib, sb,LΩ, dΩ) = c/(2ĉ),

where c is defined in (2.6.45). From (2.6.68) we infer that there exist constants r = r(Ω) andm = m(Ω)
such that

KΩm(r) ≤ c

for r ∈
(
0, r(Ω)

)
and m > m(Ω). Therefore, starting from estimate (2.6.57), one can now conclude as

in the proof Step 3 of Theorem 2.1.4.

Step 4 is unchanged.

Proof of Theorem 2.1.2, Dirichlet problems. The proof parallels that of Theorems 2.1.4 and 2.1.3. It
is indeed simpler, since the boundary terms in the a priori estimates can just be disregarded, thanks
to their sign. In what follows, we just point out the necessary variants and simplifications.

Step 1. This step agrees with that of Theorem 2.1.4.

Step 2. The convexity of the set Ω plays a major role in this step. Owing to property (2.3.24),
it ensures that trBH ≥ 0 on ∂Ω. Therefore, an application of equation (2.3.33), with v = uε,m,
h = aε

(
H(∇uε,m(x))

)
, and ϕ = 1 tells us that

(2.6.69)

ˆ
Ω
div
(
Aε(∇uε,m)

)2
dx ≥

ˆ
Ω
tr
(
∇
(
Aε(∇uε,m)

)2)
dx.

Thanks to (2.6.39), passing to the limit in inequality (2.6.69) as m→ ∞ and using inequality (2.4.12)
yield:

(2.6.70)

ˆ
Ω
f2 dx ≥

ˆ
Ω
tr
(
(∇Aε(∇uε))2

)
dx ≥

(
λ min{1, ib}
Λ max{1, sb}

)2 ˆ
Ω
|∇(Aε(∇uε))|2 dx.

In order to estimate the L2-norm of Aε(∇uε), we exploit the fact that, since Ω is a bounded convex
domain in Rn, the constant in the Poincaré inequality on Ω depends only on dΩ and n. Thus, on
denoting by Aε(∇uε)Ω the vector-valued mean value of Aε(∇uε) over Ω, we have that

ˆ
Ω
|Aε(∇uε)|2 dx ≤ 2

ˆ
Ω
|Aε(∇uε)−Aε(∇uε)Ω|2 dx+ 2 |Ω| |Aε(∇uε)Ω|2(2.6.71)

≤ 2 c d2Ω

ˆ
Ω
|∇Aε(∇uε)|2dx+ 2 |Ω|−1

( ˆ
Ω
|Aε(∇uε)| dx

)2
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for some constant c = c(n). The following chain holds:
ˆ
Ω
|Aε(∇uε)|2 dx ≤ 2 c(n) d2Ω

ˆ
Ω
|∇Aε(∇uε)|2dx+ 2 |Ω|−1c(n, λ,Λ, ib, sb)

(
|Ω|1/n

ˆ
Ω
|f | dx

)2
(2.6.72)

≤ 2 c(n) d2Ω

ˆ
Ω
|∇Aε(∇uε)|2dx+ c(n, λ,Λ, ib, sb) d

2
Ω

ˆ
Ω
f2 dx

≤ c′(n, λ,Λ, ib, sb) d
2
Ω

ˆ
Ω
f2 dx ,

where the first inequality is a consequence of inequality (2.6.71) and of inequality (2.6.2), with A
and u replaced by Aε and uε, the second inequality follows via Hölder’s inequality and the fact that
|Ω| ≤ c(n) dnΩ, and the last one is due to (2.6.70).
Starting from inequalities (2.6.70) and (2.6.72), instead of (2.6.46), estimate (2.1.9) follows via an
analogous argument as in the proof of Theorem 2.1.4 .

Step 3. The proof is the same as that of Theorem 2.1.4, save that the approximating domains Ωm
have to be taken convex, and the bounds in (2.1.9), with Ω replaced by Ωm, have to be used. In order
to construct the convex approximating domains Ωm, one can employ the regularized signed distance
ρ of [134, Theorem 1.4]. Since the latter is a concave function, which is smooth outside ∂Ω, the open
sets

(2.6.73) Ωm = {x ∈ Rn : −ρ(x) < 1/m}

satisfy the desired properties.

Step 4. This step is the same as that of Theorem 2.1.4.

Proof of Theorem 2.1.5, Dirichlet problems. We start by recalling estimate (3.5.28), which will be
proven in Chapter 3:

(2.6.74) KΩ(r) ≤


c(n) (1 + LΩ)

5 r ∥B∥L∞(∂Ω) if n ≥ 3

c (1 + LΩ)
8 ω(r)

(
1 + ∥B∥L∞(∂Ω)

)
if n = 2,

for r ∈ (0, RΩ), where ω : (0,∞) → [0,∞) denotes the function given by

ω(r) = r log
(
1 +

1

r

)
for r ∈ (0,∞).

Now we apply the result of Step 2 of Theorem 2.1.4 with

L = LΩ , d = dΩ , M = ∥f∥L2(Ω)

and a suitable r = r(n, ib, sb, λ,Λ, L,RΩ, ∥B∥L∞(∂Ω)) such that inequality (2.6.35) is satisfied. Hence,
inequalities (2.6.36) will hold with constants c1, c2 now depending only on n, ib, sb, λ,Λ, L,RΩ, d, ∥B∥L∞(∂Ω).
Specifically, when n ≥ 3, then inequality (2.6.35) is fulfilled provided that

r ≤ min
{ c

(1 + L)9 ∥B∥L∞(∂Ω)
, RΩ

}
for a suitable constant c = c(n, λ,Λ, ib, sb). Thus, the inequalities in (2.6.36) follow, with

c1 = c dp(n) (1 + L)(n+2) max
{
(1 + L)t(n) ∥B∥(2n+2)(n+2)

L∞(∂Ω) , R
−(2n+2)(n+2)
Ω

}
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c2 = c dp(n)+n (1 + L)(n+2) max
{
(1 + L)t(n)+9(n+2) ∥B∥(2n+3)(n+2)

L∞(∂Ω) , R
−(2n+3)(n+2)
Ω

}
,

where p(n) = (2n+ 1)(n+ 2) + n, t(n) = 9 (n+ 2)(2n+ 2) and c = c(n, ib, sb, λ,Λ).
When n = 2, observe that the function ω is increasing and, for every s0 ∈ (0, 1), there exist constants
c1 and c2 such that

(2.6.75) c1
s

log(1 + 1
s )

≤ ω−1(s) ≤ c2
s

log(1 + 1
s )

for s ∈ (0, s0).

Thereby, inequality (2.6.35) holds if

r ≤ min

{
c log

(
1 + c(1 + L)(1 + ∥B∥L∞(∂Ω))

)
(1 + L)12 (1 + ∥B∥L∞(∂Ω))

, RΩ

}
for a suitable constant c = c(n, λ,Λ, ib, sb).

As a consequence, the inequalities in (2.6.36) are fulfilled with

c1 = c′ d22 (1 + L)4 max

{
(1 + L)288 (1 + ∥B∥L∞(∂Ω))

24

log24
(
1 + c(1 + L)(1 + ∥B∥L∞(∂Ω))

) , R−24
Ω

}
c2 = c′ d24(1 + L)4 max

{
(1 + L)336 (1 + ∥B∥L∞(∂Ω))

28

log28
(
1 + c(1 + L)(1 + ∥B∥L∞(∂Ω))

) , R−28
Ω

}
for some constant c = c(n, ib, sb, λ,Λ) and c

′ = c′(n, ib, sb, λ,Λ).

2.7 Global estimates: Neumann problems

We conclude with proofs of our global regularity results to Neumann problems of the form (2.1.3).
The definition of generalized solutions to these problems can be given in a spirit analogous to that
presented for Dirichlet problems in Section 2.6. Assume that f ∈ L2(Ω) and

(2.7.1)

ˆ
Ω
f dx = 0.

A function u ∈ T 1,1(Ω) will be called a generalized solution to problem (2.1.3) if A(∇u) ∈ L1(Ω),

(2.7.2)

ˆ
Ω
A(∇u) · ∇φdx =

ˆ
Ω
fφ dx

for every φ ∈ C∞(Ω)∩W 1,∞(Ω), and there exists a sequence {fk} ⊂ C∞
0 (Ω), with

´
Ω fk(x) dx = 0 for

k ∈ N, such that fk → f in L2(Ω) and the sequence of (suitably normalized by additive constants)
weak solutions {uk} to the problem (2.1.3), with f replaced by fk, satisfies

uk → u a.e. in Ω.

Owing to [57, Theorem 3.8], if Ω is a bounded Lipschitz domain, then there exists a unique (up
to additive constants) generalized solution u to problem (2.1.3), and

(2.7.3)

ˆ
Ω
|A(∇u)| dx ≤ c |Ω|1/n

ˆ
Ω
|f | dx
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for some constant c = c(n, λ,Λ, ib, sb). Moreover, if {fk} is any sequence as above, and {uk} is the
associated sequence of (normalized) weak solutions, then

(2.7.4) uk → u and ∇uk → ∇u a.e. in Ω,

up to subsequences.
Recall that a function u ∈ W 1,B(Ω) is called a weak solution to the Neumann problem (2.1.3)

if equation (2.7.2) holds for every function φ ∈ W 1,B(Ω). If Ω is a bounded Lipschitz domain and
f ∈ L∞(Ω) and fuflills condition (2.7.1), then one can conclude as in [53, Theorems 2.13 and 2.14]
that there exists a unique (up to additive constants) weak solution u to the Neumann problem (2.1.3).
Moreover, ˆ

Ω
B(|∇u|) dx ≤ c∥f∥L∞(Ω)b

−1(∥f∥L∞(Ω))

for some constant c = c(|Ω|, ib, sb, λ,Λ).

Proof of Theorem 2.1.4, Neumann problems. We split the proof into steps.
Step 1. We begin by imposing the additional assumptions that

(2.7.5) f ∈ C∞
0 (Ω)

and

(2.7.6) ∂Ω ∈ C2.

For every ε ∈ (0, 1), let Aε be the function defined by in (2.4.3). Let uε the (unique up to additive
constants) weak solution to the Neumann problem

(2.7.7)

{
−div

(
Aε(∇uε)

)
= f in Ω

Aε(∇uε) · ν = 0 on ∂Ω.

We claim that

(2.7.8) uε ∈W 2,2(Ω) ∩ C1,θ(Ω) ,

and the solutions uε can be defined with suitable additive constants in such a way that there exists a
sequence {εk} such that εk → 0+ and

(2.7.9) uεk → u in C1,θ′

loc (Ω) .

To this purpose, for δ > 0 consider the (unique up to additive constants) solution wε,δ ∈W 1,2(Ω)
to the problem

(2.7.10)

{
−div

(
Aε,δ(∇wε,δ)

)
= f in Ω

Aε,δ(∇wε,δ) · ν = 0 on ∂Ω ,

where the function Aε,δ is defined as in (2.6.18).
An application of [50, Theorem 3.1 (a)] ensures that the solutions uε and wε,δ can be chosen with
proper additive constants so that

(2.7.11) ∥uε∥L∞(Ω) ≤ c and ∥wε,δ∥L∞(Ω) ≤ c
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for some contant c independent of δ and ε.
Thanks to the latter inequality, an application of [135, Theorem 2] tells us that there exists a constant
c, independent of δ, such that

(2.7.12) ∥wε,δ∥C1,θ(Ω) ≤ c .

On the other hand, via an analogous argument as in the proof of [20, Theorem 8.2], adapted to
(homogeneous) Neumann boundary condition, one can show that

(2.7.13) ∥wε,δ∥W 2,2(Ω) ≤ c

for some constant c independent of δ. Bounds (2.7.12) and (2.7.13) imply that there exist a sequence
{δk} and a function wε ∈ C1,θ′(Ω) ∩W 2,2(Ω) such that δk → 0+,

wε,δk → wε in C1,θ′(Ω), and wε,δk ⇀ wε weakly in W 2,2(Ω).

Passing to the limit in the weak formulation of problem (2.7.10) as k → ∞ shows that wε is a solution
to problem (2.7.7). Hence, wε = uε, up to additive constants. Property (2.7.8) is thus established.
Next, the first inequality in (2.7.11) enables one to apply [136, Theorem 7] and infer that, for every
open set Ω′ ⊂⊂ Ω, there exists a constant c independent of ε such that

∥uε∥C1,θ(Ω′) ≤ c.

Hence, there exist a function v ∈ C1,θ′

loc (Ω) and a sequence {εk} such that εk → 0 and

uεk → v in C1,θ′(Ω′) ,

for every θ′ ∈ (0, θ) and every open set Ω′ ⊂⊂ Ω.
Via a similar argument as in the proof of equation (2.6.32) one can show that v ∈ W 1,B(Ω). Hence,
passing to the limit as k → ∞ in the weak formulation of problem (2.7.7) with ε = εk, implies that
v is a solution to the Neumann problem (2.1.3). Thus, v = u + c for some constant c, and (2.7.9)
follows.

Step 2. Assume that hypotheses (2.7.5) and (2.7.6) are still satisfied. The following identity holds for
ε ∈ (0, 1), and is a consequence of [111, Theorem 3.1.1.1]:

ˆ
Ω
f2 ϕdx =

ˆ
Ω
tr
(
(∇ (Aε(∇uε)))2

)
ϕdx+

ˆ
∂Ω

B
(
Aε(∇uε)T , Aε(∇uε)T

)
ϕdHn−1(2.7.14)

−
ˆ
Ω

{
div (Aε(∇uε))Aε(∇uε) · ∇ϕ−∇(Aε(∇uε))Aε(∇uε) · ∇ϕ

}
dx.

Let us incidentally note the latter identity could also be deduced from Lemma 2.3.2, via an approx-
imation argument. This identity plays a role in the Neumann problem parallel to that of (2.6.40) in
the Dirichlet problem. Since Aε(ξ) ∈ C0,1(Rn) ∩ C1(Rn \ {0}), and uε ∈ W 2,2(Ω), by the chain rule
for vector-valued functions [145], we have that

Aε(∇uε) ∈W 1,2(Ω).

Now, let x ∈ ∂Ω and r ∈ (0, RΩ), and choose ϕ = φ2, with φ ∈ C∞
0 (Br(x)) in identity (2.7.14). From

inequality (2.6.6), appplied with v = Ai
ε(∇uε)φ, and Young’s inequality one deduces that∣∣∣ˆ

∂Ω
B
(
Aε(∇uε)T , Aε(∇uε)T

)
φ2 dHn−1

∣∣∣ ≤ ˆ
∂Ω

∣∣B∣∣ |Aε(∇uε)T |2 φ2 dHn−1(2.7.15)
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≤ c0 (1 + LΩ)
4KΩ(r)

ˆ
Ω

∣∣∇(Aε(∇uε)φ)
∣∣2 dx

≤ 2 c0 (1 + LΩ)
4KΩ(r)

{ˆ
Ω∩Br(x)

∣∣∣∇Aε(∇uε)
∣∣∣2 φ2 dx+

ˆ
Ω∩Br(x)

∣∣Aε(∇uε)
∣∣2 |∇φ|2 dx}.

Thus, from (2.4.12), (2.6.43), (2.7.14) and (2.7.15) we obtain inequality (2.6.44) again. Starting from
that inequality, one can proceed exactly as in the proof for Dirichlet problems and derive inequality
(2.1.16) under the current assumptions (2.7.5) and (2.7.6). Just notice that properties (2.7.8) and
(2.7.9) have to used in this derivation instead of (2.6.14) and (2.6.15).

Step 3. Here we still assume (2.7.5), but remove the restriction (2.7.6).
To this purpose, extend the function f to Rn by 0 in Rn \Ω, and consider a sequence of sets {Ωm} as
in Step 3 of the proof for Dirichlet problems. For each m ∈ N, let um be the unique (up to additive
constants) solution to the problem

(2.7.16)

{
−div

(
A(∇um)

)
= f in Ωm

A(∇um) · ν = 0 on ∂Ωm.

By [50, Theorem 3.1 (a)] and [136, Theorem 1.7], there exists a sequence of functions {um}, suitably
normalized by additive constants and still indexed by m, such that

um → v in C1
loc(Ω) ,

for some function v ∈ C1(Ω).
An analogous argument as in the proof of Step 3 for Dirichlet problems, which relies upon [53, Theorem
2.14] and [50, Theorem 3.1 (b)], enables one to infer that v ∈W 1,B(Ω).
In order to show that v agrees with u, up to an additive constant, it suffices to prove that v solves
the Neumann problem (2.1.3). Thanks to properties (2.6.54) and (2.6.55), by Step 2 the sequence
{A(∇um)} is uniformly bounded in W 1,2(Ω), inasmuch as

(2.7.17) ∥A(∇um)∥W 1,2(Ω) ≤ ∥A(∇um)∥W 1,2(Ωm) ≤ c ∥f∥L2(Ωm) = c ∥f∥L2(Ω)

for some constant c independent of m.
Hence, there exists a subsequence of {um}, still indexed by m, such that

(2.7.18) A(∇um)⇀ A(∇v) weakly in W 1,2(Ω) .

Let us extend any test function φ ∈W 1,∞(Ω) to a function inW 1,∞(Rn), and still denote this extension
by φ. The definition of weak solution to problem (2.7.16) implies that

(2.7.19)

ˆ
Ω
f φ dx =

ˆ
Ωm

A(∇um) · ∇φdx =

ˆ
Ω
A(∇um) · ∇φdx+

ˆ
Ωm\Ω

A(∇um) · ∇φdx

for m ∈ N. Property (2.7.18) ensures that

(2.7.20) lim
m→∞

ˆ
Ω
A(∇um) · ∇φdx =

ˆ
Ω
A(∇v) · ∇φdx.

On the other hand, the fact that |Ωm \ Ω| → 0 and the dominated convergence theorem yield

(2.7.21) lim
m→∞

ˆ
Ωm\Ω

A(∇um) · ∇φdx = 0.
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Combining equations (2.7.19)–(2.7.21) tell us that the function v satifies the equality

(2.7.22)

ˆ
Ω
A(∇v) · ∇φdx =

ˆ
Ω
f φ dx

for every φ ∈ W 1,B(Ω). Thus, v is a weak solution to the Neumann problem (2.1.3), whence v = u,
up to additive constants. Inequality (2.1.16) follows via (2.7.17).

Step 4. The remaining additional assumption (2.7.5) can be removed by approximating f by a sequence
of smooth functions {fk}, via the same argument as in Step 4 of the proof for Dirichlet problems. One
has just to choose the sequence in such a way the compatibility condition

´
Ω fk(x) dx = 0 is fulfilled

for k ∈ N.

Proof of Theorem 2.1.3, Neumann problems. The proof is the same as that of Theorem 2.1.4, save
that Part (i) has to be replaced with Part (ii) in the application of Lemma 2.6.1 in Step 2, and
equation (2.6.68) has to be used in Step 3 as in the proof of the corresponding Dirichlet problem.

Proof of Theorem 2.1.2, Neumann problems. The only variants with respect to the proof of Theorem
2.1.4 concern Steps 2 and 3.
Step 2. The convexity assumption on Ω ensures that the quadratic form B is nonnegative on ∂Ω.
Thus, choosing ϕ = 1 in equation (2.7.14) and exploiting inequality (2.4.12) yield

(2.7.23)

ˆ
Ω
f2 dx ≥

ˆ
Ω
tr
(
(∇Aε(∇uε))2

)
dx ≥

(
λ min{1, ib}
Λ max{1, sb}

)2 ˆ
Ω

∣∣∇Aε(∇uε)
∣∣2 dx.

This inequality replaces (and simplifies) the use of inequality (2.6.44) in the derivation of (2.1.9) in
the case when f ∈ C∞

0 (Ω) and ∂Ω ∈ C2.
Step 3. The sole variant here is in that the approximating smooth domains Ωm have to be chosen
convex, as defined as in equation (2.6.73), for instance.

Proof of Theorem 2.1.5, Neumann problems. Thanks to estimate (2.6.74), the conclusions can be de-
duced via a slight variant of the proof of Theorem 2.1.4 for Neumann problems. The necessary
modifications parallel those mentioned in the proof of the present theorem for Dirichlet problems.
The details are omitted for brevity.



Chapter 3

Smooth approximation of Lipschitz
domains, weak curvatures and
isocapacitary estimates

3.1 Introduction and definitions

As already mentioned, in the following chapter we carry out an approximation procedure on bounded
Lipschitz domains Ω of Rn. We construct two sequences of C∞-smooth bounded domains {ωm}, {Ωm}
such that ωm ⋐ Ω ⋐ Ωm for all m ∈ N, which also satisfy natural covergence properties like, for
instance, in the sense of the Lebesgue measure and in the sense of Hausdorff to Ω.

Our construction will allow us to keep track of some geometric quantities of Ω like a Lipschitz
characteristic LΩ = (LΩ, RΩ) and its diameter dΩ, so that these will comparable to the corresponding
ones of its approximating sets ωm,Ωm as we have stated in estimates (2.6.54). We recall that the
constant RΩ stands for the radius of the ball domains on which the boundary ∂Ω can be described as
a function of (n−1)-variables– the so-called local boundary chart– and LΩ is their Lipschitz constant–
we refer to Section 3.1.1 for the precise definition of a Lipschitz characteristic of Ω and its properties.

The smooth charts locally describing the boundaries ∂ωm, ∂Ωm will be defined on the same ref-
erence systems as the local charts describing ∂Ω, and owing to the Lipschitz continuity of the latter
boundary, we will also have strong convergence of the local charts in the Sobolev space W 1,p for all
p ∈ [1,∞).

Furthermore, if the boundary Ω enjoys additional regularity properties as, for instance, its local
boundary charts belong to the Sobolev spaceW 2,q (or they are of class C1,α) for some q ∈ [1,∞), then
the corresponding boundary charts of the approximating sets will also convergence in the W 2,q-sense
(in C1,α′

fo all 0 < α′ < α). In a certain way, this means that the second fundamental forms Bωm and
BΩm of the regularized sets converge in Lq to the “weak” curvature BΩ of the initial domain Ω. We
refer to Theorems 3.2.1,3.2.2 below.

Concerning its applications, in the previous chapters we have observed that approximating rough
domains via a sequence of smooth bounded domains is somewhat necessary when dealing with bound-
ary value problems in Partial Differential Equations. By tackling the same boundary value problem (or
its suitable regularization) on smoother domains, accordingly one obtains smoother solutions, hence it
is possible to perform all the desired computations and infer a priori estimates which do not depend on
the full regularity of the approximating sets Ωm, but only on some geometric constants of theirs like
a Lipschitz characteristics, or other suitable quantities possibly depending on the second fundamental
form BΩm .

78
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The notable example was already provided by the weighted isocapacitary function (2.1.14)

(3.1.1) KΩ(r) = sup
E ⊂ Br(x)
x ∈ ∂Ω

´
∂Ω∩E |BΩ|dHn−1

cap(E,Br(x))
for r > 0 ,

used in the characterization of global Sobolev regularity for the Stress field A(∇u) in Chapter 2.
We remark that in order for KΩ(r) to be well defined, it suffices that ∂Ω is Lipschitz continuous

and belongs to W 2,1, as it can be inferred from inequalities (3.1.11) below.

Before introducing the necessary definitions and stating the main theorems, we briefly review
the history of results related to ours, and highlight the differences and the novelties of our methods.
Smooth approximation of open sets, not necessarily having Lipschitzian boundary, has been object of
study by many authors. To the best of our knowledge, the first author who provided an approximation
of this kind is Nečas [164], followed by Massari & Pepe [146] and Doktor [86]. The underlying idea
behind their proof is nowadays standard, and it is typically used to approximate sets of finite perimeter.
This consists in regularizing the characteristic function of Ω via mollification and convolution, and then
define the approximating set Ωm as a suitable superlevel set of the mollified characteristic functions–
see for instance [5, Theorem 3.42] or [140, Section 13.2]. We point out that Schmidt [176] and Gui,
Hu & Li [113] constructed smooth approximating domains strictly contained in Ω under additional
assumptions on the finite perimeter domain Ω, whereas an outer approximation via smooth sets is
given by Doktor [86] when the domain Ω is endowed with a Lipschitz continuous boundary.

A different kind of approach, which makes use of Stein’s regularized distance, has been recently
developed by Ball & Zarnescu [18]. Here, the authors deal with C0 domains, i.e., domains whose bound-
ary can be locally described by merely continuous charts, and hence need not have finite perimeter.
We mention that their regularized domains Ωε are defined as the ε-superlevel set of the regularized
distance function, which in turn is obtained via mollification of the usual signed distance function.
Here, the parameter ε can be taken either positive or negative, according to the preferred method of
approximation, whether from the inside or outside of Ω.

The aforementioned techniques have thus been used to treat domains with “rough” boundaries;
however, they do not seem suitable to approximate domains which possess weakly defined curvatures,
even in the case of domains having bounded curvatures, e.g., ∂Ω ∈ C1,1. Namely, we do not recover
any quantitative information or convergence property regarding the second fundamental forms BΩm

from the original one BΩ. This is because first-order estimates regarding Ωm are proven by a careful
pointwise analysis of the gradient of the local charts describing their boundaries. In order to obtain
estimates about their second fundamental form BΩm , such pointwise analysis needs to be extended to
second-order derivatives, and this calls for the application of the implicit function theorem, for which
Ω is required to be at least of class C2.

This drawback is probably due to the fact that the above regularization procedures are global in
nature, i.e., they are obtained via mollification of functions “globally” describing Ω, like its charac-
teristic function or signed distance, whereas the second fundamental form of hypersurfaces of Rn is
defined via local parametrizations.

Comparatively, our proof relies on techniques which, in a sense, can be deemed as local in nature,
since the starting point of our method is the regularization of the functions of (n− 1)-variables which
locally describe ∂Ω. Thus, the approach here propose seems more suitable when dealing with weak
curvatures, though at the cost of requiring Ω to have a Lipschitz continuous boundary.

3.1.1 Basic definitions

Here we provide the relevant definitions of use throughout the rest of the chapter.
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From here onward, we will denote by ρ = ρ(x′) the standard, radially symmetric convolution
Kernel in Rn−1, i.e.,

ρ(x′) =

exp

{
− 1

1− |x′|2

}
if |x′| < 1

0 if |x′| ≥ 1 ,

and we shall write
ρm(x

′) := mn−1ρ
(
mx′

)
for m ∈ N. Also, given a function h ∈ L1

loc(Rn−1), the convolution operator Mm(h) will be defined as

Mm(h)(x
′) = h ∗ ρm(x′) =

ˆ
Rn−1

h(y′) ρm(x
′ − y′) dy′ .

We now give the precise definitions of Lipschitz domain and of Lipschitz characteristic.

Definition 3.1.1 (Lipschitz characteristic of a domain). An open set Ω in Rn is called a Lipschitz
domain if there exist constants LΩ > 0 and RΩ ∈ (0, 1) such that, for every x0 ∈ ∂Ω and R ∈ (0, RΩ]
there exist an orthogonal coordinate system centered at 0 ∈ Rn and an LΩ-Lipschitz continuous
function ϕ : B′

R → (−ℓ, ℓ), where B′
R denotes the ball in Rn−1, centered at 0′ ∈ Rn−1 and with radius

R, and

(3.1.2) ℓ = R(1 + LΩ),

satisfying

∂Ω ∩
(
B′
R × (−ℓ, ℓ)

)
= {(x′, ϕ(x′)) : x′ ∈ B′

R},
Ω ∩

(
B′
R × (−ℓ, ℓ)

)
= {(x′, xn) : x′ ∈ B′

R , −ℓ < xn < ϕ(x′)}.
(3.1.3)

Moreover, we set

(3.1.4) LΩ = (LΩ, RΩ),

and call LΩ a Lipschitz characteristic of Ω.

Definition 3.1.1 and identities (3.1.3) tell us that in the coordinate cylinder B′
RΩ

× (−ℓ, ℓ) centered
at a point x0 ∈ ∂Ω, we can represent ∂Ω and Ω as the graph and subgraph of an LΩ-Lipschitz function
ϕ of (n− 1)-variables, respectively.

It is easily seen that this definition coincides with the standard one for uniformly Lipschitz
domains–see, e.g., [116, Section 2.4]. Our definition has the advantage of pointing out LΩ = (LΩ, RΩ),
which appears in the characterization of our approximation sets, and was seen in the quantitative
estimates of the global regularity results.

Remark. Generally speaking, a Lipschitz characteristic LΩ = (LΩ, RΩ) is not uniquely determined.
For instance, if ∂Ω ∈ C1, then LΩ may be taken arbitrarily small, provided that RΩ is chosen suffi-
ciently small.

The function ϕ in definition 3.1.1 is typically called local (boundary) chart. By Rademacher’s
theorem, this function is differentiable for Hn−1-almost every x′, with gradient ∇ϕ bounded by LΩ.
In particular, this implies that any Lipschitz domain Ω admits a tangent plane on Hn−1-almost every
point of its boundary.
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The local chart ϕ naturally endows ∂Ω of a local parametrization

(3.1.5) ιϕ(x
′) =

(
x′, ϕ(x′)

)
under which, whenever ϕ is differentiable at x′, a basis of the tangent space at the point (x′, ϕ(x′)) is
given by

(3.1.6) Eϕ =

{
ei +

∂ϕ(x′)

∂x′i

}
i=1,...,n−1

where ei = (0, . . . , 1, . . . , 0) is the i-th canonical unit vector of Rn.
Moreover, via such parametrization ιϕ(x

′), the first fundamental form g = {gij}n−1
i,j=1 can be

computed as

(3.1.7) gij(x
′) = δij +

∂ϕ(x′)

∂x′i

∂ϕ(x′)

∂x′j
,

where δij denotes the Kronecker’s delta, and x′ is a point of differentiability of ϕ. Then, the inverse
matrix g−1 = {gij}n−1

i,j=1 can be explictly computed:

(3.1.8) gij(x′) = δij −
1

1 + |∇ϕ(x′)|2
∂ϕ(x′)

∂x′i

∂ϕ(x′)

∂x′j
.

For such points x0 =
(
x′, ϕ(x′)

)
∈ ∂Ω, we shall denote by Tx0∂Ω = Tx′∂Ω the tangent space at

x0. From the discussion above, ∂Ω admits a tangent plane Hn−1-almost every point x0 ∈ ∂Ω, hence
we may want to define a notion of weak second fundamental form which extends the classical one for
C∞-smooth domains of Rn.

For this purpose, we need some additional regularity assumptions on ϕ, and in particular on its
second-order derivatives.

Definition 3.1.2 (W 2,q domains and weak curvature). Let q ∈ [1,∞). We say that a bounded
Lipschitz domain Ω is of class W 2,q if the local boundary chart ϕ satisfying (3.1.3) belongs to the
Sobolev space W 2,q(B′

R). If ϕ ∈W 2,∞(B′
R), we say that ∂Ω ∈ C1,1 (or ∂Ω ∈W 2,∞).

More generally, if M is a function space containing L1(B′
R), we say that ∂Ω ∈ W 2M if the local

boundary chart ϕ ∈W 2M.

When ∂Ω ∈ W 2,1, the weak curvature BΩ of ∂Ω is a bilinear operator BΩ(x0) : Tx0∂Ω× Tx0∂Ω → R
defined for Hn−1-almost every point x0 ∈ ∂Ω such that, under the choice of local parametrization ιϕ

in (3.1.5), its components
{
Bij
}n−1

i,j=1
with respect to the basis Eϕ in (3.1.6) of Tx′∂Ω are locally defined

as

(3.1.9) Bij(x′) = − 1√
1 + |∇ϕ(x′)|2

∂2ϕ(x′)

∂x′i∂x
′
j

,

for Hn−1-almost every points x′ ∈ B′
R of differentiability of ϕ. Its norm is then given by

(3.1.10) |BΩ(x
′)| =

√
trace

(
(g−1∇2ϕ)2

)√
1 + |∇ϕ(x′)|2

,

where g−1 is the inverse matrix of g given by (3.1.8).
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The reader may verify that identities (3.1.5)-(3.1.10) concur with the usual ones when ∂Ω is a
smooth hypersurface of Rn–see, e.g., [131, pp. 246-249]. However, these definitions also make sense
when ϕ is merely Lipschitz continuous and belongs to the Sobolev space W 2,1. Indeed, the following
inequalities hold true:

(3.1.11)
|∇2ϕ(x′)|
(1 + L2

Ω)
3/2

≤ |BΩ(x
′)| ≤ |∇2ϕ(x′)| .

In order to prove (3.1.11), recalling (1.2.24)-(1.2.25) above, we have the elementary linear algebra
inequalities

λ2min|Y |2 ≤ tr
(
(XY )2

)
≤ λ2max |Y |2 ,

for all symmetric matrices X,Y , with X definite positive, where λmin, λmax denote the smallest and
largest eigenvalues of X. Then, owing to (3.1.8), we observe that the largest and smallest eigenvalues
of the matrix g−1 are respectively 1 and (1 + |∇ϕ|2)−1, and since |∇ϕ| ≤ LΩ we immediately infer
(3.1.11). Inequalities (3.1.11) also show that (locally) second fundamental form BΩ is equivalent to the
second-order derivatives of the local charts. In particular, we have that |BΩ| ∈ L1(∂Ω) if ∂Ω ∈W 2,1.

We close this section by pointing out that the above definitions can be easily extended to more
general domains. For instance, for k ≥ 2 and given a Marcinkiewicz space M we say that ∂Ω ∈W kM
if the boundary chart ϕ ∈W kM(B′

R), that is all of its derivatives up to order k belong to the function
space M in B′

R. Similarly, ∂Ω ∈ Ck ( ∂Ω ∈ Ck,α) if ϕ ∈ Ck(B′
R) (ϕ ∈ Ck,α(B′

R)).

3.2 Main results

Having dispensed of the necessary definitions and notations, we can now give a precise statement of
our main results. This is the content of this section, coupled with a few comments and an outline of
the proofs. Our first main result reads as follows.

Theorem 3.2.1. Let Ω ⊂ Rn be a bounded, Lipschitz domain, with Lipschitz characteristic LΩ =
(LΩ, RΩ).
(i) There exist sequences of bounded domains {ωm}, {Ωm}, such that ∂ωm ∈ C∞, ∂Ωm ∈ C∞, and

ωm ⋐ Ω ⋐ Ωm for all m ∈ N.

Their diameters satisfy

(3.2.1) dΩm ≤ c(n) dΩ , dωm ≤ c(n) dΩ ,

the following convergence property hold true

(3.2.2) lim
m→∞

|Ωm \ Ω| = 0 , lim
m→∞

|Ω \ ωm| = 0 ,

the Hausdorff distances safisfy

(3.2.3) distH(ωm,Ω) + distH(Ωm,Ω) ≤
12LΩ

√
1 + L2

Ω

m
for all m ∈ N,

and we may choose their Lipschitz characteristics LΩm = (LΩm , RΩm) and Lωm = (Lωm , Rωm) such
that

LΩm ≤ c(n)(1 + L2
Ω) , RΩm ≥ RΩ/

(
c(n)(1 + L2

Ω)
)

Lωm ≤ c(n)(1 + L2
Ω) , Rωm ≥ RΩ/

(
c(n)(1 + L2

Ω)
)
, for all m ∈ N.

(3.2.4)
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Moreover, the smooth boundaries ∂ωm, ∂Ωm are described with the help of the same co-ordinate systems
as ∂Ω, i.e., there exist finite number of local boundary charts {ϕi}Ni=1, {ψim}Ni=1 and {φim}Ni=1 which
describe ∂Ω, ∂Ωm and ∂ωm respectively, such that for each i = 1, . . . , N the functions ψim, φ

i
m ∈ C∞

are defined on the same reference system as ϕi, and

(3.2.5) ψim
m→∞−−−−→ ϕi and φim

m→∞−−−−→ ϕi in W 1,p(B′
RΩ−ε0) ,

for all p ∈ [1,∞), for all i = 1, . . . , N , and any fixed constant ε0 ∈ (0, RΩ/2).
(ii) If in addition ∂Ω ∈W 2,q for some q ∈ [1,∞), then

(3.2.6) ψim
m→∞−−−−→ ϕi and φim

m→∞−−−−→ ϕi in W 2,q(B′
RΩ−ε0) ,

and there exists a constant ĉ = ĉ(n,LΩ, dΩ) such that

(3.2.7) KΩm(r) +Kωm(r) ≤


ĉ
{
KΩ

(
ĉ (r + 1

m)
)
+ r
}

if n ≥ 3

ĉ
{
KΩ

(
ĉ (r + 1

m)
)
+ r log(1 + 1

r )
}

if n = 2

for all m ∈ N and r ≤ r0(n,LΩ).

Let us briefly comment on our result. Part (i) of Theorem 3.2.1 is mostly analogous to [86,
Theorem 5.1]; as expected from domains Ω with Lipschitz continuous boundary, the local charts of
∂Ωm, ∂ωm converge to the corresponding local charts of ∂Ω inW 1,p for all p ∈ [1,∞). In particular, by
the classical Morrey-Sobolev’s embedding Theorems, this entails an “almost Lipschitz convergence”,
i.e., the local charts ψim and φim converge to ϕi in every Hölder space C0,α with α ∈ (0, 1).

The main novelty of our result is given in Part (ii), where information about the second funda-
mental forms Bωm and BΩm (or equivalently ∇2φim and ∇2ψim) is retrieved when ∂Ω is endowed with
a weak curvature. For instance, by definition (3.1.9) and from the results of Theorem 3.2.1, via a
standard covering argument it is easy to show that

(3.2.8)

ˆ
∂Ωm

|BΩm |qdHn−1 →
ˆ
∂Ω

|BΩ|qdHn−1 and

ˆ
∂ωm

|Bωm |qdHn−1 →
ˆ
∂Ω

|BΩ|qdHn−1 ,

for all q ∈ [1,∞) such that ∂Ω ∈W 2,q.
Other than this convergence property, we obtain the isocapacitary estimate (3.2.7), where KΩ and

KΩm ,Kωm are the functions defined in (2.1.14) relative to Ω,Ωm and ωm, respectively. In the proof of
(3.2.7), we will also explicitly write the constant ĉ appearing therein.

Finally, the fixed parameter ε0 ∈ (0, RΩ/2) appearing in (3.2.5) and (3.2.6) is purely technical,
and does not affect the validity of the convergence results since the boundaries ∂Ω, ∂Ωm and ∂ωm all
share the same coordinate cylinders of the kind B′

RΩ/2
× (−ℓ, ℓ), where ℓ = (1 + LΩ)RΩ.

Outline of the proof. We fix a covering of ∂Ω, with corresponding partition of unity {ξi}i and local
boundary charts {ϕi}i, which are LΩ-Lipschitz continuous.

Then we regularize each function ϕi via convolution, and add (or subtract) a suitable constant,
so that we obtain C∞-smooth functions {ϕim}i such that ϕim > ϕi ( or ϕim < ϕi).

However, in the original reference system, the graphs of these smooth functions Gϕim are not
“glued” together, and thus their union is not the boundary of a domain, unlike the graphs Gϕi whose
union describes ∂Ω– see Figure 3.1 below.

To overcome this problem, we define a suitable C∞-smooth function Fm, built upon {ϕim}i and
{ξi}i– see equation (3.6.15) below– and define the regularized set Ωm as the sublevel set {Fm < 0}, so
that

∂Ωm = {Fm = 0},
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and by construction we will have ωm ⋐ Ω ⋐ Ωm.
The function Fm is called boundary defining functions of Ωm– see [130, Section 5.4].

In order to show that ∂Ωm is a smooth manifold, we prove that the gradient of Fm along the
directions of graphicality of ϕi is greater than a positive constant depending on LΩ– see estimate
(3.6.21). This property of Fm will be proven by exploiting the so-called transversality condition of
ϕi, which is inherited via convolution by ϕim as well. Therefore, Fm is strictly monotone along these
directions, which entails that its zero-level set ∂Ωm is a smooth manifold with local boundary charts
ψim defined on the same reference system as ϕi.

Thanks to the properties of convolution, we show that Fm converge to the boundary defining
function F of Ω built upon {ϕi}i and {ξi}i– see equations (3.6.10) and (3.6.11)– and thus ψim converge
uniformly to ϕi.

Then, as in the proof of the implicit function theorem, we differentiate the identity Fm
(
y′, ψim(y

′)
)
=

0, so that we may express the gradient ∇ψim (and its Hessian ∇2ψim) in terms of {ϕjm,∇ϕjm}j (and

{∇2ϕjm}j), and then (3.2.4), (3.2.5) (and (3.2.6)) will be obtained by exploiting the convergence prop-
erties of convolution.

Finally, in order to get the isocapacitary estimate (3.2.7), we make use of the estimates on |∇2ψim|
obtained in the previous steps, as to evaluate weighted Poincaré type quotients of the kind

´
∂Ωm

v2 |BΩm | dHn−1´
Rn |∇v|2dx

, v ∈ C∞
c

(
Br(x

0
m)
)
, x0m ∈ ∂Ωm

in terms of the corresponding quotient with weight |BΩ|, and then (3.2.7) will follow from the celebrated
isocapacitary equivalency Theorem of Maz’ya [147], [150, Theorem 2.4.1] or [170, Propositions 16.1-
16.2]

Our next and final result shows the flexibility of our approximation method, which takes into
account even higher regularity of the domain Ω.

Theorem 3.2.2. Under the same notations as Theorem 3.2.1, we have that

1. if ∂Ω ∈ Ck for some k ∈ N, then

ψim
m→∞−−−−→ ϕi and φim

m→∞−−−−→ ϕi in Ck(B′
RΩ−ε0);

2. if ∂Ω ∈ Ck,α for some k ∈ N and α ∈ (0, 1), then

ψim
m→∞−−−−→ ϕi and φim

m→∞−−−−→ ϕi in Ck,α
′
(B′

RΩ−ε0),

for all 0 < α′ < α;

3. if ∂Ω ∈W k,q for some k ∈ N and q ∈ [1,∞), then

ψim
m→∞−−−−→ ϕi and φim

m→∞−−−−→ ϕi in W k,q(B′
RΩ−ε0).

4. if ∂Ω ∈ Ck,1 for some k ∈ N, then

ψim
m→∞−−−−→ ϕi and φim

m→∞−−−−→ ϕi weakly-∗ in W k,∞(B′
RΩ−ε0).

The proof of Theorem 3.2.2 can be easily carried out by extending the proof and estimates of
Theorem 3.2.1 to higher order derivatives, and by using standard compactness theorems such as
Ascoli-Arzelá’s and weak-∗ compactness. For this very reason, we decided to omit the proof.
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Ω

Figure 3.1: In red: the graphs of the regularized local charts (up to isometry)

3.3 Auxiliary results

In this section, we state and prove a useful convergence property regarding the convolution of functions
composed with a suitable family of bi-Lipschitz maps.

Proposition 3.3.1. Let U ⊂ Rn−1 be a bounded domain, K > 0 be a constant, and {Ψm}m∈N be a
family of bi-Lipschitz maps on U such that

(3.3.1) sup
m∈N

∥∇Ψ−1
m ∥L∞ ≤ K ,

and there exists a bi-Lipschitz map Ψ : U → Ψ(U) such that

(3.3.2) ∥Ψm −Ψ∥L∞(U) ≤
K

m
for all m ∈ N.

Let O ⊂ Rn−1 open be such that Ψ(U) ⋐ O, and ϕ ∈ Lp(O) for some p ∈ [1,∞). Then

(3.3.3) Mm(ϕ) ◦Ψm
m→∞−−−−→ ϕ ◦Ψ Hn−1-a.e. in U and in Lp(U).

Proof. Set
Uϕ :=

{
x′ ∈ U : Ψ(x′) is a Lebesgue point of ϕ

}
By Lebesgue differentiation theorem and since Ψ is a bi-Lipschitz map, we have that Uϕ is a subset of
U with full measure. Also, thanks to (3.3.2) and the fact that Ψ

(
U
)
⋐ O, we have that ϕ and Mm(ϕ)
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are well defined on a neighbourhood of Ψm(U) for m > m0 large enough. Then, for all x′ ∈ Uϕ we
have ∣∣Mm(ϕ)

(
Ψm(x

′)
)
− ϕ

(
Ψ(x′)

)∣∣ = ∣∣∣∣ ˆ
B′

1
m

(Ψm(x′))

[
ϕ(z′)− ϕ

(
Ψ(x′)

)]
ρm
(
Ψm(x

′)− z′
)
dz

∣∣∣∣
≤
(
sup
Rn−1

ρ
)
mn−1

ˆ
B′

(K+1)
m

(Ψ(x′))

∣∣ϕ(z′)− ϕ
(
Ψ(x′)

)∣∣ dz′ m→∞−−−−→ 0 .

Above we used the fact that Ψ(x′) is a Lebesgue point of ϕ, and B′
1
m

(Ψm(x
′)) ⊂ B′

(K+1)
m

(Ψ(x′)) as a

consequence of (3.3.2).
Now fix ε > 0, and take a function ϕ̃ ∈ C∞

c (Rn−1) satisfying

(3.3.4) ∥ϕ− ϕ̃∥pLp(O) ≤ ε .

Standard properties of convolutions ensure that

(3.3.5) ∥Mm(ϕ̃)− ϕ̃∥L∞(O)
m→∞−−−−→ 0 .

Then we haveˆ
U

∣∣Mm(ϕ)
(
Ψm(x

′)
)
− ϕ

(
Ψ(x′)

)∣∣p dx′ ≤ c(p)

ˆ
U

∣∣Mm(ϕ− ϕ̃)
(
Ψm(x

′)
)∣∣p dx′

+ c(p)

ˆ
U

∣∣Mm(ϕ̃)
(
Ψm(x

′)
)
− ϕ̃

(
Ψ(x′)

)∣∣p dx′ + c(p)

ˆ
U

∣∣ϕ̃(Ψ(x′)− ϕ
(
Ψ(x′)

)∣∣p dx′(3.3.6)

By applying Jensen inequality, the change of variables w′ = Ψm(x
′)− z′ and Fubini-Tonelli’s Theorem

we obtainˆ
U

∣∣Mm(ϕ− ϕ̃)
(
Ψm(x

′)
)∣∣p dx′ ≤ ˆ

U

ˆ
B′

1/m

∣∣ϕ(Ψm(x
′)− z′

)
− ϕ̃

(
Ψm(x

′)− z′
)∣∣pρm(z′) dz′ dx′

≤ c(n)Kn−1

ˆ
Rn−1

ρm(z
′) dz′

ˆ
O

∣∣ϕ(w′)− ϕ̃(w′)
∣∣p dw′ ≤ c(n)Kn−1 ε ,

where we also used estimates (3.3.1) and (3.3.4).
Then, by using (3.3.2) and (3.3.5), it is immediate to verify that

lim
m→∞

ˆ
U

∣∣Mm(ϕ̃)
(
Ψm(x

′)
)
− ϕ̃

(
Ψ(x′)

)∣∣p dx′ = 0 ,

and finally, via a change of variables y′ = Ψ(x′), and (3.3.4) we get

ˆ
U

∣∣ϕ̃(Ψ(x′)− ϕ
(
Ψ(x′)

)∣∣p dx′ ≤ c(n) ∥∇Ψ−1∥n−1
L∞ ε .

Henceforth, by plugging the last three estimates into (3.3.6), we find

lim sup
m→∞

ˆ
U

∣∣Mm(ϕ)
(
Ψm(x

′)
)
− ϕ

(
Ψ(x′)

)∣∣p dx′ ≤ c(n, p, L,Ψ) ε ,

and thus (3.3.3) follows by the arbitrariness of ε.
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We close this section recalling a variant of Lebesgue dominated convergence Theorem which will
be useful later on.

Theorem 3.3.2 (Dominated convergence Theorem). Let {fk}k∈N be a sequence of measurable func-
tions on E ⊂ Rn−1 such that

(i) fk → f almost everywhere on E;

(ii) |fk| ≤ gk almost everywhere on E, with gk ∈ Lq(E) for some q ∈ [1,∞);

(iii) there exists g ∈ Lq(E) such that gk → g a.e. on E, and
´
E g

q
k dx→

´
E g

q dx.

Then f ∈ Lq(E), and ˆ
E
|fk − f |q dx→ 0 .

3.4 Transversality and graphicality

Throughout this section, we shall consider an isometry T of Rn, such that

(3.4.1) Tx = Rx+ x0 , x ∈ Rn ,

where R =
{
Rij

}n
i,j=1

is an orthogonal matrix of Rn, and x0 ∈ Rn. Let

n = Rten ∈ Sn−1 ,

where en denotes the n-th canonical vector of Rn, i.e., en = (0, . . . , 0, 1), Rt is the transpose matrix
of R, and Sn−1 is the unit sphere on Rn.

Here we introduce the geometric notion of transversality, which was already used in [117] in a
wider sense. The definition given here suffices to our purposes.

Definition 3.4.1 (Transversality). Let ϕ : U → R be a Lipschitz continuous function on U ⊂ Rn−1

open. We say that a unit vector n ∈ Sn−1 is transversal to ϕ if there exists κ > 0 such that

n · ν(x′) ≥ κ for Hn−1-a.e. x′ ∈ U,

where ν denotes the outward normal to Gϕ with respect to the subgraph Sϕ.

The next proposition shows a very interesting feature: the transversality of n ∈ Sn−1 to a Lipschitz
function ϕ is equivalent to the graphicality (and subgraphicality) of ϕ with respect to any reference
system having en = n, that is after performing a rotation of the axes through R, the graph and
subgraph of ϕ are mapped onto the graph and subgraph of another function ψ– see identities (3.4.2)
below.

Proposition 3.4.2. Let U ⊂ Rn−1 be open, ϕ : U → R be a Lipschitz function, let T be an isometry
of the form (3.4.1), and let n = Rten.
(i) If there exists an L-Lipschitz function ψ : V → R such that

(3.4.2) TGϕ = Gψ and TSϕ = Sψ ∩ T (U × R) ,

then we have the transversality condition

(3.4.3) n · ν(x′) ≥ 1√
1 + L2

for Hn−1-a.e. x′ ∈ U .

(ii) Viceversa, if ϕ ∈ Ck(U) for some k ∈ N and (3.4.3) holds, then there exist V ⊂ Rn−1 open, and a
function ψ ∈ Ck(V ) such that ∥∇ψ∥L∞(V ) ≤ L and (3.4.2) holds true.
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Let us comment on this result. Part (i) states that if Gϕ and Sϕ are, respectively, the graph and
subgraph of an L-Lipschitz function ψ with respect to the reference system z = (z′, zn) having n = en,
then the quantitative transversality estimate (3.4.3) holds true.

Part (ii) states the opposite in the Ck case: the transversality condition (3.4.3) implies the graph-
icality and subgraphicality of ϕ with respect to the coordinate system z = (z′, zn), and it also provides
a Lipschitz estimate to ψ.

Before starting the proof, we need to introduce the so-called transition map C from ϕ to ψ. Under the
same notation as Proposition 3.4.2, the transition map C : U → V is defined as

Cx′ := ΠT
(
x′, ϕ(x′)

)
.

Here Π : Rn → Rn−1 is the projection map Π(x′, xn) = x′. Observe that, when identities (3.4.2) hold
true, by the very definition of C we have the equation

T
(
x′, ϕ(x′)

)
=
(
Cx′, ψ

(
Cx′
))

In particular, this implies that C is a bijection, with inverse function C−1 : V → U given by

C−1z′ = ΠT−1
(
z′, ψ(z′)

)
.

Also, since ϕ, ψ are Lipschitz continuous, then C is a bi-Lipschitz tranformation from U to V .

φ(x′)

x′

T

ψ(Cx′)

n

z′ = Cx′

R

en

ν(x′)
Rν(x′)

Figure 3.2:

Proof of Proposition 3.4.2. (i) By Rademacher’s theorem, the normal vector ν to Gϕ outward with
respect to Sϕ is well defined Hn−1-almost everywhere, and thanks to (3.4.2) and the definition of C,
we may write

(3.4.4) ν(x′) =
(−∇ϕ(x′), 1)√
1 + |∇ϕ(x′)|2

= Rt

(
(−∇ψ(Cx′), 1)√
1 + |∇ψ(Cx′)|2

)
Hn−1-a.e. x′ ∈ U .

Therefore, since Rn = en and |∇ψ| ≤ L, from (3.4.4) we infer

(3.4.5) n · ν(x′) = en · Rν(x′) =
1√

1 + |∇ψ(Cx′)|2
≥ 1√

1 + L2
for Hn−1-a.e. x′ ∈ U .
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(ii) Assume ϕ ∈ Ck(U) and that (3.4.3) is in force.
Consider the Ck-function f : U × R → R, defined as f(x) := xn − ϕ(x′), so that

(3.4.6) {f = 0} = Gϕ and {f < 0} = Sϕ .

Now let f̃ : T (U ×R) → R be the function defined as f̃(z) = f(x) for z = Tx. Recalling Rn = en,
via the chain rule we compute

(3.4.7)
∂f̃(z)

∂zn
= Rnn −

n−1∑
k=1

∂ϕ(x′)

∂x′k
Rnk = (−∇ϕ(x′), 1) · n .

Thus, from expression (3.4.4) of ν(x′) and estimate (3.4.3), we obtain

(3.4.8)
∂f̃(z)

∂zn
=
√
1 + |∇ϕ(x′)|2 ν(x′) · n ≥ 1√

1 + L2
for z = Tx.

Therefore, owing to (3.4.8) and the implicit function theorem, we immediately infer the existence of a
function ψ ∈ Ck(V ), with V ⊂ Rn−1 open, such that

{f̃ = 0} = Gψ and {f̃ = 0} = Sψ ∩ T (U × R).

Thereby, (3.4.2) follows from the very definition of f̃ and (3.4.6).
Finally, by using (3.4.5) we infer that |∇ψ(Cx′)| ≤ L for all x′ ∈ U , whence ∥∇ψ∥L∞(V ) ≤ L since

the transition map C is a bijection.

Remark 3.4.3. We point out that inequality (3.4.8), when evaluated at points z = T
(
x′, ϕ(x′)

)
, holds

true if ϕ and ψ are merely Lipschitz continuous and satisfy (3.4.2).
Indeed, since C is a bi-Lipschitz map, by Rademacher’s Theorem and the chain rule we may

perform the same computations as (3.4.7)-(3.4.8) and get

(3.4.9) Rnn −
n−1∑
k=1

∂ϕ(x′)

∂x′k
Rnk ≥

1√
1 + L2

for Hn−1-a.e. x′ ∈ U .

By making use of this information, we now show that the transversality condition (3.4.3) is
inherited by the regularized function Mm(ϕ). This is the content of the following proposition

Proposition 3.4.4. Let U, V ⊂ Rn−1 be open bounded , let T be an isometry of the form (3.4.1),
and n = Rten. Let ϕ : U → R and ψ : V → R be L-Lipschitz functions satisfying (3.4.2). If we set

Um :=
{
x′ ∈ U : dist(x′, ∂U) > 1

m

}
and for some sequence {cm}m∈N ⊂ R we define

ϕm(x
′) :=Mm(ϕ)(x

′) + cm for x′ ∈ Um,

then ϕm is L-Lipschitz continuous on Um and

(3.4.10) ∥ϕm − ϕ∥L∞(Um) ≤
L

m
+ |cm| .



CHAPTER 3. SMOOTH APPROXIMATION OF LIPSCHITZ DOMAINS 90

In addition, we have the transversality condition

(3.4.11) Rnn −
n−1∑
k=1

∂ϕm
∂x′k

(x′)Rnk =
(
−∇ϕm(x′), 1

)
· n ≥ 1√

1 + L2
for all x′ ∈ Um,

and

(3.4.12) n · νm(x′) ≥
1

1 + L2
for all x′ ∈ Um ,

where νm is the outward unit normal to Gϕm with respect to the subgraph Sϕm .

Proof. Let x′0 ∈ Um. By multiplying (3.4.9) with ρm(x
′
0 − x′) and integrating in x′ we immediately

obtain

Rnn −
n−1∑
k=1

∂Mm(ϕ)(x
′
0)

∂x′k
Rnk ≥

1√
1 + L2

for all x′0 ∈ Um,

and (3.4.11) holds true.
Next, from the L-Lipschitz continuity of ϕ, we have∣∣Mm(ϕ)(x

′)−Mm(ϕ)(y
′)
∣∣ ≤ ˆ

Rn−1

∣∣ϕ(x′ − z′)− ϕ(y′ − z′)
∣∣ ρm(z′) dz′

≤ L |x′ − y′|
ˆ
Rn−1

ρm(z
′) dz′ = L |x′ − y′|

for all x′, y′ ∈ Um, hence ϕm is L-Lipschitz continuous as well. From this and (3.4.11), we get

n · νm(x′) = n ·
(
−∇Mm(ϕ)(x

′), 1
)√

1 + |∇Mm(ϕ)(x′)|2
≥ 1

1 + L2
for all x′ ∈ Um,

that is (3.4.12). Next, since ρm is radially symmetric and ϕ is L-Lipschitz continuous, for all x′ ∈ Um
we get ∣∣Mm(ϕ)(x

′)− ϕ(x′)
∣∣ ≤ ˆ

B′
1/m

∣∣ϕ(x′ + y′)− ϕ(x′)
∣∣ ρm(y′) dy′

≤
ˆ
B′

1/m

L |y′| ρm(y′) dy′ ≤
L

m
,

and thus (3.4.10) follows.

Since we have proven that the regularized function Mm(ϕ) satisfies the transversality condition,
Part (ii) of Proposition 3.4.2 entails its “graphicality” with respect to the coordinate system having
n = en.

Proposition 3.4.5. Under the same assumptions of Proposition 3.4.4, there exist Vm ⊂ Rn−1 open
bounded such that

(3.4.13) distH(Vm, V ) ≤ 2
√
1 + L2

m
+ |cm| ,

and a function ψm ∈ C∞(Vm) satisfying

(3.4.14) ∥∇ψm∥L∞(Vm) ≤ 2(1 + L2) ,
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(3.4.15) TGϕm = Gψm and TSϕm = Sψm ∩ T
(
Um × R

)
.

If in addition Vm ∩ V ̸= ∅, then

(3.4.16) ∥ψm − ψ∥L∞(Vm∩V ) ≤
L(1 + L)

m
+ (1 + L) |cm|,

and if Cm is the transition map of ϕm, we have that

(3.4.17) ∥Cm − C∥L∞(Um) + ∥C−1
m − C−1∥L∞(Vm∩V ) ≤ c(n) (1 + L2)

( 1

m
+ |cm|

)
.

Proof. From the results of Part (ii) of Proposition 3.4.2 and (3.4.12), there exist Vm ⊂ Rn−1 open
bounded, and a function ψm ∈ C∞(Vm) such that (3.4.15) holds. Also, owing to (3.4.3), we immedi-
ately obtain (3.4.14).

Now we recall that the transition map of ϕm is the function Cm : Um → Vm defined as Cmx′ =
ΠT

(
x′, ϕm(x

′)
)
, and for all x′ ∈ Um we have

T
(
x′, ϕ(x′)

)
=
(
Cx′, ψ(Cx′)

)
and T

(
x′, ϕm(x

′)
)
=
(
Cmx

′, ψm(Cmx′)
)
,

so that from (3.4.10) we infer

|cm|+
L

m
≥ |ϕm(x′)− ϕ(x′)| =

∣∣(x′, ϕm(x′))− (x′, ϕ(x′))∣∣ = ∣∣(Cmx′, ψm(Cmx′))− (Cx′, ψ(Cx′))∣∣ ,
for all x′ ∈ Um. In particular

(3.4.18)


|Cmx′ − Cx′| ≤ L

m
+ |cm|∣∣ψm(Cmx′)− ψ

(
Cx′
)
| ≤ L

m
+ |cm|

for all x′ ∈ Um

The first inequality in (3.4.18) entails distH
(
Vm, C(Um)

)
≤ L

m + |cm|.
On the other hand, by definition of Um, for any x

′ ∈ U we may find x′m ∈ Um such that |x′−x′m| ≤
1
m . Since Π and T are 1-Lipschitz continuous, and ϕ is L-Lipschitz continuous, it follows that

|Cx′ − Cx′m| ≤
∣∣(x′, ϕ(x′))− (x′m, ϕ(x′m))∣∣ ≤ √

1 + L2

m
,

which implies distH
(
C(Um), V

)
≤

√
1+L2

m since C(U) = V . Hence, by using the triangle inequality we
get

distH
(
Vm, V

)
≤ distH

(
Vm, C(Um)

)
+ distH

(
C(Um), V

)
≤ 2

√
1 + L2

m
+ |cm| ,

that is (3.4.13).
Next, on assuming that Vm ∩ V ̸= ∅, and Cm being a bijection between Um and Vm, we may take

a point y′ ∈ Vm ∩ V such that y′ = Cmx′ for some x′ ∈ Um From (3.4.18) we find

|Cmx′ − Cx′| = |y′ − CC−1
m y′| ≤ L

m
+ |cm| ,

and ∣∣ψ(Cx′)− ψm
(
Cmx′

)∣∣ = ∣∣ψ(CC−1
m y′

)
− ψm(y

′)
∣∣ ≤ L

m
+ |cm| .
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By using these two estimates and the L-Lipschitz continuity of ψ, we obtain

|ψ(y′)− ψm(y
′)| ≤ |ψ(y′)− ψ(CC−1

m y′)|+ |ψ(CC−1
m y′)− ψm(y

′)|

≤ L |y′ − CC−1
m y′|+ L

m
+ |cm| ≤

L(1 + L)

m
+ (1 + L) |cm| for all y′ ∈ Vm ∩ V ,

that is (3.4.16). Finally, by making use of (3.4.16) and a similar argument as in the proof of (3.4.18),
we obtain (3.4.17).

The next proposition shows that if ϕ ∈ W 2,q, then ψ ∈ W 2,q as well. Namely, graphicality
preserves Sobolev second-order regularity for Lipschitz functions.

Proposition 3.4.6. Under the same assumptions of Propositions 3.4.4-3.4.5, if in addition ϕ ∈
W 2,q
loc (U) for some q ∈ [1,∞], then ψ ∈W 2,q

loc (V ).

Proof. In the following proof, we will make use of Propositions 3.4.4-3.4.5 with cm ≡ 0.
Fix U0 ⋐ U open, and set V0 = C(U0). Since distH(Vm, V ) → 0 due to (3.4.13), from [116,

Proposition 2.2.17] we may find m0 > 0 large enough such that

V0 ⋐ V ∩ Vm for all m > m0.

Now let
fm(x) = xn −Mm(ϕ)(x

′) for x ∈ Um × R,

and set f̃m(y) ≡ fm(x) for y = Tx. Then owing to (3.4.15), we have that f̃m
(
y′, ψm(y

′)
)
= 0 for all

y′ ∈ Vm. By differentiating this expression, we obtain

(3.4.19)
∂ψm
∂y′k

(y′) = −
(
∂f̃m
∂yn

(
y′, ψm(y

′)
))−1(∂f̃m

∂y′k

(
y′, ψm(y

′)
))

,

and from the chain rule, equation n = Rten, the definition of C−1
m and (3.4.11), we have

∂f̃m
∂y′k

(
y′, ψm(y

′)
)
= Rkn −

n−1∑
l=1

∂Mm(ϕ)

∂x′l
(C−1
m y′)Rkl

∂f̃m
∂yn

(
y′, ψm(y

′)
)
= Rnn −

n−1∑
l=1

∂Mm(ϕ)

∂x′l
(C−1
m y′)Rnl ≥

1√
1 + L2

,

(3.4.20)

Moreover, thanks to (3.4.14) and the L-Lipschitz continuity ofMm(ϕ), the maps Cm are uniformly
bi-Lipschitz, i.e.,

∥∇Cm∥L∞ + ∥∇C−1
m ∥L∞ ≤ C(n,L).

Thanks to this piece of information and (3.4.17), we may apply Proposition 3.3.1 and get

(3.4.21) ∇Mm(ϕ)(C−1
m y′) → ∇ϕ(C−1y′) for Hn−1-a.e. y′ ∈ V0

By combining (3.4.19)-(3.4.21), and by using dominated convergence theorem, we find that ∇ψm
converges in Lp(V0) to some vector-valued function G for all p ∈ [1,∞). It then follows from (3.4.16)
and the uniqueness of the distributional limit that G = ∇ψ, hence

(3.4.22) ∇ψm → ∇ψ Hn−1-a.e. in V0 and in Lp(V0).
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Next, we differentiate twice identity f̃m
(
y′, ψm(y

′)
)
= 0, and for k, r = 1, . . . , n− 1 we obtain

∂2ψm
∂y′k∂y

′
r

(y′) = −
(
∂f̃

∂yn

(
y′, ψm(y

′)
))−1{ ∂2f̃

∂y′k∂y
′
r

(
y′, ψm(y

′)
)
+

∂2f̃

∂y′k∂yn

(
y′, ψm(y

′)
) ∂ψm
∂y′r

(y′)

+
∂2f̃

∂y′r∂yn

(
y′, ψm(y

′)
) ∂ψm
∂y′k

(y′)

+
∂2f̃

∂yn∂yn

(
y′, ψm(y

′)
) ∂ψm
∂y′k

(y′)
∂ψm
∂y′r

(y′)

}
,

(3.4.23)

while from the chain rule and the properties of Cm, we obtain

(3.4.24)
∂2f̃

∂y′k∂y
′
r

(
y′, ψm(y

′)
)
= −

n−1∑
l,t=1

∂2Mm(ϕ)

∂x′l∂x
′
t

(C−1
m y′)RklRrt .

Then, another application of Proposition 3.3.1 entails that

∇2Mm(ϕ)(C−1
m y′) → ∇2ϕ(C−1y′) for Hn−1-a.e. y′ ∈ V0 and in Lq(V0),

in the Case q ∈ [1,∞). From this, (3.4.20), (3.4.22)-(3.4.24) and by using dominated convegence
Theorem 3.3.2, we find that ∇2ψm converges in Lq(V0) to some matrix valued function H. Whence
H = ∇2ψ due to the uniqueness of the distributional limit, and the proof in the Case q ∈ [1,∞) is
complete due to the arbitrariness of U0.

In the Case q = ∞, from (3.4.20), (3.4.23) and (3.4.24) we infer that {ψm}m is a sequence
uniformly bounded in W 2,∞(V0) with respect to m. Therefore, up to a subsequence, we have that ψm
weakly-∗ converge in W 2,∞(V0) to ψ, thus completing the proof.

Remark 3.4.7. Let us point out that, by using the argument of (3.4.19)-(3.4.22), it is possible to
extend Part (ii) of Proposition 3.4.2 to merely Lipschitz continuous functions ϕ.

At last, we close this section with the following intrinsic property of W 2,q domains. Namely, every
Lipschitz local boundary chart ϕ of ∂Ω ∈W 2,q is of class W 2,q.

Corollary 3.4.8. Let Ω be a bounded Lipschitz domains such that ∂Ω ∈ W 2,q for some q ∈ [1,∞].
Then any Lipschitz local chart ψ of ∂Ω is of class W 2,q.

Proof. From Definition 3.1.2, there exists a Lipschitz local chart ϕ ∈ W 2,q and an isometry T such
that (3.4.2) holds. The thesis then follows from Proposition 3.4.6.

We conclude by mentioning that both Proposition 3.4.6 and Corollary 3.4.8 can be easily extended
to the W k,q Case.

3.5 Trace inequalities in Lipschitz domains

The goal of this section is to study weighted Poincaré trace inequalities on LΩ-Lipschitz domains,
which were utilized in the proof of the global quantitative regularity estimates of Chapter 2.

The validity of such inequalities is characterized in terms of weighted isocapacitary inequalities
and, as a consequence, of integrability properties of the weight function. The focus of our discussion
is on the explicit dependence of the constants in the relevant inequalities on both the weight and the
Lipschitz characteristic LΩ of the domains.
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Let Ω be a Lipschitz domain with Lipschitz characteristic LΩ = (LΩ, RΩ), and let ϱ ∈ L1(∂Ω) be
a nonnegative function. We set, for r ∈ (0, RΩ],

(3.5.1) KΩ,ϱ(r) = sup
E ⊂ Br(x)
x ∈ ∂Ω

´
∂Ω∩E ϱ dH

n−1

cap(Br(x), E)
,

and

(3.5.2) ΨΩ,ϱ(r) =


sup
x∈∂Ω

∥ϱ∥Ln−1,∞(∂Ω∩Br(x)) if n ≥ 3

sup
x∈∂Ω

∥ϱ∥L1,∞ logL(∂Ω∩Br(x)) if n = 2.

A bound for the constant in a trace inequality in terms of the quantity KΩ,ϱ(r) is provided by the
following result.

Proposition 3.5.1. Let Ω be a bounded Lipschitz domain in Rn, with Lipschitz characteristic LΩ =
(LΩ, RΩ). Assume that ϱ is a nonnegative function on ∂Ω such that ϱ ∈ L1(∂Ω). Then,

(3.5.3)

ˆ
∂Ω∩BR(x0)

v2 ϱ dHn−1 ≤ 32 (1 + LΩ)
4KΩ,ϱ(R)

ˆ
Ω∩BR(x0)

|∇v|2 dx ,

for every x0 ∈ ∂Ω, for every R ∈ (0, RΩ], and for every v ∈W 1,2
0 (BR(x0)).

Proof. Under the notations of Definition 3.1.1, observe that the function

ψ : B′
R × (−ℓ, ℓ) → ψ

(
B′
R × (−ℓ, ℓ)

)
given by

(3.5.4) ψ(x′, xn) = (x′, xn − ϕ(x′)) for (x′, xn) ∈ B′
R × (−ℓ, ℓ),

defines a bi-Lipschitz diffeomorphism, whose inverse

ψ−1 : ψ
(
B′
R × (−ℓ, ℓ)

)
→ B′

R × (−ℓ, ℓ)

obeys:
ψ−1(y′, yn) = (y′, yn + ϕ(y′)) for (y′, yn) ∈

(
B′
R × (−ℓ, ℓ)

)
.

Notice also that ψ
(
B′
R × (−ℓ, ℓ)

)
⊂ B′

R × (−2ℓ, 2ℓ), and

(3.5.5) ∥∇ψ∥L∞ + ∥∇ψ−1∥L∞ ≤ c (1 + LΩ)

for some constant c = c(n).
In what follows, with a slight abuse of notation, we shall identify Rn−1 × {0} with Rn−1, and subsets
of the former set with subsets of the latter.
We may assume, without loss of generality, that x0 = 0. Fix a compact set F ⊂ ψ

(
BR
)
. Hence, the

set E = ψ−1(F ) is a compact subset of BR. Moreover,

ˆ
∂Ω∩E

ϱ dHn−1 =

ˆ
ψ(∂Ω∩E)

(ϱ ◦ ψ−1)(y′, 0)
√

1 + |∇φ(y′)|2 dy′(3.5.6)
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=

ˆ
F∩B′

R

(ϱ ◦ ψ−1)(y′, 0)
√

1 + |∇φ(y′)|2 dy′ .

We claim that

(3.5.7) cap
(
E,BR

)
≤ 2 (1 + LΩ)

2 cap
(
F,ψ(BR)

)
.

To prove this claim, fix a function θ ∈ C0,1
0

(
ψ(BR)

)
such that θ ≥ 1 in F . Therefore, θ◦ψ ∈ C0,1

0 (BR),
θ ◦ ψ ≥ 1 in E, and

cap
(
E,BR

)
≤
ˆ
BR

|∇(θ ◦ ψ)|2 dx ≤ 2 (1 + LΩ)
2

ˆ
BR

∣∣∇θ(ψ(x))∣∣2 dx
= 2 (1 + LΩ)

2

ˆ
ψ(BR)

|∇θ|2 dy.

Inequality (3.5.7) hence follows by taking the infimum over θ. Combining (3.5.6) and (3.5.7) entails

(3.5.8)

´
F∩B′

R
(ϱ ◦ ψ−1)(y′, 0)

√
1 + |∇φ(y′)|2dy′

cap(F,ψ(BR))
≤ 2 (1 + LΩ)

2

´
E∩∂Ω ϱ dH

n−1

cap(E,BR)

It suffices to prove inequality (3.5.3) for functions v ∈ C0,1
0 (BR), the general case following via a

standard density argument. Since the function v◦ψ−1 ∈ C0,1
0

(
ψ
(
B′
R×(−ℓ, ℓ)

))
⊂ C0,1

0

(
B′
R×(−2ℓ, 2ℓ)

)
,

it can be extended to a function w : Rn → R as

(3.5.9) w(y′, yn) =

{
v ◦ ψ−1(y′, yn) if yn ≤ 0

v ◦ ψ−1(y′,−yn) if yn > 0.

Observe that

(3.5.10) ∥w∥2L2(Rn) = 2 ∥v ◦ ψ−1∥2L2(Rn−) and ∥∇w∥2L2(Rn) = 2 ∥∇(v ◦ ψ−1)∥2L2(Rn−) ,

where we have set Rn− = {(x′, xn) ∈ Rn : xn ≤ 0}. Denote by Tr the trace operator on Rn−1, which,
according to the convention above, it is identified with ∂Rn+. Thus,

Tr(w) = Tr(v ◦ ψ−1) on Rn−1 ,

and supp
(
Tr(w)

)
⊂ B′

R. An application of a Poincaré type trace inequality [150, Theorem 2.4.1] tells
us thatˆ

∂Ω∩BR
v2ϱ dHn−1 =

ˆ
B′
R

|Tr(w)(y′)|2(ϱ ◦ ψ−1)(y′, 0)
√

1 + |∇φ(y′)|2dy′

≤ 4

(
sup

F ⊂ ψ(BR)
F compact

´
F∩B′

R
(ϱ ◦ ψ−1)(y′, 0)

√
1 + |∇φ(y′)|2dy′

cap(F,ψ(BR))

) ˆ
Rn

|∇w|2dy.

Combining the latter inequality with (3.5.8) and (3.5.10) yields:

ˆ
∂Ω∩BR

v2ϱ dHn−1 ≤ 16 (1 + LΩ)
2

(
sup

E ⊂ BR
E compact

´
∂Ω∩E ϱ dH

n−1

cap(E,BR)

)ˆ
{yn≤0}∩ψ(BR)

|∇(v ◦ ψ−1)(y)|2 dy

≤ 32 (1 + LΩ)
4

(
sup

E ⊂ BR
E compact

´
∂Ω∩E ϱ dH

n−1

cap(E,BR)

) ˆ
Ω∩BR

|∇v|2 dx.

Hence, inequality (3.5.3) follows.
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Proposition 3.5.1 enables one to deduce a parallel result, where the role of the quantity KΩ,ϱ(r)
is instead played by ΨΩ,ϱ(r).

Proposition 3.5.2. Let Ω be a bounded Lipschitz domain in Rn, n ≥ 2, with Lipschitz characteristic
LΩ = (LΩ, RΩ). Assume that ϱ is a nonnegative function on ∂Ω such that ϱ ∈ L1(∂Ω). Then,

(3.5.11)

ˆ
∂Ω∩BR(x0)

v2 ϱ dHn−1 ≤


c (1 + LΩ)

8+n−2
n−1 ΨΩ,ϱ(R)

ˆ
Ω∩BR(x0)

|∇v|2 dx for n ≥ 3

c (1 + LΩ)
11ΨΩ,ϱ(R)

ˆ
Ω∩BR(x0)

|∇v|2 dx for n = 2

for some constant c = c(n), for every x0 ∈ ∂Ω, for every R ∈ (0, RΩ], and for every v ∈W 1,2
0 (BR(x0)).

The derivation of Proposition 3.5.2 from Proposition 3.5.1 relies upon some intermediate steps
contained in the following lemmas.

In particular, the following inequalities for the fractional Sobolev space W
1
2
,2(Rn−1) come into

play. In what follows, ∥ · ∥expL2(R) denotes the Luxemburg norm associated with the Young function

A(t) = et
2 − 1.

Lemma B (Fractional Sobolev-type embedding). Let n ≥ 2.

(i) Assume that n ≥ 3 and set q = 2 (n−1)
(n−2) . Then, there exists a constant cs = cs(n) such that

(3.5.12) ∥v∥Lq(Rn−1) ≤ cs ∥v∥
W

1
2 ,2(Rn−1)

for every v ∈W
1
2
,2(Rn−1).

(ii) Assume that n = 2. Then, there exists an absolute constant cs such that

(3.5.13) ∥v∥expL2(R) ≤ cs∥v∥
W

1
2 ,2(R)

for every v ∈W
1
2
,2(R) such that supp(v) ⊂ (−1, 1).

Lemma C (Trace embedding). Let n ≥ 2. Then, there exists an absolute constant c such that

(3.5.14) ∥Tr(v)∥
W

1
2 ,2(Rn−1)

≤ c ∥v∥W 1,2(Rn) .

for every v ∈W 1,2(Rn).

Part (i) of the Lemma B and Lemma C are standard. Part (ii) of Lemma B follows as a special
case of [3].

Lemma 3.5.3. Let Ω be a bounded Lipschitz domain in Rn, with Lipschitz characteristic LΩ =
(LΩ, RΩ). Let x0 ∈ ∂Ω and R ∈ (0, RΩ].
(i) Assume that n ≥ 3. Then,

(3.5.15)

( ˆ
∂Ω∩E

|v| dHn−1

)2

≤ c (1 + LΩ)
3n−4
n−1 (1 + ℓ2)Hn−1(∂Ω ∩ E)

n
(n−1)

ˆ
Ω∩BR(x0)

|∇v|2dx ,

for some constant c = c(n), for every v ∈W 1,2
0 (BR(x0)), and for every compact set E ⊂ BR(x0).

(ii) Assume that n = 2. Then,



CHAPTER 3. SMOOTH APPROXIMATION OF LIPSCHITZ DOMAINS 97

(3.5.16)

( ˆ
∂Ω∩E

|v| dH1

)2

≤ c (1 + LΩ)
5 (1 + ℓ2)

(
H1(∂Ω ∩ E)

)2
log
(
1 +

1

H1(∂Ω ∩ E)

) ˆ
Ω∩BR(x0)

|∇v|2dx

for some absolute constant c, for every v ∈W 1,2
0 (BR(x0)), and for every compact set E ⊂ BR(x0).

Proof. Without loss of generality, we may assume that x0 = 0, and hence (3.1.3) is in force. Moreover,
one can deal with functions v ∈ C0,1

0 (BR), since general case follows via a standard density argument.

Part (i). Set q = 2 (n−1)
(n−2) . Since BR ⊂ B′

R × (−ℓ, ℓ), from inequalities (3.5.12) and (3.5.14) one can
deduce that

ˆ
∂Ω∩BR

|v|qdHn−1 =

ˆ
∂Ω∩
(
B′
R×(−ℓ,ℓ)

) |v|qdHn−1 =

ˆ
B′
R

∣∣Tr(v ◦ ψ−1)(y′)
∣∣q√1 + |∇φ(y′)|2dy′

≤
√

1 + L2
Ω

ˆ
B′
R

|Tr(w)|qdy′ ≤ c(n)
√
1 + L2

Ω ∥Tr(w)∥q
W

1
2 ,2(Rn−1)

≤ c′(n)
√
1 + L2

Ω ∥w∥q
W 1,2(Rn) ,

(3.5.17)

where w is the function defined by (3.5.9). Hence, since supp(w) ⊂ B′
R × (−2ℓ, 2ℓ) ⊂ (−2ℓ, 2ℓ)n, by

equations (3.5.10) and (3.5.5) we have that

ˆ
∂Ω∩BR

|v|qdHn−1 ≤ c(n)(1 + L2
Ω)

1/2(1 + ℓ2)q/2∥∇w∥q
L2(Rn)(3.5.18)

= c′(n) (1 + LΩ)(1 + ℓ2)q/2
(ˆ

Rn−
|∇(v ◦ ψ−1)|2dy

)q/2
≤ c′′(n)(1 + LΩ)

1+q(1 + ℓ2)q/2
(ˆ

Ω∩BR
|∇v|2dx

)q/2
.

Notice that, besides inequality (3.5.17), the first inequality in (3.5.18) also relies upon a standard
Poincaré inequality on the cube (−2ℓ, 2ℓ)n (whose constant is 4l). Inequality (3.5.15) follows from
(3.5.18), via Hölder’s inequality.
Part (ii). Hölder’s inequality in Orlicz spaces [169, Theorem 4.7.5] ensures that

ˆ
∂Ω∩E

|v| dH1 =

ˆ
ψ(E)∩B′

R

∣∣Tr(v ◦ ψ−1)
∣∣√1 + |∇φ(y′)|2dy′(3.5.19)

≤
√

1 + L2
Ω

ˆ
R

∣∣Tr(v ◦ ψ−1)(y′)
∣∣χψ(E)∩B′

R
(y′)dy′

≤ 2
√

1 + L2
Ω ∥v ◦ ψ−1∥LA(R) ∥χψ(E)∩B′

R(0
′)∥LÃ(R),

where χF denotes the characteristic function of a set F , and Ã the Young conjugate of A. One has
that

∥χF ∥LÃ(R) =
1

Ã−1(1/|F |)
≤ |F |A−1(1/|F |)

for every measurable set F ⊂ R. Since A−1(t) =
√
log(1 + t), and

|ψ(E) ∩B′
R| ≤ H1(∂Ω ∩ E) ≤

√
1 + L2

Ω |ψ(E) ∩B′
R| ,
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we obtain that

(3.5.20) ∥χψ(E)∩B′
R
∥
LÃ(R) ≤ H1(∂Ω ∩ E)

√
log

(
1 +

(1 + L2
Ω)

1/2

H1(∂Ω ∩ E)

)
.

Inequalities (3.5.13), (3.5.14), (3.5.19) and (3.5.20) enable one to infer that

ˆ
∂Ω∩E

|v| dH1 ≤
√

1 + L2
Ω ∥v ◦ ψ−1∥LA(R)H1(∂Ω ∩ E)

√
log

(
1 +

(1 + L2
Ω)

1/2

H1(∂Ω ∩ E)

)(3.5.21)

≤ c
√
1 + L2

Ω ∥Tr(w)∥
W

1
2 ,2(R)

H1(∂Ω ∩ E)

√
log

(
1 +

(1 + L2
Ω)

1/2

H1(∂Ω ∩ E)

)

≤ c′
√
1 + L2

Ω ∥w∥W 1,2(Rn)H1(∂Ω ∩ E)

√
log

(
1 +

(1 + L2
Ω)

1/2

H1(∂Ω ∩ E)

)

≤ c′′ (1 + ℓ2)1/2 (1 + LΩ)
2 ∥∇v∥L2(Ω∩BR)H

1(∂Ω ∩ E)

√
log

(
1 +

(1 + L2
Ω)

1/2

H1(∂Ω ∩ E)

)
,

where c′′ is an absolute constant. Note that the last inequality rests upon the inequality

∥w∥W 1,2(R2) ≤ c (1 + ℓ2)1/2 (1 + LΩ) ∥∇v∥L2(Ω∩BR) ,

with c an absolute constant, which is in turn a consequence of (3.5.10), (3.5.5) and Poincaré inequality,
as in the case n ≥ 3. Finally, since

1 +
(1 + L2

Ω)
1/2

H1(∂Ω ∩ E)
≤
(
1 +

1

H1(∂Ω ∩ E)

)(1+L2
Ω)

1/2

we have that

log

(
1 +

(1 + L2
Ω)

1/2

H1(∂Ω ∩ E)

)
≤ (1 + L2

Ω)
1/2 log

(
1 +

1

H1(∂Ω ∩ E)

)
.

Coupling the latter inequality with (3.5.21) yields (3.5.16).

Lemma 3.5.4. Let Ω be a bounded Lipschitz domain in Rn, with Lipschitz characteristic LΩ =
(LΩ, RΩ). Assume that ϱ is a nonnegative function on ∂Ω such that ϱ ∈ L1(∂Ω). Then,

(3.5.22) sup
E ⊂ BR(x0)
E compact

´
∂Ω∩E ϱ dH

n−1

cap(E,BR(x0))
≤


c (1 + LΩ)

3n−4
n−1 (1 + ℓ2) ∥ϱ∥Ln−1,∞(∂Ω∩BR(x0)) if n ≥ 3

c (1 + LΩ)
5(1 + ℓ2) ∥ϱ∥L1,∞ logL(∂Ω∩BR(x0)) if n = 2

for some constant c = c(n), for every x0 ∈ ∂Ω and every R ∈ (0, RΩ].

Proof of Lemma 3.5.4. We may assume that the norms on the right-hand side of inequality (3.5.22)
are finite, otherwise there is nothing to prove. Let {Ek} be a sequence of compact sets such that
Ek ⊂ BR, and

sup
E ⊂ BR
E compact

´
∂Ω∩E ϱ dH

n−1

cap(E,BR)
= lim

k→∞

´
∂Ω∩Ek ϱ dH

n−1

cap(Ek, BR)
.
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Applying either inequality (3.5.15) or (3.5.16) with functions v ∈ C0,1
0 (BR) such that v ≥ 1 on Ek,

and taking the infimum of the ratio of the integrals on their two sides among these functions u tell us
that

(3.5.23)


Hn−1(∂Ω ∩ Ek)

n−2
n−1 ≤ c(n) (1 + LΩ)

3n−4
n−1 (1 + ℓ2) cap(Ek, BR) if n ≥ 3

log

(
1 +

1

H1(∂Ω ∩ Ek)

)−1

≤ c (1 + LΩ)
5(1 + ℓ2) cap(Ek, BR) if n = 2,

where c is an absolute constant if n = 2.
If n ≥ 3, then inequality (3.5.23) and an application of the Hardy-Littlewood inequality for rearrange-
ments enable one to deduce that

´
∂Ω∩Ek ϱ dH

n−1

cap(Ek, BR)
≤ c(n) (1 + LΩ)

3n−4
n−1 (1 + ℓ2)

´
∂Ω∩Ek ϱ dH

n−1(
Hn−1(∂Ω ∩ Ek)

)q/2(3.5.24)

≤ c(n) (1 + LΩ)
3n−4
n−1 (1 + ℓ2)

´Hn−1(∂Ω∩Ek)
0 ϱ∗(t) dt(
Hn−1(∂Ω ∩ Ek)

)n−1
n−2

≤ c(n) (1 + LΩ)
3n−4
n−1 (1 + ℓ2) sup

s>0
s

1
n−1 ϱ∗∗(s)

≤ c(n) (1 + LΩ)
3n−4
n−1 (1 + ℓ2) ∥ϱ∥Ln−1,∞(∂Ω∩BR).

If n = 2, then inequality (3.5.23) and the Hardy-Littlewood inequality again yield:

´
∂Ω∩Ek ϱ dH

n−1

cap(Ek, BR)
≤ c (1 + LΩ)

5(1 + ℓ2) log
(
1 +

1

H1(∂Ω ∩ Ek)

) ˆ
∂Ω∩Ek

ϱ dH1(3.5.25)

≤ (1 + LΩ)
5(1 + ℓ2) log

(
1 +

1

H1(∂Ω ∩ Ek)

) ˆ H1(∂Ω∩Ek)

0
ϱ∗(t) dt

≤ c (1 + LΩ)
5(1 + ℓ2) sup

s>0

(
s log

(
1 + 1

s

)
ϱ∗∗(s)

)
≤ c (1 + LΩ)

5(1 + ℓ2) ∥ϱ∥L1,∞ logL(∂Ω∩BR) .

Then, (3.5.22) follows by letting k → ∞ in (3.5.24) and (3.5.25).

We are now in a position to prove Proposition 3.5.2.

Proof of Proposition 3.5.2. Recalling (3.1.2), from inequality (3.5.22) of Lemma 3.5.4 we infer that,
for any R ∈ (0, RΩ),

(3.5.26) KΩ,ϱ(R) ≤


c (1 + LΩ)

n−2
n−1

+4ΨΩ,ϱ(R) if n ≥ 3

c (1 + LΩ)
7ΨΩ,ϱ(R) if n = 2 ,

for some constant c = c(n). Inequality (3.5.11) follows from (3.5.3) and (3.5.26).

We conclude with an estimate for the function KΩ,ϱ in the special case when ϱ ∈ L∞(∂Ω),
which is particularly useful when dealing with domains with bounded curvature, i.e., whose boundary
∂Ω ∈ C1,1.
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Corollary 3.5.5. Let Ω be a bounded Lipschitz domain in Rn, with Lipschitz characteristic LΩ =
(LΩ, RΩ). Assume that ϱ is a nonnegative function on ∂Ω such that ϱ ∈ L∞(∂Ω). Then,
(3.5.27)

ˆ
∂Ω∩BR(x0)

v2 ϱ dHn−1 ≤


c(n) (1 + LΩ)

9R ∥ϱ∥L∞(∂Ω)

´
Ω∩BR(x0) |∇v|

2 dx if n ≥ 3

c(n) (1 + LΩ)
12R log

(
1 + 1

R

)
∥ϱ∥L∞(∂Ω)

´
Ω∩BR(x0) |∇v|

2 dx if n = 2

for x0 ∈ ∂Ω, for R ∈ (0, RΩ], and for v ∈W 1,2
0 (BR(x0)).

Proof. Owing to the Area formula and the LΩ-Lipschitz continuity of the boundary chart ϕ in Defi-
nition 3.1.1, there exist positive constants c1 = c1(n) and c2 = c2(n) such that

c1(n)R
n−1 ≤ Hn−1

(
∂Ω ∩BR(x0)

)
≤ c2(n)

√
1 + L2

ΩR
n−1

for every x0 ∈ ∂Ω and R ∈ (0, RΩ], hence
∥ϱ∥Ln−1,∞(∂Ω∩BR(x0)) ≤ c(n) (1 + LΩ)

1
(n−1) R ∥ϱ∥L∞(∂Ω∩BR(x0)) if n ≥ 3

∥ϱ∥L1,∞ logL(∂Ω∩BR(x0)) ≤ c (1 + LΩ)R log
(
1 + 1

R

)
∥ϱ∥L∞(∂Ω∩BR(x0)) if n = 2

for every x0 ∈ ∂Ω and R ∈ (0, RΩ]. From inequality (3.5.22) of Lemma 3.5.4 we infer that,

(3.5.28) KΩ,ϱ(R) ≤


c(n) (1 + LΩ)

5R ∥ϱ∥L∞(∂Ω) if n ≥ 3

c(n) (1 + LΩ)
8R log

(
1 + 1

R

)
∥ϱ∥L∞(∂Ω) if n = 2 ,

for R ∈ (0, RΩ]. The desired conclusions then follow from these estimates, via Proposition 3.5.1.

3.6 Proof of Theorem 3.2.1

This section is devoted to the proof of Theorem 3.2.1, which is divided into a few steps.
From here onward, m0 and k0 will denote positive integers, possibly changing from line to line.

3.6.1 Covering of ∂Ω

By Definition 3.1.1, for any x0 ∈ ∂Ω, we may find an LΩ-Lipschitz function ϕx0 : B′
RΩ

→ R, and an
isometry T x0 of Rn such that T x0x0 = 0, and

T x0∂Ω ∩
(
B′
RΩ

× (−ℓ, ℓ)
)
=
{
(y′, ϕx0(y′)) : y′ ∈ B′

RΩ

}
,

T x0Ω ∩
(
B′
RΩ

× (−ℓ, ℓ)
)
=
{
(y′, yn) : x′ ∈ B′

RΩ
, −ℓ < yn < ϕx0(y′)

}
,

where ℓ = RΩ(1+LΩ). Let us consider the open covering {BRΩ/8(x0)}x0∈∂Ω of ∂Ω 1. By compactness,

we may find a finite sequence of points {xi}Ni=1 ⊂ ∂Ω such that

(3.6.1) ∂Ω ⋐
N⋃
i=1

BRΩ
8

(xi) ,

1Any other open covering is allowed, as long as its sets are strictly contained in the coordinate cylinders B′
RΩ

×(−ℓ, ℓ).
The open covering here chosen helps simplifying a few computations, especially in the isocapacitary estimate (3.2.7).
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as well as LΩ-Lipschitz functions ϕi and isometries T i satisfying

T i∂Ω ∩
(
B′
RΩ

× (−ℓ, ℓ)
)
=
{
(y′, ϕi(y′)) : y′ ∈ B′

RΩ

}
,

T iΩ ∩
(
B′
RΩ

× (−ℓ, ℓ)
)
=
{
(y′, yn) : y′ ∈ B′

RΩ
, −ℓ < yn < ϕi(y′)

}
.

(3.6.2)

We denote by Ri the orthogonal matrix of T i, i.e., T i can be written as

T ix = Ri(x− xi) x ∈ Rn .

Notice also that the cardinality N of this covering of ∂Ω may be chosen satisfying

(3.6.3) N ≤ c(n)

(
dΩ
RΩ

)n
.

We then set

(3.6.4) Ωt := {x ∈ Ω : dist(x, ∂Ω) > t} ,

so that by (3.6.1) we have

(3.6.5) Ω ⋐W :=
N⋃
i=1

BRΩ
8

(xi) ∪ ΩRΩ
32

.

Starting from this point, we construct a suitable partition of unity: let

ηi := ρ̃RΩ
32

∗ χB 3RΩ
16

(xi) and η0 := ρ̃RΩ
64

∗ χΩ 3RΩ
64

,

where ρ̃t is the standard, radially symmetric convolution kernel on Rn, and χA denotes the indicator
function of a set A.
Standard properties of convolution ensure that ηi ∈ C∞

c (BRΩ
4

(xi)), η0 ∈ C∞
c (ΩRΩ

16

), 0 ≤ ηi ≤ 1,

ηi ≥ 1 on BRΩ
8

(xi) , η0 ≥ 1 on ΩRΩ
32

,

and

|∇kηi| ≤
c(n, k)

RkΩ
, for all k ∈ N.

Therefore, by defining ξi : W → [0, 1] as

ξi :=
ηi√∑N
j=0 ηj

, i = 0, . . . , N ,

then we have that ξi ∈ C∞
c (BRΩ

4

(xi)) for i = 1, . . . , N , ξ0 ∈ C∞
c (ΩRΩ

16

),

(3.6.6)

N∑
i=0

ξi(x) = 1 for all x ∈W ,

and

(3.6.7) |∇kξi| ≤
c(n, k)

RkΩ
on W , for all k ∈ N .
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3.6.2 Boundary defining function

Starting from the partition of unity {ξi}Ni=0, and the local charts {ϕi}Ni=1, we can construct the bound-
ary defining function of ∂Ω as in [130, Proposition 5.43].

For any ε ∈ [0, RΩ) and j = 1, . . . , N , we define the rotated cylinders

(3.6.8) Kj
ε := (T j)−1

(
B′
RΩ−ε × (−ℓ, ℓ)

)
,

where ℓ = RΩ(1 + LΩ). Let f
j : Kj

0 → R be the functions defined as

f j(x) := zn − ϕj(z′) , z = T jx ,

and observe that from (3.6.2) we have

{f j = 0} = ∂Ω ∩Kj
0

{f j < 0} = Ω ∩Kj
0

(3.6.9)

A boundary defining function of Ω is the function F :W → R defined as

(3.6.10) F (x) :=
N∑
j=1

f j(x) ξj(x)− ξ0(x) ,

where the product f j(x) ξj(x) is set equal to zero if x ̸∈ supp ξj . Since each f
j is Lipschitz continuous,

so is the function F .
Thanks to the properties of {ξj}Nj=0, (3.6.2) and (3.6.9), it is easily seen that

(3.6.11) Ω = {x ∈W : F (x) < 0} and ∂Ω = {x ∈W : F (x) = 0} .

3.6.3 Regularization and definition of the smooth approximating sets ωm,Ωm

For i = 1, . . . , N , we can define the smooth functions ϕim, ϕ̃
i
m : B′

RΩ− 1
m

→ R as

ϕim :=Mm(ϕ
i) + ∥Mm(ϕ

i)− ϕi∥L∞(B′
RΩ−1/m

) +
LΩ

m
and(3.6.12)

ϕ̃im :=Mm(ϕ
i)− ∥Mm(ϕ

i)− ϕi∥L∞(B′
RΩ−1/m

) −
LΩ

m
.

From the results of Proposition 3.4.4, we deduce that ϕim, ϕ̃
i
m ∈ C∞ are LΩ-Lipschitz functions, and

LΩ

m
≤ ϕim(y

′)− ϕi(y′) ≤ 3LΩ

m
LΩ

m
≤ ϕi(y′)− ϕ̃im(y

′) ≤ 3LΩ

m
,

(3.6.13)

for all y′ ∈ B′
RΩ−1/m and i = 1, . . . , N . Taking inspiration from (3.6.9) and (3.6.11), we are led to

define the functions

f jm(x) := zn − ϕjm(z
′)

f̃ jm(x) := zn − ϕ̃jm(z
′) , z = T jx ∈ B′

RΩ− 1
m

× (−ℓ, ℓ) ,
(3.6.14)
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and functions Fm, F̃m :W → R defined as

Fm(x) :=
N∑
j=1

f jm(x) ξj(x)− ξ0(x)

F̃m(x) :=

N∑
j=1

f̃ jm(x) ξj(x)− ξ0(x) ,

(3.6.15)

where the products f jm(x) ξj(x) and f̃
j
m(x) ξj(x) have to be interpreted equal to zero when x ̸∈ supp ξj .

Clearly, Fm and F̃m are C∞-smooth functions on W , and since

(3.6.16)
LΩ

m
≤ f j(x)− f jm(x) <

3LΩ

m
,

LΩ

m
≤ f̃ jm(x)− f j(x) <

3LΩ

m

for all x ∈ Kj
1/m thanks to (3.6.13), we then have

(3.6.17)
LΩ

m
≤ F (x)− Fm(x) ≤

3LΩ

m
,

LΩ

m
≤ F̃m(x)− F (x) ≤ 3LΩ

m
for all x ∈W .

The approximating open sets Ωm, ωm are thus defined as follows

(3.6.18) Ωm := {x ∈W : Fm(x) < 0} and ωm := {x ∈W : F̃m(x) < 0} ,

with boundaries

(3.6.19) ∂Ωm = {x ∈W : Fm(x) = 0} and ∂ωm = {x ∈W : F̃m(x) = 0} .

In particular, since Fm(x) < F (x) < F̃m(x) for all x ∈W , owing to (3.6.11) we have

ωm ⋐ Ω ⋐ Ωm for all m ∈ N.

We now proceed to prove the remaining properties of Theorem 3.2.1 for the outer sets Ωm. The
proofs for the inner sets ωm are analogous.

3.6.4 ∂Ωm, ∂ωm are smooth manifolds.

Let us show that ∂Ωm is a smooth manifold, with local charts {ψim}Ni=1 defined on the same coordinate
systems as {ϕi}Ni=1.

We fix a constant ε0 ∈ (0, RΩ/4), and for all i = 1, . . . , N we set

F i(y) = F (x) and F im(y) = Fm(x) for y = T ix, x ∈W .

Owing to (3.6.2) we have

∂Ω ∩Ki
0 ∩K

j
0 = (T i)−1Gϕi ∩K

j
0 = (T j)−1Gϕj ∩Ki

0

and

Ω ∩Kj
0 ∩K

i
0 = (T i)−1Sϕi ∩K

j
0 ∩K

i
0 = (T j)−1Sϕj ∩Ki

0 ∩K
j
0 ,

(3.6.20)

whenever ∂Ω ∩Ki
0 ∩K

j
0 ̸= ∅.

This piece of information will allow us to use the transversality property. Specifically, thanks to
(3.6.20) we may apply Propositions 3.4.2-3.4.4 with functions ϕ = ϕj , ψ = ϕi, isometry T = T i(T j)−1,
and defining set

U = U j,i = Π
(
Gϕj ∩ T jKi

0

)
⊂ B′

RΩ
.



CHAPTER 3. SMOOTH APPROXIMATION OF LIPSCHITZ DOMAINS 104

Claim 1. There exists m0 > 0 such that, for all i = 1, . . . , N , for all m ≥ m0 and all x ∈
{−3LΩ

m0
≤

F ≤ 3LΩ
m0

}
∩Ki

ε0 , we have

(3.6.21)
∂F im
∂yn

(y) ≥ 1

2
√
1 + L2

Ω

, for all y = T ix ∈ B′
RΩ−ε0 × (−ℓ, ℓ).

Suppose by contradiction this is false; then for every k ∈ N, we may find mk ≥ k and a sequence
xk ∈

{
− 3LΩ

k ≤ F ≤ 3LΩ
k

}
such that yk = T ixk ∈ B′

RΩ−ε0 × (−ℓ, ℓ) and

(3.6.22)
∂F imk
∂yn

(yk) <
1

2
√
1 + L2

Ω

, for all k ∈ N

By compactness, we may extract a subsequence, still labeled as xk, such that xk → x0, and in particular
x0 ∈ Ki

0 and F (x0) = 0, hence x0 ∈ ∂Ω ∩Ki
0 due to (3.6.11).

Then, by the chain rule we have

(3.6.23)
∂f im
∂yn

(x) = 1 and
∂f jm
∂yn

(x) =
(
Rj(Ri)t

)
nn

−
n−1∑
s=1

∂ϕjm
∂z′s

(
z′
) (

Rj(Ri)t
)
sn
,

if x ∈ supp ξj , where z
′ = ΠT jx. We now distinguish two cases:

(i) j ∈ {1, . . . , N} is such that x0 ̸∈ supp ξj . Then dist
(
x0, supp ξj

)
> 0, hence xk ̸∈ supp ξj for all

k ≥ k0 large enough.
(ii) j ∈ {1, . . . , N} is such that x0 ∈ supp ξj . In this case, it follows that x0 ∈ ∂Ω ∩Ki

0 ∩BRΩ
4

(xj), so

that from (3.6.20) we have T jx0 ∈ Gϕj ∩BRΩ
4

∩ T jKi
ε0 . By setting (zk)′ = ΠT jxk, we thus have

B′
1
mk

(
(zk)′

)
⋐ Π

(
Gϕj ∩ T jKi

0

)
,

for all k ≥ k0 large enough. Recalling the remarks after (3.6.20), by applying Proposition 3.4.4, and
in particular the transversality property (3.4.11) in (3.6.23), we infer

∂f jmk
∂yn

(
xk
)
=
(
Rj(Ri)t

)
nn

−
n−1∑
s=1

∂ϕjmk
∂z′s

(
(zk)′

) (
Rj(Ri)t

)
sn

≥ 1√
1 + L2

Ω

,

provided k ≥ k0 is large enough.
In both cases, we have found that

(3.6.24)
∂f jmk
∂yn

(xk) ξj
(
xk
)
≥ ξj(x

k)√
1 + L2

Ω

for all j = 1, . . . , N and k ≥ k0.

Also, owing to (3.6.16) and (3.6.9) we have

|f jmk(x
k)|
∣∣∣∂ξj(xk)
∂yn

∣∣∣ ≤ |f jmk(x
k)− f j(xk)| |∇ξj(xk)|+ |f j(xk)| |∇ξj(xk)|

≤ 1

mk
+ |f j(xk)| |∇ξj(xk)|

k→∞−−−→ |f j(x0)| |∇ξj(x0)| = 0 ,
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and |∇ξ0(xk)| → |∇ξ0(x0)| = 0 since x0 ∈ ∂Ω. By coupling this piece of information with (3.6.6),
(3.6.22) and (3.6.24), we finally obtain

1

2
√

1 + L2
Ω

>
∂F imk
∂yn

(yk) =

N∑
j=1

∂f jmk
∂yn

(xk) ξj(x
k) +

N∑
j=1

f jmk(x
k)
∂ξj
∂yn

(xk)− ∂ξ0
∂yn

(xk)

≥
N∑
j=1

ξj(x
k)√

1 + L2
Ω

+
N∑
j=1

f jmk(x
k)
∂ξj
∂yn

(xk)− ∂ξ0
∂yn

(xk)

k→∞−−−→
N∑
j=1

ξj(x
0)√

1 + L2
Ω

=
1√

1 + L2
Ω

,

which is a contradiction, and thus (3.6.21) holds true.

Claim 2. There exists m0 > 0 such that ∀y′ ∈ B′
RΩ−ε0 , ∀m ≥ m0, ∃yn ∈ (−ℓ, ℓ) with y = (y′, yn) =

T ix ∈ T iW satisfying F im(y) ≥ 0.

Again, assume by contradiction this is false. Then for all k ∈ N, we may find sequences mk ≥ k
and (yk)′ ∈ B′

RΩ−ε0 such that

(3.6.25) F imk
(
(yk)′, yn) < 0 for all yn ∈ (−ℓ, ℓ) such that

(
(yk)′, yn

)
∈ T iW .

By compactness, we may find a subsequence, still labeled as (yk)′, satisfying (yk)′ → (y0)′ ∈ B
′
RΩ−ε0 .

Fix wn ∈ (−ℓ, ℓ) such that
(
(y0)′, wn

)
∈ T iW , and let {wkn}k∈N ⊂ R be a sequence satisfying wkn

k→∞−−−→
wn. Then

(
(yk)′, wkn

)
→
(
(y0)′, wn

)
, so that

(
(yk)′, wkn) ∈ T iW for k ≥ k0 large enough being W open,

and from (3.6.25) we have F imk
(
(yk)′, wkn

)
< 0. By using (3.6.17) and the Lipschitz continuity of F , it

is readily shown that
lim
k→∞

F imk
(
(yk)′, wkn) = F i

(
(y0)′, wn) ,

whence F i
(
(y0)′, wn) ≤ 0 for all wn as above, but this contradicts the fact that F i

(
(y0)′, wn

)
> 0

whenever wn > ϕi
(
(y0)′

)
due to (3.6.11), hence Claim 2 is proven.

Now let y′ ∈ B′
RΩ−ε0 ; by (3.6.17) and since F i

(
y′, ϕi(y′)

)
= 0, we have F im

(
y′, ϕi(y′)

)
< 0. Thus,

owing to Claim 2 we may find yn such that F im(y
′, yn) = 0.

The monotonicity property (3.6.21) of Claim 1, and the fact that ∂Ωm = {Fm = 0} ⊂ {LΩ
m ≤ F ≤

3LΩ
m } due to (3.6.17) ensure that such point yn is unique for all y′ ∈ B′

RΩ−ε0 . This entails the existence

of a function ψim : B′
RΩ−ε0 → R such that F im

(
y′, ψim(y

′)
)
= 0 for all y′ ∈ B′

RΩ−ε0 . Furthemore,

owing to (3.6.11) and (3.6.17), we have that ψim(y
′) > ϕi(y′) for all y′ ∈ B′

RΩ−ε0 , and from the implicit

function theorem we also infer that ψim ∈ C∞(B′
RΩ−ε0

)
. Moreover, via a compactness argument as in

Claim 1-2 and (3.6.1), one can prove that{
− 3LΩ

m
≤ F ≤ 3LΩ

m

}
⊂

N⋃
i=1

BR
8
(xi){

− 3LΩ

m
≤ F ≤ 3LΩ

m

}
∩ supp ξ0 = ∅ , for all m > m0,

(3.6.26)

so that, in particular, the cylinders
{
Ki

2ε0

}N
i=1

are an open cover of ∂Ωm, and ∂Ωm ∩ supp ξ0 = ∅
provided m > m0 is large enough.
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We have thus proven that ∂Ωm is a C∞-smooth manifold for m > m0, with local boundary charts
{ψim}Ni=1 defined on the same coordinate cylinders as {ϕi}Ni=1, that is

T i∂Ωm ∩
(
B′
RΩ−ε0 × (−ℓ, ℓ)

)
=
{
(y′, ψim(y

′)) : y′ ∈ B′
RΩ−ε0

}
,

T iΩm ∩
(
B′
RΩ−ε0 × (−ℓ, ℓ)

)
=
{
(y′, yn) : y′ ∈ B′

RΩ−ε0 , −ℓ < yn < ψim(y
′)
}
.

(3.6.27)

3.6.5 Approximation properties.

First, we show that there exists m0 > 0 such that

(3.6.28) ∥ψim − ϕi∥L∞(B′
RΩ−2 ε0

) ≤
6LΩ

√
1 + L2

Ω

m
for all m > m0.

Assume by contradiction this is false; then we may find sequences mk ↑ ∞ and (yk)′ ∈ B′
RΩ−2ε0

such
that

(3.6.29) ψimk
(
(yk)′

)
− ϕi

(
(yk)′

)
>

6LΩ

√
1 + L2

Ω

mk

Up to a subsequence, we have (yk)′ → (y0)′ ∈ B
′
RΩ−2ε0 , and ψ

i
mk

(
(yk)′

)
→ ℓ0 ∈ R. Furthermore, since(

(yk)′, ψim
(
(yk)′

))
∈ {F imk = 0} ⊂ T i{LΩ

mk
≤ F ≤ 3LΩ

mk
}, we readily infer that F i

(
(y0)′, ℓ0

)
= 0, whence

ℓ0 = ϕi
(
(y′)0

)
due to (3.6.11) and (3.6.2). By continuity we also have ϕi

(
(yk)′

)
→ ϕi

(
(y0)′

)
, which

implies that

ψimk
(
(yk)′

)
− ϕi

(
(yk)′

) k→∞−−−→ 0 .

Then, for all t ∈ [0, 1], we have∣∣∣F i((yk)′, t ψimk((yk)′)+ (1− t)ϕi
(
(yk)′

))
− F i

(
(yk)′, ϕi

(
(yk)′

))∣∣∣
≤ LF t |ψimk

(
(yk)′

)
− ϕi

(
(yk)′

)
| k→∞−−−→ 0 ,

where LF denotes the Lipschitz constant of F . This implies that for all k ≥ k0 large enough, the line
segment {

(yk)′
}
×
[
ϕi
(
(yk)′

)
, ψimk

(
(yk)′

)]
⊂ T i

{
− 3LΩ

m0
≤ F ≤ 3LΩ

m0

}
.

Therefore, by using (3.6.2), (3.6.11) (3.6.17), (3.6.21) and (3.6.29), we obtain

3LΩ

mk
≥ F i

(
(yk)′, ϕi

(
(yk)′

))
− F imk

(
(yk)′, ϕi

(
(yk)′

))
= −F imk

(
(yk)′, ϕi

(
(yk)′

))
= F imk

(
(yk)′, ψimk

(
(yk)′

))
− F imk

(
(y′)k, ϕi

(
(y′)k

))
=

(ˆ 1

0

∂F imk
∂yn

(
(yk)′, t ψimk

(
(yk)′

)
+ (1− t)ϕi

(
(yk)′

))
dt

)[
ψimk

(
(yk)′

)
− ϕi

(
(yk)′

)]
>

1

2
√

1 + L2
Ω

6LΩ

√
1 + L2

mk
=

3LΩ

mk
, for all k ≥ k0 large enough,

which is a contradiction, hence (3.6.28) holds true.
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Now, recalling that {Kj
2ε0

}Nj=1 is an open cover of ∂Ω and ∂Ωm, from (3.6.2), (3.6.27) and (3.6.28),
one can easily obtain that

distH
(
∂Ωm, ∂Ω) ≤

6LΩ

√
1 + L2

Ω

m
.

This convergence property in the sense of Hausdorff immediately implies that dΩm ≤ c(n) dΩ, and
limm→∞ |Ωm \ Ω| = 0 –see for instance [116, Proposition 2.2.23]– and thus (3.2.1), (3.2.2) and (3.2.3)
are proven.

Let us now prove that Ωm are connected. First observe that, being Ω connected and LΩ Lipschitz
continuous, the set ΩRΩ

32

given by (3.6.4) is connected as well. Then, owing to (3.2.3), (3.6.2) and

(3.6.27) and the fact that {Ki
2ε0

}Ni=1 is an open cover of ∂Ωm, we may write

(3.6.30) Ωm =
N⋃
i=1

(
Ωm ∩Ki

2ε0

)
∪ Ω R

32
,

for all m > m0. On the other hand, since Ω is a Lipschitz domain, and in particular it is connected
and property (3.6.2) holds, every connected component of its boundary is a closed (n−1)-dimensional
(Lipschitz) manifold. It follows that for each i = 1, . . . , N , there exists j ̸= i such that

Ω ∩Ki
2ε0 ∩K

j
2ε0

̸= ∅ .

Also, by construction we have Ω R
32

∩ (Ω ∩Ki
2ε0

) ̸= ∅ for all i = 1, . . . , N .

Then, owing to (3.6.28), the same properties hold true for Ωm, i.e.,

Ωm ∩Ki
2ε0 ∩K

j
2ε0

̸= ∅ ,

and Ω R
32

∩ (Ωm ∩Ki
2ε0

) ̸= ∅ for all i = 1, . . . , N . Finally, since Ωm ∩Ki
2ε0

are connected open sets by

(3.6.27), we infer that Ωm is connected thanks to identity (3.6.30) and classical topological theorems
regarding connected sets– see, e.g., [161, Theorem 23.3].

We now introduce the transition maps related to the local charts of ∂Ω and ∂Ωm.
First of all, note that thanks to (3.6.27), we have

∂Ωm ∩Ki
ε0 ∩K

j
ε0 = (T i)−1Gψim ∩Kj

ε0 = (T j)−1G
ψjm

∩Ki
ε0

and

Ωm ∩Kj
ε0 ∩K

i
ε0 = (T i)−1Sψim ∩Kj

ε0 ∩K
i
ε0 = (T j)−1S

ψjm
∩Ki

ε0 ∩K
j
ε0 ,

(3.6.31)

whenever ∂Ωm ∩Ki
ε0 ∩K

j
ε0 ̸= ∅.

For all i ∈ {1, . . . , N}, we define the set of indexes

Ii :=
{
j ∈ {1, . . . , N} : ∂Ω ∩Ki

2ε0 ∩K
j
2ε0

̸= ∅
}
.

If j ∈ Ii, then owing to (3.6.2) there exists y′ ∈ B′
RΩ−2ε0

such that (T i)−1
(
y′, ϕi(y′)

)
∈ ∂Ω ∩ Kj

2ε0
.

Since ϕj is LΩ-Lipschitz continuous and ϕj(0′) = 0, we have |ϕj(z′)| ≤ LΩ |z′|, so it follows from
(3.6.20), (3.6.27) and (3.6.28) that (T i)−1

(
y′, ψim(y

′)
)
∈ ∂Ωm∩Ki

ε0 ∩K
j
ε0 for all m ≥ m0 large enough.

Henceforth, for all j ∈ Ii, (3.6.20) and (3.6.31) allow us to define the transition maps Ci,j , Ci,jm
from ϕi to ϕj and from ψim to ψjm respectively, i.e.,

Ci,jy′ = ΠT j(T i)−1
(
y′, ϕi(y′)

)
Ci,jm y′ = ΠT j(T i)−1

(
y′, ψim(y

′)
)
,

(3.6.32)
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which are defined on the open sets

U i,j = Π
(
Gϕi ∩ T iK

j
0

)
and U i,jm = Π

(
Gψim ∩ T iKj

ε0

)
.

In particular, by their definitions and the arguments of Section 3.4, we may write

x = (T i)−1
(
y′, ϕi(y′)

)
= (T j)−1

(
Ci,jy′, ϕj(Ci,jy′)

)
for x ∈ ∂Ω ∩Ki

0 ∩K
j
0

xm = (T i)−1
(
y′, ψim(y

′)
)
= (T j)−1

(
Ci,jm y′, ψjm(Ci,jm y′)

)
for xm ∈ ∂Ωm ∩Ki

ε0 ∩K
j
ε0 .

(3.6.33)

and their inverse functions are (Ci,j)−1 = Cj,i and (Ci,jm )−1 = Cj,im . Observe also that Ci,i = Ci,im = Id.
Furthermore, since supp ξj ⋐ BRΩ/4(x

j) ⋐ Kj
2ε0

, it follows from the definition of Ii and (3.6.28)
that

(3.6.34) ξj
(
(T i)−1(y′, ϕi(y′))

)
= ξj

(
(T i)−1(y′, ψim(y

′))
)
= 0 if j ̸∈ Ii,

for all y′ ∈ B′
RΩ−ε0 , and all m ≥ m0.

We now claim that for all j ∈ Ii, there exists an open set V i,j ⊂ B′
RΩ−2ε0

for which we have

(3.6.35) ξj
(
(T i)−1(y′, ϕi(y′))

)
= ξj

(
(T i)−1(y′, ψim(y

′))
)
= 0 if y′ ̸∈ V i,j ,

and such that V i,j ⊂ U i,j ∩ U i,jm for all m > m0. This in particular implies that both Ci,j and Ci,jm are
defined on V i,j .

To this end, let

V i,j := Π
(
Gϕi ∩ T iK

j
2ε0

)
∩B′

RΩ−2ε0 .

Then, owing to (3.6.28) it is immediate to verify that

(3.6.36) B′
RΩ−2ε0 ∩

(
Π
(
Gϕi ∩ T iBRΩ/4(x

j)
)
∪Π

(
Gψim ∩ T iBRΩ/4(x

j)
))

⋐ V i,j ,

whenever m > m0 is large enough, and thus (3.6.35) is satisfied by our choice of set V i,j .
Clearly V i,j ⊂ U i,j , so we are left to verify that V i,j ⊂ U i,jm . To this end, let y′ ∈ V i,j ; then by

(3.6.31) and (3.6.33) we may write

T j(T i)−1(y′, ϕi(y′)) = (Ci,jy′, ϕj(Ci,jy′)) ∈ B′
RΩ−2ε0 ×

(
− LΩ(RΩ − 2ε0), LΩ(RΩ − 2ε0)

)
,

where in the latter inclusion we made use of the inequality |ϕj(z′)| ≤ LΩ |z′|. Therefore, thanks to
(3.6.28), for m > m0 we have (T i)−1(y′, ψim(y

′)) ∈ ∂Ωm ∩Ki
ε0 ∩K

j
2ε0

, hence y′ ∈ U i,jm by (3.6.31) and

the definition of U i,jm , so the claim is proven.
We also remark that

(3.6.37)
⋃
j∈Ii

V i,j = B′
RΩ−2ε0 ,

since {T iKj
2ε0

}j∈Ii is an open cover of Gϕi ∩ Ki
2ε0

, and the projection map Π is a homeomorphism
from Gϕi (with the induced topology) to B′

RΩ
.

Moreover, owing to (3.6.28) and by proceeding as in the derivation of (3.4.18), we obtain

(3.6.38) ∥Ci,jm − Ci,j∥L∞(V i,j) ≤
6LΩ

√
1 + L2

Ω

m
for all m > m0.
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Our next goal is to obtain estimates on∇ψim. To this end, we differentiate equation F im(y′, ψim(y′)) =
0 with respect to y′k, for k = 1, . . . , n− 1, and recalling (3.6.34) we find

(3.6.39)
∂ψim
∂y′k

(y′) = −
(
∂F im(y

′, ψim(y
′))

∂yn

)−1∑
j∈Ii

{
∂f jm(xm)

∂y′k
ξj(x

m) + f jm(x
m)

∂ξj(x
m)

∂y′k

}
,

where xm = (T i)−1
(
y′, ψim(y

′)
)
, y′ ∈ B′

RΩ−2ε0
.

For all l = 1, . . . , n, by using the chain rule and recalling the definition of Ci,jm , we find

∂f im
∂y′l

(xm) = −∂ϕ
i
m

∂y′l
(y′) and

∂f im
∂yn

(xm) = 1

∂f jm
∂yl

(xm) =
(
Rj(Ri)t

)
nl
−
n−1∑
r=1

∂ϕjm
∂z′r

(Ci,jm y′)
(
Rj(Ri)t

)
rl
,

(3.6.40)

for all j ∈ Ii such that xm ∈ supp ξj . Since ϕjm are LΩ-Lipschitz continuous, from (3.6.40) it follows
that

(3.6.41)

n∑
l=1

∣∣∣∂f jm(xm)
∂yl

∣∣∣ ≤ c(n)(1 + LΩ), for all j ∈ Ii.

Moreover, from (3.6.16), (3.6.28) and (3.6.9), we find that f jm(xm) |∇ξj(xm)|
m→∞−−−−→ f j(x0) |∇ξj(x0)| =

0, where x0 = (T i)−1
(
y′, ϕi(y′)

)
∈ ∂Ω.

By making use of this piece of information, (3.6.41) and (3.6.21), from (3.6.39) we finally obtain
the gradient estimate

(3.6.42) |∇ψim(y′)| ≤ c(n)
(
1 + L2

Ω

)
, for all y′ ∈ B′

RΩ−2ε0 ,

for all i = 1, . . . , N and m > m0 large enough. In particular, owing to (3.6.28), (3.6.27) and (3.6.42),
it is readily seen that Ωm are LΩm-Lipschitz domains, with

LΩm ≤ c(n)
(
1 + L2

Ω

)
and RΩm ≥ RΩ

c(n)
(
1 + L2

Ω

) ,
and (3.2.4) is proven.

Next, the definition of Ci,j and Ci,jm , (3.6.42) and the LΩ-Lipschitz continuity of ϕi imply

(3.6.43) sup
i=1,...,N

sup
j∈Ii

{
∥∇Ci,j∥L∞ + ∥∇Ci,jm ∥L∞

}
≤ c(n)(1 + L2

Ω) for all m > m0,

and in particular Ci,j and Ci,jm are uniformly bi-Lipschitz transformations.
Hence, thanks to (3.6.38) and (3.6.43), we are in the position to apply Proposition 3.3.1 and get

(3.6.44)
∂ϕjm
∂z′r

(Ci,jm y′)
m→∞−−−−→ ∂ϕj

∂z′r
(Ci,jy′) for Hn−1-a.e. y′ ∈ V i,j .

From this, (3.6.21), (3.6.35), (3.6.37), (3.6.40) and identity (3.6.39) we find

∇ψim(y′)
m→∞−−−−→ G(y′) for Hn−1-a.e. y′ ∈ B′

RΩ−2ε0 ,

where G is a bounded vector valued function which can be explictly written. From (3.6.42) and on
applying dominated convergence theorem, we get that ∇ψim

m→∞−−−−→ G in Lp(B′
R−2ε0

) for all p ∈ [1,∞).

On the other hand, (3.6.28) and the uniqueness of the distributional limit imply that G = ∇ϕi, hence
(3.2.5) is proven.
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3.6.6 Curvature convergence

Assume now that ∂Ω ∈W 2,q for some q ∈ [1,∞). Then the local charts ϕi ∈W 2,q(B′
RΩ

).

We differentiate twice the identity F im(y
′, ψim(y

′)) = 0 with respect to y′k y
′
l for k, l = 1, . . . n − 1,

and find

∂2ψim
∂y′k∂y

′
l

(y′) = −
(
∂F im(y

′, ψim(y
′))

∂yn

)−1
{
∂2F im(y

′, ψim(y
′))

∂y′k∂y
′
l

+
∂2F im(y

′, ψim(y
′))

∂y′l∂yn

∂ψim
∂y′k

(y′)+

+
∂2F im(y

′, ψim(y
′))

∂y′k∂yn

∂ψim
∂y′l

(y′)+

+
∂2F im(y

′, ψim(y
′))

∂yn∂yn

∂ψim
∂y′k

(y′)
∂ψim
∂y′l

(y′)

}
.

(3.6.45)

Elementary computations and (3.6.34) show that, for l, r = 1, . . . n, we have

∂2F im
∂yr∂yl

(y′, ψim(y
′)) =

∑
j∈Ii

{
∂2f jm
∂yr∂yl

(xm) ξj(x
m) +

∂f jm
∂yr

(xm)
∂ξj
∂yl

(xm)

+
∂f jm
∂yl

(xm)
∂ξj
∂yr

(xm) + f jm(x
m)

∂2ξj
∂yr∂yr

(xm)

}
,

(3.6.46)

where xm = (T i)−1(y′, ψim(y
′)). We also have

(3.6.47)
∂2f jm
∂yr∂yl

(xm) = −
n−1∑
s,t=1

∂2ϕjm
∂z′s∂z

′
t

(Ci,jm y′)
(
Rj(Ri)t

)
sr

(
Rj(Ri)t

)
tl

for all j ∈ Ii such that xm ∈ supp ξj .

Thanks to (3.6.16), (3.6.28) and (3.6.9), we readily find that f jm(xm) |∇ξj(xm)| → 0 and f jm(xm) |∇2ξj(x
m)| → 0.

From this, and by using (3.6.7), (3.6.21), (3.6.41), (3.6.42) and (3.6.45)-(3.6.47), we obtain

(3.6.48) |∇2ψim(y
′)| ≤ c(n)(1 + L5

Ω)
∑
j∈Ii

{
|∇2ϕjm|(Ci,jm y′) ξj

(
(T i)−1(y′, ψim(y

′)
)
+

(1 + LΩ)

RΩ

}
,

for all y′ ∈ B′
RΩ−2ε0

, provided m > m0 is large enough.
Then again, thanks to (3.6.38) and(3.6.43), we may apply Proposition 3.3.1 and infer

(3.6.49) ∇2ϕjm(Ci,jm y′) → ∇2ϕj(Ci,jy′) for Hn−1-a.e. y′ ∈ V i,j and in Lq(V i,j).

Finally, recalling (3.6.35) and (3.6.37), the properties (3.6.21), (3.6.28), (3.6.40), (3.6.44), (3.6.45)-
(3.6.49) and dominated convergence Theorem 3.3.2 entail

∇2ψim →M , Hn−1-a.e. on B′
RΩ−2ε0 and in Lq(B′

RΩ−2ε0) ,

for some matrix valued function M , which can be explictly written in terms of ϕj ,∇ϕj ,∇2ϕj and ξj .
On the other hand, (3.6.28) and the uniqueness of the distributional limit imply that M = ∇2ϕi,
hence (3.2.6) is proven.
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3.6.7 Proof of the isocapacitary estimate (3.2.7)

In the following subsection, we will denote by M̃m(h) the convolution of a function h ∈ L1
loc(Rn) with

respect to the first (n− 1)-variables, i.e.,

M̃m(h)(z
′, zn) =

ˆ
Rn−1

h(x′, zn) ρm(z
′ − x′) dx′ .

We then have the following elementary lemma, which will be useful later.

Lemma 3.6.1. Let v ∈ C∞
c (Rn). Then, if we set

ṽm :=

√
M̃m(v2) ,

we have that ṽm is Lipschitz continuous on Rn, and

(3.6.50) |∇ṽm| ≤ c(n)

√
M̃m

(
|∇v|2

)
a.e. on Rn.

Proof. By Hölder’s inequality, for k = 1, . . . , n we have∣∣∣∣∂M̃m(v
2)

∂xk

∣∣∣∣ = ∣∣∣∣M̃m

(
∂v2

∂xk

)∣∣∣∣ = 2

∣∣∣∣M̃m

(
v
∂v

∂xk

)∣∣∣∣ ≤ 2

√
M̃m(v2)

√
M̃m

(∣∣∣∣ ∂v∂xk
∣∣∣∣2) .

Therefore, on setting ṽε,m :=

√
ε2 + M̃m(v2), for all ε ∈ (0, 1) we have that

(3.6.51) |∇ṽε,m| =
∣∣∇M̃m(v

2)
∣∣

2

√
ε2 + M̃m(v2)

≤ c(n)

√
M̃m(v2)

√
M̃m(|∇v|2)√

ε2 + M̃m(v2)

≤ c(n)

√
M̃m

(
|∇v|2

)
.

Thus, the sequence {ṽε,m}ε∈(0,1) is uniformly bounded in C0,1
c (Rn), and since ṽε,m

ε→0+−−−−→ ṽm on Rn, we
deduce that ṽm ∈ C0,1

c (Rn) by weak-∗ compactness, and the thesis follows by letting ε→ 0 in (3.6.51)
and by Rademacher’s Theorem.

Now let x0m ∈ ∂Ωm; then owing to (3.6.26) and (3.6.17), there exists i ∈ {1, . . . , N} such that

x0m ∈ BRΩ/8(x
i). Therefore, we may write x0m = (T i)−1

(
(y0)′, ψim

(
(y0)′

))
for some (y0)′ ∈ B′

RΩ/8
, and

we also set x0 := (T i)−1
(
(y0)′, ϕi

(
(y0)′

))
∈ ∂Ω. Let

r0 :=
RΩ

C(n)
(
1 + L2

Ω

) ,
for some fixed constant C(n) > 1 large enough, and consider r ≤ r0, and v ∈ C∞

c

(
Br(x

0
m)
)
. Then,

since Br(x
0
m) ⋐ BRΩ/4(x

i) ⋐ Ki
2ε0

, we have

ˆ
∂Ωm

v2 |BΩm | dHn−1 =

ˆ
B′
RΩ/4

v2
(
(T i)−1

(
y′, ψim(y

′)
))

|BΩm(y
′)|
√
1 + |∇ψim(y′)|2 dy′.

Consider the new set of indices

Jx
0
m
r :=

{
j ∈ Ii : Br(x

0
m) ∩ supp ξj ̸= ∅

}
.
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Owing to (3.1.11), (3.6.33), (3.6.35), (3.6.42) and the Hessian estimate (3.6.48), we obtainˆ
∂Ωm

v2 |BΩm | dHn−1 ≤
√

1 + L2
Ω

ˆ
B′
RΩ/4

v2
(
(T i)−1

(
y′, ψim(y

′)
))

|∇2ψim(y
′)| dy′

≤ c(n) (1 + L6
Ω)

∑
j∈Jx

0
m
r

ˆ
V i,j

{
v2
(
(T j)−1

(
Ci,jm y′, ψjm(Ci,jm y′)

))
×

× ξj

(
(T j)−1

(
Ci,jm y′, ψjm(Ci,jm y′)

))
Mm

(
|∇2ϕj |

)
(Ci,jm y′)

}
dy′

+ c(n)
(1 + L7

Ω)

RΩ
|Jx0mr |

ˆ
B′
R/4

v2
(
(T i)−1

(
y′, ψim(y

′)
))
dy′ .

(3.6.52)

By using |Jx
0
m
r | ≤ N , (3.6.3), (3.2.4) and the results of Corollary 3.5.5, we get

(1 + L7
Ω)

RΩ
|Jx0mr |

ˆ
B′
RΩ/4

v2
(
(T i)−1

(
y′, ψjm(y

′)
))
dy′ ≤ c(n)

(1 + L7
Ω) d

n
Ω

Rn+1
Ω

ˆ
∂Ωm

v2 dHn−1

≤


c′(n)

(1 + L25
Ω ) dnΩ

Rn+1
Ω

(ˆ
Rn

|∇v|2 dx
)
r if n ≥ 3

c
(1 + L31

Ω ) dnΩ
Rn+1

Ω

(ˆ
R2

|∇v|2 dx
)
r log

(
1 +

1

r

)
if n = 2.

(3.6.53)

On the other hand, via the change of variables z′ = Ci,jm y′, by making use of (3.6.43), (3.6.36), and

observing that Br(x
0
m) ⋐ Ki

2ε0
∩Kj

2ε0
for all j ∈ Jx

0
m
r , x0m ∈ ∂Ωm and r ≤ r0, we find

ˆ
V i,j

{
v2
(
(T j)−1

(
Ci,jm y′, ψjm(Ci,jm y′)

))
ξj

(
(T j)−1

(
Ci,jm y′, ψjm(Ci,jm y′)

))
Mm

(
|∇2ϕj |

)
(Ci,jm y′)

}
dy′

≤ c(n)(1 + L
(n−1)
Ω )

ˆ
W i,j

w2
j,m(z

′, 0)Mm

(
|∇2ϕj |

)
(z′) dz′ ,

(3.6.54)

for some open set W i,j ⋐ Ci,j(U i,j), where we also set

wj,m(z
′, zn) := v

(
(T j)−1

(
z′, zn + ψjm(z

′)
))
.

Since v ∈ C∞
c (Br(x

0
m)) and x

0
m = (T j)−1

(
Ci,jm
(
(y0)′

)
, ψjm

(
(y0)′

))
for all j ∈ Jx

0
m
r , by using (3.6.42) it

is readily seen that

wj,m ∈ C∞
c

(
Bc(n)(1+L2

Ω) r

(
Ci,jm
(
(y0)′

)
, 0
))

,

and from the chain rule we find

(3.6.55) |∇wj,m(z′, zn)| ≤ c(n)(1 + L2
Ω)
∣∣∣∇v((T j)−1

(
z′, zn + ψjm(z

′)
))∣∣∣

Next, by using Fubini-Tonelli’s Theorem we obtainˆ
W i,j

w2
j,m(z

′, 0)Mm

(
|∇2ϕj |

)
(z′) dz′ =

ˆ
W i,j

w2
j,m(z

′, 0)

ˆ
B′

1/m
(z′)

|∇2ϕj(z̃′)| ρm(z′ − z̃′) dz̃′ dz′

≤
ˆ

W i,j+B′
1/m

|∇2ϕj(z̃′)|
( ˆ

B′
1/m(z̃′)

w2
j,m(z

′, 0) ρm(z̃
′ − z′) dz′

)
dz̃′ .
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We have thus found that

(3.6.56)

ˆ
W i,j

w2
j,m(z

′, 0)Mm

(
|∇2ϕj |

)
(z′) dz′ ≤

ˆ
W̃ i,j

M̃m(w
2
j,m)(z

′, 0) |∇2ϕj(z′)| dz′ ,

for some open set W̃ i,j ⋐ Ci,j(U i,j), provided m > m0 is large enough.
Thanks to Lemma 3.6.1 and inequality (3.6.38), we easily infer√

M̃m(w2
j,m) ∈ C0,1

c

(
Bc(n)(1+L2

Ω)(r+
1
m
)

(
Ci,j
(
(y0)′

)
, 0
))

,

and

(3.6.57)
∣∣∣∇√M̃m(w2

j,m)
∣∣∣ ≤ c(n)

√
M̃m

(
|∇wj,m|2

)
a.e. on Rn.

Finally, set

h̃j,m(x
′, xn) :=

√
M̃m(w2

j,m)
(
T j
(
x′, xn − ϕj(x′)

))
so that h̃j,m is Lipschitz continuous on Rn. Moreover, thanks to (3.6.28), for all j ∈ Jx

0
m
r , we have that

Bc(n)(1+L3
Ω)(r+

1
m
)(x

0) ⋐ Ki
2ε0 ∩K

j
2ε0

for allm > m0 sufficiently large and all r ≤ r0, and thus we may write x0 = (T j)−1
(
Ci,j
(
(y0)′

)
, ϕj((y0)′)

)
due to (3.6.33). Recalling that ϕj is LΩ-Lipschitz continous, it follows that

h̃j,m ∈ C0,1
c

(
Bc(n)(1+L3

Ω)(r+
1
m
)(x

0)
)
,

and from the chain rule

(3.6.58)
∣∣∇h̃j,m(x′, xn)∣∣ ≤ c(n)(1 + LΩ)

∣∣∣∇√M̃m(w2
j,m)(x

′, xn − ϕj(x′))
∣∣∣ for a.e. x.

Owing to (3.1.11) and the definition of h̃j,m, we have

ˆ
W̃ i,j

M̃m(w
2
j,m)(z

′, 0) |∇2ϕj(z′)| dz′ =
ˆ
W̃ i,j

h̃2j,m
(
(T j)−1(z′, ϕj(z′))

)
|∇2ϕj(z′)| dz′

≤ c(n)(1 + L3
Ω)

ˆ
W̃ i,j

h̃2j,m
(
(T j)−1(z′, ϕj(z′))

) ∣∣BΩ(z
′)
∣∣√1 + |∇ϕj(z′)|2 dz′

= c(n)(1 + L3
Ω)

ˆ
∂Ω
h̃2j,m

∣∣BΩ

∣∣ dHn−1

≤ c(n)(1 + L3
Ω)

(
sup

´
∂Ω h

2
∣∣BΩ

∣∣ dHn−1´
Rn |∇h|2 dx

) ˆ
Rn

|∇h̃j,m|2 dx ,

(3.6.59)

where the supremum above is taken over all functions h ∈ C0,1
c

(
Bc(n)(1+L3

Ω)(r+
1
m
)(x

0)
)
.
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Henceforth, by coupling (3.6.3) and estimates (3.6.52)-(3.6.59), for all v ∈ C∞
c

(
Br(x

0
m)
)
we obtain

ˆ
∂Ωm

v2
∣∣BΩm

∣∣ dHn−1 ≤ c(n) (1 + Ln+4
Ω )

(
sup

´
∂Ω h

2
∣∣BΩ

∣∣ dHn−1´
Rn |∇h|2 dx

) ∑
j∈Jx

0
m
r

ˆ
Rn
M̃m

(
|∇wj,m|2

)
dx

+ c̃

ˆ
Rn

|∇v|2dx

≤ c(n) (1 + Ln+4
Ω )

(
sup

´
∂Ω h

2
∣∣BΩ

∣∣ dHn−1´
Rn |∇h|2 dx

) ∑
j∈Jx

0
m
r

ˆ
Rn

|∇wj,m|2 dx+ c̃

ˆ
Rn

|∇v|2dx

≤ c(n) (1 + Ln+8
Ω )N

(
sup

´
∂Ω h

2
∣∣BΩ

∣∣ dHn−1´
Rn |∇h|2 dx

) ˆ
Rn

|∇v|2 dx+ c̃

ˆ
Rn

|∇v|2dx

≤ c′(n) (1 + Ln+8
Ω )

dnΩ
RnΩ

(
sup

´
∂Ω h

2
∣∣BΩ

∣∣ dHn−1´
Rn |∇h|2 dx

) ˆ
Rn

|∇v|2dx+ c̃

ˆ
Rn

|∇v|2dx ,

where in the second inequality we made use of Fubini-Tonelli’s Theorem, the supremum above is taken

over all h ∈ C0,1
c

(
Bc(n)(1+L3

Ω)(r+
1
m
)(x

0)
)
, and we set

(3.6.60) c̃ = c̃(n,LΩ, RΩ, dΩ, r) =


c(n)

(1 + L25
Ω ) dnΩ

Rn+1
Ω

r if n ≥ 3

c(n)
(1 + L31

Ω ) dnΩ
Rn+1

Ω

r log
(
1 +

1

r

)
if n = 2.

Therefore, for all x0m ∈ ∂Ωm, r ≤ r0, we have found

sup
v∈C∞

c (Br(x0m))

´
∂Ωm

v2
∣∣BΩm

∣∣ dHn−1´
Rn |∇v|2 dx

≤
c(n) (1 + Ln+8

Ω ) dnΩ
RnΩ

(
sup

x0 ∈ ∂Ω

v ∈ C0,1
c

(
B

c(n)(1+L3
Ω

)(r+1/m)
(x0)

)

´
∂Ω v

2
∣∣BΩ

∣∣ dHn−1´
Rn |∇v|2 dx

)
+ c̃ .

From this, (3.6.60) and the isocapacitary equivalence [150, Theorem 2.4.1], we finally obtain the desired
estimates

KΩm(r) ≤
c(n) (1 + Ln+8

Ω ) dnΩ
RnΩ

KΩ

(
c(n)(1 + L3

Ω)(r +
1
m)
)

+
c(n) (1 + L25

Ω ) dnΩ
Rn+1

Ω

r , if n ≥ 3

(3.6.61)

and

KΩm(r) ≤
c(n) (1 + Ln+8

Ω ) dnΩ
RnΩ

KΩ

(
c(n)(1 + L3

Ω)(r +
1
m)
)

+
c(n) (1 + L31

Ω ) dnΩ
Rn+1

Ω

r log
(
1 +

1

r

)
, if n = 2,

(3.6.62)

for all r ≤ r0 and m > m0, and the proof is complete.



Chapter 4

Global gradient regularity and a Hopf
Lemma for quasilinear operators of
mixed local-nonlocal type

4.1 Main results

This final chapter is concerned about quasilinear operators of mixed local-nonlocal type, whose model
example is given by −∆pu+(−∆q)

su. Our results apply to a large family of operators of mixed type,
which we now proceed to define.

Let n ≥ 2 be an integer, p, q ∈ (1,+∞), and s ∈ (0, 1). Let Ω ⊂ Rn be a bounded open set. We
consider the operator

(4.1.1) Qu := QL u+QN u,

defined as the sum of the local term

QL u(x) = QAL u(x) := −divA
(
x,Du(x)

)
and of the nonlocal one

QN u(x) = Qϕ,B,s,qN u(x) := 2P.V.

ˆ
Rn
ϕ
(
u(x)− u(y)

) B(x, y)

|x− y|n+sq
dy.

Here, A : Ω×Rn → Rn is a continuous vector field such that A(x, ·) ∈ C1(Rn \ {0};Rn) for all x ∈ Ω,
A(·, ξ) ∈ Cα(Ω;Rn) for all ξ ∈ Rn, and which satisfies the p-growth and coercivity conditions

(4.1.2)


|A(x, ξ)|+ |ξ||∇ξA(x, ξ)| ≤ Λ

(
|ξ|2 + µ2

) p−2
2 |ξ| for x ∈ Ω, ξ ∈ Rn \ {0},

|A(x, ξ)−A(y, ξ)| ≤ Λ
(
|ξ|2 + µ2

) p−1
2 |x− y|α for x, y ∈ Ω, ξ ∈ Rn,

⟨∇ξA(x, ξ)η, η⟩ ≥ Λ−1
(
|ξ|2 + µ2

) p−2
2 |η|2 for x ∈ Ω, ξ ∈ Rn \ {0}, η ∈ Rn,

for some constants α ∈ (0, 1), µ ∈ [0, 1], and Λ ≥ 1, while B : Rn × Rn → [0,+∞) is a measurable
function satisfying

(4.1.3) B(x, y) = B(y, x) and Λ−1 ≤ B(x, y) ≤ Λ for a.a. x, y ∈ Rn,

and ϕ ∈ C0(R) is an odd, non-decreasing function fulfilling the q-growth and coercivity assumption

(4.1.4) Λ−1|t|q ≤ ϕ(t) t ≤ Λ|t|q for all t ∈ R.
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As already mentioned, the classical example of such an operator is

(4.1.5) −∆pu+ (−∆q)
su,

which is obtained by taking A(x, ξ) = |ξ|p−2ξ, ϕ(t) = |t|q−2t, and B equal to a constant.

Our first result concerns the global differentiability of weak solutions to the Dirichlet problem for
the operator Q. The notion of weak solution and the relevant functional spaces will be made precise
in Section 4.1.1.

Theorem 4.1.1 (Global C1,θ-regularity). Let p, q ∈ (1,+∞) and s ∈ (0, 1) be such that

(4.1.6) p > sq.

Let Ω ⊂⊂ Ω′ ⊂ Rn be bounded open sets, with ∂Ω of class C1,α for some α ∈ (0, 1). Suppose
that A, B, and ϕ satisfy assumptions (4.1.2), (4.1.3), and (4.1.4). Let f ∈ Ld(Ω) for some d > n
and g ∈ Ws,q(Ω) ∩ W 1,∞(Ω′) ∩ C1,α(∂Ω). Let u ∈ W 1,p

g (Ω) ∩ Ws,q
g (Ω) be the weak solution of the

Dirichlet problem

(4.1.7)

{
Qu = f in Ω,

u = g in Rn \ Ω.

Then, u ∈ C1,θ(Ω) and
∥u∥C1,θ(Ω) ≤ C,

for some constants θ ∈ (0, 1) and C > 0 depending only on n, p, q, s, Λ, d, α, Ω, and Ω′, as well as
on ∥f∥Ld(Ω), ∥g∥Ws,q(Ω), ∥g∥W 1,∞(Ω′), and ∥g∥C1,α(∂Ω).

Under virtually the same assumptions on Q, interior C1,θ estimates and boundary almost Lipschitz
regularity were established in [75]. Theorem 4.1.1 provides a strengthening of these results, in the
case of a sufficiently regular outside datum g. We also point out that, for Q as in (4.1.5) with p = q =
2, f ∈ L∞(Ω), and g ≡ 0, global C1,θ-estimates have been obtained in [25, 183].

Like the majority of the results in [75], Theorem 4.1.1 relies crucially on assumption (4.1.6). This
requirement ensures that the local operator QL is the leading term in (4.1.1), making it increasingly
prevailing over QN at smaller scales and ultimately becoming the source of regularity. Clearly, (4.1.6)
is satisfied if p = q, as, for instance, when Qu = −∆pu + (−∆p)

su. If p < sq, then the leading term
becomes QN , from which one should not be able to extract more than the global Hölder continuity of
solutions—see [173] and [118]. Different is the case of interior regularity, where, in some cases, C1,θ

estimates are expected. However, to obtain them, one would need to fully understand the regularizing
features of QN , something which at the moment is still lacking—see [32, 99] for some of the most
relevant results in this direction.

Theorem 4.1.1 gives the C1,θ-regularity of the solution u of problem (4.1.7) up to the boundary
of Ω, from the interior. However, no matter how nice the outer datum g is, u will in general be no
more than Lipschitz across the boundary. This can be deduced as a particular consequence of the
second result of this chapter, a Hopf type boundary point lemma for the operator Q.

In order to state and prove this result, we need to impose some additional regularity hypotheses
on the operators QL and QN . Namely, we require that A(·, ξ) ∈ C1(Ω;Rn) for all ξ ∈ Rn and that

(4.1.8) |∇xA(x, ξ)| ≤ Λ
(
|ξ|2 + µ2

) p−2
2 |ξ| for all x ∈ Ω, ξ ∈ Rn.
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Note that this is a strengthening of the second line in (4.1.2). Concerning the operator QN , we assume
that B ∈ C0,1(Rn × Rn), with

(4.1.9)
∣∣B(x+ w, y + z)−B(x, y)

∣∣ ≤ Λ
(
|w|+ |z|

)
for all x, y, w, z ∈ Rn,

and that ϕ ∈ C1(R \ {0}), with

(4.1.10) Λ−1|t|q−2 ≤ ϕ′(t) ≤ Λ|t|q−2 for all t ∈ R \ {0}.

Observe that condition (4.1.10) is stronger than (4.1.4) (up to taking a different Λ), as ϕ(0) = 0—recall
that ϕ is an odd continuous function.

Having made these additional assumptions, we can now state our Hopf lemma for Q-superharmo-
nic functions—as before, see Section 4.1.1 for definitions. We recall that ν denotes the unit normal
vector field of ∂Ω, pointing outwards from Ω.

Theorem 4.1.2 (Hopf lemma). Let p, q ∈ (1,+∞) and s ∈ (0, 1). Let Ω ⊂ Rn be a bounded open
set with boundary of class C1,α, for some α ∈ (0, 1). Suppose that A, B, and ϕ satisfy assump-
tions (4.1.2), (4.1.3), (4.1.8), (4.1.9), and (4.1.10). Let u ∈ W 1,p(Ω) ∩ Ws,q(Ω) ∩ C0(Ω) be a non-
negative weak supersolution of Qu = 0 in Ω, positive in Ω and vanishing at a point x0 ∈ ∂Ω. Then,

(4.1.11) lim inf
h↘0

u(x0 − hν(x0))

h
> 0.

We remark that Theorem 4.1.2 holds for every p, q ∈ (1,+∞) and s ∈ (0, 1)—in particular,
assumption (4.1.6) is not required here. Indeed, the result is not of perturbative nature and its proof
treats both operators QL and QN as equals. In consequence of Theorem 4.1.1, the linear growth from
the boundary implied by (4.1.11) is optimal when p > sq. We believe it is an interesting question to
determine whether a stronger condition might hold when p < sq, such as

lim inf
h↘0

u(x0 − hν(x0))

hs
> 0,

in agreement with the Hopf lemmas available for fractional Laplacians—see [110, 81]. We point out
that in the linear case (i.e., p = q = 2) and for domains having the interior ball condition, the Hopf
lemma was obtained in [29]–see also [120].

Clearly, supersolutions of Qu = 0 might not be differentiable and thus the lim inf in (4.1.11) might
not in general be a limit. Of course, this is true unless the supersolution u is a priori assumed to be of
class C1(Ω) or if u is an actual solution of the equation and (4.1.6) is in force, thanks to Theorem 4.1.1.

In the following result, we showcase this last possibility and provide a unified statement which
can be easily proved by combining Theorems 4.1.1 and 4.1.2 with the weak and the strong maximum
principles for Q—see, e.g., the forthcoming Propositions 4.3.1 and 4.5.1.

Corollary 4.1.3. Let p, q ∈ (1,+∞) and s ∈ (0, 1) be such that (4.1.6) holds true. Let Ω ⊂ Rn
be a bounded open set with boundary of class C1,α, for some α ∈ (0, 1). Suppose that A, B, and ϕ
satisfy assumptions (4.1.2), (4.1.3), (4.1.8), (4.1.9), and (4.1.10). Let f ∈ Ld(Ω), for some d > n, be
a non-negative function and u ∈W 1,p(Ω) ∩Ws,q(Ω) be the weak solution of{

Qu = f in Ω,

u = 0 in Rn \ Ω.
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Then, u ∈ C1,θ(Ω) for some θ ∈ (0, 1) depending only on n, p, q, s, Λ, d, α, Ω, and ∥f∥Ld(Ω).
Furthermore, either u ≡ 0 in Rn, or u > 0 in Ω and

− ∂u

∂ν−
(x0) := lim

h↘0

u
(
x0 − h ν(x0)

)
h

> 0,

for every x0 ∈ ∂Ω.

Outline of the proofs. The proof of Theorem 4.1.1 is mostly based on the perturbation argument
described in the Introduction, which was already exploited in [75, Theorem 5] for the interior Hölder
continuity of (4.1.1). Namely, after carrying out a suitable flattening of the boundary, we establish
Caccioppoli type estimates for the solution u of problem (4.1.7) near said flat parts of the boundary.
Then, in the same spirit of [103, 135] for purely local operators, we make use of the perturbation
argument and compare u to the solution of the local, autonomous, homogeneous problem in the half-
ball, whose gradient regularity is well understood. This allows us to obtain finer estimates on the
gradient of u and, in conjunction with the Caccioppoli estimates of the previous step, we ultimately
get boundary Campanato type estimates for Du. The Hölder regularity of Du is then recovered as a
consequence of the Campanato isomorphism.

For what concerns Theorem 4.1.2, its proof proceeds similarly to those usually employed to es-
tablish Hopf lemmas, via the construction of a suitable positive subsolution. Once this barrier is
built, the conclusion then follows from the weak comparison principle—see, e.g., the forthcoming
Proposition 4.3.1.

A first difficulty to face when building such a barrier comes from the mild regularity assumptions
made on the boundary of Ω, which is only required to be C1,α—in particular, it might not satisfy
the interior ball condition. After flattening the boundary through a specific diffeomorphism, this
low regularity translates into a transformed operator having coefficients which may blow up near x0.
To overcome this difficulty, we construct an explicit subsolution v having second derivatives which
blow up at a faster rate, with the correct sign. This method is, to the best of our knowledge, rather
unexplored even in the case of a single local operator—see [107, 95] for similar approaches. We believe
it might be further generalized past the Hölder continuity class and could lead to results for C1,Dini-
regular boundaries, the optimal regularity under which the Hopf lemma holds in the local case—see,
e.g., [191, 134, 10].

A second difficulty naturally lies in the fact that Q is the sum of two operators having different
scaling and homogeneity properties. In order to circumvent this issue, we actually construct v in a
way that makes it subharmonic for both QL and QN at the same time. As a technical remark, we
point out that, to prove that v is a subsolution of QNv = 0 in a neighborhood of x0, we need both
a careful asymptotic analysis of the behavior of the part of QNv localized around x0 (in the mildly
nonlocal regime (1−s)q < 1) and purely nonlocal techniques, adding a large bump function supported
away from the boundary as in [81] (in the strongly nonlocal regime (1− s)q ≥ 1).

4.1.1 Notation and definitions

Before passing to the proofs, we collect a few additional definitions and fix some of the terminology
that we will use in the rest of the chapter. We assume that p, q ∈ (1,+∞), s ∈ (0, 1), and that Ω ⊂ Rn
is a bounded open set with Lipschitz continous boundary.

• We recall that W 1,p(Ω) denotes the Sobolev space of Lp(Ω) weakly differentiable functions having
weak gradients in Lp(Ω), endowed with the usual norm

∥u∥W 1,p(Ω) := ∥u∥Lp(Ω) + ∥∇u∥Lp(Ω).



CHAPTER 4. MIXED OPERATORS OF LOCAL-NONLOCAL TYPE 119

Given g ∈ W 1,p(Ω), we indicate with W 1,p
g (Ω) the subset of W 1,p(Ω) made up by those function

whose traces on ∂Ω coincide with that of g. Writing

CΩ :=
(
Rn × Rn

)
\
(
(Rn \ Ω)× (Rn \ Ω)

)
=
(
Ω× Ω

)
∪
(
Ω× (Rn \ Ω)

)
∪
(
(Rn \ Ω)× Ω

)
,

we define Ws,q(Ω) to be the set of measurable functions u : Rn → R such that u|Ω ∈ Lq(Ω) and the
map (x, y) 7→ |x− y|−n−sq|u(x)− u(y)|q is integrable over CΩ. We norm this space by

∥u∥Ws,q(Ω) := ∥u∥Lq(Ω) +

(¨
CΩ

|u(x)− u(y)|q

|x− y|n+sq
dxdy

)1
q

.

Also, given g ∈ Ws,q(Ω), we denote by Ws,q
g (Ω) the space composed by all functions in Ws,q(Ω)

which agree with g outside of Ω.

• Let Q be as in the introduction to this chapter. Given g ∈ W 1,p(Ω) ∩Ws,q(Ω) and f ∈ Ln(Ω), we
say that a function u ∈W 1,p

g (Ω) ∩Ws,q
g (Ω) is a weak solution of the Dirichlet problem (4.1.7) if

(4.1.12)

ˆ
Ω
A(x,Du(x)) ·Dφ(x) dx

+

¨
CΩ

ϕ
(
u(x)− u(y)

)(
φ(x)− φ(y)

) B(x, y)

|x− y|n+sq
dxdy =

ˆ
Ω
fφ dx,

for every φ ∈ W 1,p
0 (Ω) ∩Ws,q

0 (Ω). Moreover, given two functions u, v ∈ W 1,p(Ω) ∩Ws,q(Ω), we say
that Qu ≤ Qv in Ω in the weak sense if

(4.1.13)

ˆ
Ω

(
A(x,Du(x))−A(x,Dv(x))

)
·Dφ(x) dx

+

¨
CΩ

(
ϕ
(
u(x)− u(y)

)
− ϕ

(
v(x)− v(y)

))
(φ(x)− φ(y))

B(x, y)

|x− y|n+sq
dxdy ≤ 0,

for every non-negative function φ ∈ W 1,p
0 (Ω) ∩Ws,q

0 (Ω). By taking respectively v ≡ 0 or u ≡ 0 in
the above formulation, we obtain the definition of weak sub- and superharmonic functions for the
operator Q in Ω, i.e., of weak sub- and supersolutions of Qu = 0 in Ω. We stress that the left-hand
sides of (4.1.12) and (4.1.13) are well-defined and finite thanks to assumptions (4.1.2), (4.1.3), (4.1.4)
on A, B, ϕ, while the finiteness of the right-hand side of (4.1.12) follows from the embedding

of W 1,p(Ω) into L
n
n−1 (Ω).

• In the next sections, we denote by C a constant greater than 1 and possibly changing from line
to line. Unless otherwise specified, when it appears inside a proof it is assumed to depend on the
quantities listed in the corresponding statement.

4.2 Proof of Theorem 4.1.1, global C1,θ-regularity

This section is devoted to the proof of Theorem 4.1.1. In order to make the exposition clearer, we
divide it in a few steps.
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Step 1: Reduction to nicer outside data

In this first preliminary step we show that, without loss of generality, the outside datum can be assumed
to be compactly supported, of class C1,α on ∂Ω, and globally Lipschitz. In order to do this, we first
establish the following global L∞ estimate for the solution u. We stress that here assumption (4.1.6)
is not required to hold.

Lemma 4.2.1. Let Ω ⊂⊂ Ω′ ⊂ Rn be bounded open sets with ∂Ω Lipschitz. Given f ∈ Ln(Ω)
and g ∈W 1,p(Ω)∩Ws,q(Ω)∩L∞(Ω′), let u ∈W 1,p

g (Ω)∩Ws,q
g (Ω) be a weak solution of problem (4.1.7).

Then, u ∈ L∞(Ω) and it holds
∥u∥W 1,p(Ω) + ∥u∥L∞(Ω) ≤ C

for some constant C > 0 depending only on n, p, q, s, Λ, Ω, and Ω′, as well as on ∥f∥Ln(Ω), ∥g∥W 1,p(Ω),
∥g∥Ws,q(Ω), and ∥g∥L∞(Ω′).

The proof of this result is somewhat standard—it is similar, for instance, to that of [75, Proposi-
tion 2.1]. We thus postpone it to Section 4.6.

Let Ω′′ ⊂⊂ Ω′ be an open set with Ω ⊂⊂ Ω′′ and η ∈ C∞
c (Rn) be a smooth cutoff function

satisfying 0 ≤ η ≤ 1 in Rn, η = 1 in Ω′′, and supp (η) ⊂⊂ Ω′. Set ĝ := ηg and û := ηu. Then, û is a
weak solution of {

Qû = f̂ in Ω,

û = ĝ in Rn \ Ω,

where f̂ = f + f̄ , with

f̄(x) := 2

ˆ
Rn\Ω′′

(
ϕ
(
u(x)− η(y)g(y)

)
− ϕ

(
u(x)− g(y)

)) B(x, y)

|x− y|n+sq
dy for x ∈ Ω.

We have that f̄ ∈ L∞(Ω). To see it, we first observe that, since the Hausdorff distance dist(Ω, Rn\
Ω′′) is strictly positive and Ω is bounded, there exists a constant C ≥ 1 depending only on Ω and Ω′′

such that

(4.2.1) C−1(1 + |y|) ≤ |x− y| ≤ C(1 + |y|) for all x ∈ Ω and y ∈ Rn \ Ω′′.

Using assumptions (4.1.3)-(4.1.4), (4.2.1), and Hölder’s inequality, we easily compute

∥f̄∥L∞(Ω) ≤ C sup
x∈Ω

(ˆ
Rn\Ω′′

|u(x)|q−1 + |g(y)|q−1

|x− y|n+sq
dy

)

≤ C

{
∥u∥q−1

L∞(Ω) +−
ˆ
Ω

(ˆ
Rn\Ω′′

|g(y)|q−1

(1 + |y|)n+sq
dy

)
dz

}

≤ C

{
∥u∥q−1

L∞(Ω) + ∥g∥q−1
Lq(Ω) +

(¨
CΩ

|g(z)− g(y)|q

|z − y|n+sq
dzdy

)q−1
q

}
,

for some C ≥ 1 depending only on n, q, s, Λ, Ω, and Ω′′. Thus, f̃ is bounded in Ω.
Also notice that ĝ ∈ C1,α(∂Ω) ∩W 1,∞(Rn) and thus, since supp (ĝ) ⊂ Ω′, that ĝ ∈ W a,χ(Rn) for

all a ∈ (0, 1) and χ ≥ 1, with corresponding norms in these spaces bounded only in terms of ∥g∥W 1,∞(Ω′)

and ∥g∥C1,α(∂Ω).
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Step 2: Straightening of the boundary

We now proceed with the actual proof of Theorem 4.1.1. To do this, it is convenient to locally
straighten the boundary around any given point x0 ∈ ∂Ω. Following the argument of [75, Section 5]
(and mostly adopting its notation), we see that there exists a global C1,α-diffeomorphism T of Rn
such that 1

T (x0) = x0, B+
r0(x0) ⊂ T

(
Ω3r0(x0)

)
⊂ B+

4r0
(x0),

Γr0(x0) ⊂ T
(
∂Ω ∩B3r0(x0)

)
⊂ Γ4r0(x0),

for some small radius r0 ∈ (0, 1]. Here Ωr(x0) = Ω ∩ Br(x0) and Γr(x0) = Br(x0) ∩ {xn = 0}.
Write S := T −1 and c :=

∣∣JS
∣∣, with JS denoting the Jacobian determinant of the inverse S. Let Ω̃ :=

T (Ω), g̃ := g ◦ S, f̃ := c(f ◦ S), and

(4.2.2) ũ := u ◦ S.

It is easy to see that f̃ ∈ Ld(Ω̃), g̃ ∈W 1,∞(Rn)∩C1,α(Γr0(x0)), and ũ ∈W 1,p
g̃ (Ω̃)∩Ws,q

g̃ (Ω̃). Moreover, ũ
is a weak solution of

(4.2.3)

{
−divÃ(·, Dũ) + Q̃N ũ = f̃ in Ω̃,

ũ = g̃ in Rn \ Ω̃,

where
Ã(x, ξ) := c(x)A

(
S(x), ξ(DT ◦ S)(x)

) (
DT ◦ S

)
(x)t

and

Q̃N u(x) := 2P.V.

ˆ
Rn
ϕ (u(x)− u(y)) K̃(x, y) dy,

with

K̃(x, y) := c(x)c(y)
B
(
S(x),S(y)

)
|S(x)− S(y)|n+sq

.

From assumptions (4.1.2)-(4.1.3) and the regularity of T , we infer that

0 < Λ̃−1 ≤ c(x) ≤ Λ̃ for all x ∈ Rn,

|c(x)− c(y)| ≤ Λ̃|x− y|α for all x, y ∈ Br0(x0),

K̃(x, y) = K̃(y, x) for a.a. x, y ∈ Rn,

Λ̃−1

|x− y|n+sγ
≤ K̃(x, y) ≤ Λ̃

|x− y|n+sγ
for a.a. x, y ∈ Rn.

and that the p-growth and coercivity conditions are preserved, namely

(4.2.4)


|Ã(x, ξ)|+ |ξ||∇ξÃ(x, ξ)| ≤ Λ̃

(
|ξ|2 + µ2

) p−2
2 |ξ| for all x ∈ B+

r0(x0),∣∣Ã(x, ξ)− Ã(y, ξ)
∣∣ ≤ Λ̃(|ξ|2 + µ2)

p−1
2 |x− y|α for all x, y ∈ B+

r0(x0),

⟨∇ξÃ(x, ξ)η, η⟩ ≥ Λ̃−1
(
|ξ|2 + µ2

) p−2
2 |η|2 for all x ∈ B+

r0(x0), η ∈ Rn,

for every ξ ∈ Rn \ {0} and for some constant Λ̃ ≥ 1 depending only on n, p, α, Λ, and Ω.

1In order to be consistent with [40, 75], throughout the rest of this chapter we will use that Lipschitz domains Ω, and
in particular C1,α-domains, can be locally described as the supergraph of a boundary chart. Clearly, this only involves
a simple change of orientation with respect to the coordinate system given by Definition 3.1.1.



CHAPTER 4. MIXED OPERATORS OF LOCAL-NONLOCAL TYPE 122

Step 3: Preliminary estimates on ũ

To prove Theorem 4.1.1, we need a few lower order estimates on ũ, which mostly follow from the
results of [75]. In order to obtain them, we first need to introduce the following “Caccioppoli” control
quantity.

Given any point x̃0 ∈ Γr0/2(x0), radius ϱ ∈
(
0, r04

]
, and constants a, χ, γ satisfying

(4.2.5) a ∈ (0, 1), γ > max{p, n}, χ > γ, aχ > n,

we define

(4.2.6)

ccp+γ,a,χ(ϱ) := ϱ−p−
ˆ
B+
ϱ (x̃0)

|ũ− g̃|p dx+

ˆ
Rn\Bϱ(x̃0)

|ũ(y)− (ũ)Bϱ(x̃0)|γ

|y − x̃0|n+sγ
dy

+

(
∥f̃∥

p
p−1

Ln(B+
ϱ (x̃0))

+ 1

)
+

(
−
ˆ
B+
ϱ (x̃0)

|Dg̃|γ dx
)p/γ

+

(
ϱχ(a−s)

ˆ
Bϱ(x̃0)

−
ˆ
Bϱ(x̃0)

|g̃(x)− g̃(y)|χ

|x− y|n+aχ
dxdy

)γ/χ
.

We then have the following preliminary estimates. From now on, we assume the validity of condi-
tion (4.1.6) and all constants to depend on the quantities declared in the statement of Theorem 4.1.1.

Lemma 4.2.2. The function ũ defined by (4.2.2) belongs to Cβ(Rn) for every β ∈ (0, 1) and it holds

(4.2.7) ∥ũ∥Cβ(Rn) ≤ Cβ.

Moreover, it satisfies
ˆ
Bt(x̃0)

−
ˆ
Bt(x̃0)

|ũ(x)− ũ(y)|γ

|x− y|n+sγ
dxdy ≤ Cβ t

(β−s)γ for all β ∈ (s, 1) and t ∈
(
0,
r0
4

)
,(4.2.8)

ˆ
Rn\Bt(x̃0)

|ũ(y)− (ũ)Bt(x̃0)|γ

|y − x̃0|n+sγ
dy ≤ C for all t ∈

(
0,
r0
4

)
,(4.2.9)

−
ˆ
B+
ϱ/2(x̃0)

(
|Dũ|2 + µ2

)p/2
dx ≤ Cλ ϱ

−λ p for all λ > 0 and ϱ ∈
(
0,
r0
4

)
.(4.2.10)

The constant Cβ may also depend on β, while Cλ also on λ.

Proof. The statement concerning the Hölder regularity of ũ is the content of [75, Theorem 4 and Propo-
sition 5.1]—see also Theorem 6 there and the discussion preceding its statement. To establish (4.2.8),
it suffices to apply (4.2.7). Indeed,

ˆ
Bt(x̃0)

−
ˆ
Bt(x̃0)

|ũ(x)− ũ(y)|γ

|x− y|n+sγ
dxdy ≤ [ũ]q

Cβ(Rn)

ˆ
Bt(x̃0)

−
ˆ
Bt(x̃0)

dxdy

|x− y|n+(s−β)γ

≤ Cβ

ˆ
B2t(x̃0)

dz

|z|n+(s−β)γ ≤ Cβ t
(β−s)γ ,

where we made the change of variables z = x − y and used the fact Bt(x̃0) − y ⊂ B2t(x̃0) for
every y ∈ Bt(x̃0).

Regarding (4.2.9), we also use (4.2.7) and estimate

ˆ
Rn\Bt(x̃0)

|ũ(y)− (ũ)Bt(x̃0)|γ

|y − x̃0|n+sγ
dxdy



CHAPTER 4. MIXED OPERATORS OF LOCAL-NONLOCAL TYPE 123

≤
ˆ
Rn\Br0 (x̃0)

|ũ(y)− (ũ)Bt(x̃0)|γ

|y − x̃0|n+sγ
dxdy + 2q−1

ˆ
Br0 (x̃0)\Bt(x̃0)

|ũ(y)− ũ(x̃0)|γ

|y − x̃0|n+sγ
dy

+ 2q−1|ũ(x̃0)− (ũ)Bt(x̃0)|
γ

ˆ
Br0 (x̃0)\Bt(x̃0)

dy

|y − x̃0|n+sγ

≤ C

{
r−sq0 ∥ũ∥qL∞(Rn) + [ũ]q

Cβ(Br0 (x̃0))

(ˆ
Br0

dz

|z|n+(s−β)γ + tβq
ˆ
Rn\Bt

dz

|z|n+sγ

)}
≤ Cβ

(
r−sγ0 + r

(β−s)γ
0 + t(β−s)γ

)
,

for every β ∈ (s, 1). By choosing, e.g., β = (1 + s)/2, we find the desired inequality (4.2.9).
Finally, to prove (4.2.10) we recall the boundary Caccioppoli inequality of [75, Lemma 5.1]: for

every γ, a, χ satisfying (4.2.5), we have

−
ˆ
B+
ϱ/2

(x̃0)

(
|Dũ|2 + µ2

)p/2
dx+

ˆ
Bϱ/2(x̃0)

−
ˆ
Bϱ/2(x̃0)

|ũ(x)− ũ(y)|γ

|x− y|n+sγ
dxdy ≤ C ccp+γ,a,χ(ϱ).(4.2.11)

Therefore, to obtain (4.2.10) we only need to estimate each term of (4.2.6). To this end, by us-
ing (4.2.7), the regularity of g̃, and the fact that ũ(x̃0) = g̃(x̃0), we compute

ϱ−p−
ˆ
B+
ϱ (x̃0)

|ũ− g̃|p dx ≤ 2p−1ϱ−p−
ˆ
B+
ϱ (x̃0)

(
|ũ− ũ(x̃0)|p + |g̃ − g̃(x̃0)|p

)
dx

≤ 2p−1
(
[ũ]p

Cβ(B+
ϱ (x̃0))

+ [g̃]p
Cβ(B+

ϱ (x̃0))

)
ϱ(β−1) p ≤ Cβϱ

(β−1) p.

(4.2.12)

Clearly, for any fixed constants γ, a, χ satisfying (4.2.5), we have

(4.2.13)

(
−
ˆ
B+
ϱ (x̃0)

|Dg̃|γ dx

)p/γ
≤ C [g̃]p

W 1,∞(B+
ϱ (x̃0))

and (
ϱχ(a−s)

ˆ
Bϱ(x̃0)

−
ˆ
Bϱ(x̃0)

|g̃(x)− g̃(y)|χ

|x− y|n+aχ
dxdy

)γ/χ

≤

(
ϱχ(a−s)[g̃]χ

W 1,∞(Bϱ(x̃0))

ˆ
Bϱ(x̃0)

−
ˆ
Bϱ(x̃0)

dxdy

|x− y|n+(a−1)χ

)γ/χ
≤ Cϱ(1−s)γ .

(4.2.14)

Therefore, by recalling that ϱ ∈ (0, 1] and f̃ ∈ Ln(Ω̃), plugging (4.2.9), (4.2.12), (4.2.13), and (4.2.14)
into (4.2.11), and choosing β ≥ 1− λ, we are led to (4.2.10).

Step 4: Boundary p-harmonic functions

We will obtain the Hölder continuity of the gradient of ũ by comparing it to the solution h̃ ∈
W 1,p
ũ (B+

ϱ/4(x̃0)) of the homogeneous Dirichlet problem

(4.2.15)

{
divÃ(x̃0, Dh̃) = 0 in B+

ϱ/4(x̃0),

h̃ = ũ on ∂B+
ϱ/4(x̃0).

Within this step, ϱ is a fixed radius in (0, r0/4).
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In the next lemma we collect some useful properties of h̃, which are essentially all contained in [135,
Lemma 5]. We also point out that the existence and uniqueness of h̃ is classical—it is mentioned for
instance in [135] and it can be established via the theory of monotone operators (see, e.g., [193,
Theorem 26.A]).

Lemma 4.2.3. Let h̃ be the solution of problem (4.2.15). Then, there exist constants σ ∈ (0, 1)
and C > 0 such that,

−
ˆ
B+
ϱ/4

(x̃0)

(
|Dh̃|2 + µ2

)p/2
dx ≤ C −

ˆ
B+
ϱ/4

(x̃0)

(
|Dũ|2 + µ2

)p/2
dx,(4.2.16)

∥h̃∥L∞(B+
ϱ/4

(x̃0))
≤ ∥ũ∥L∞(B+

ϱ/4
(x̃0))

, osc
B+
ϱ/4

(x̃0)
h̃ ≤ osc

B+
ϱ/4

(x̃0)
ũ,(4.2.17)

and

(4.2.18) osc
B+
t (x̃0)

Dh̃ ≤ C

(
t

ϱ

)σ{
−
ˆ
B+
ϱ/4

(x̃0)

(
|Dh̃|2 + µ2

)p/2
dx+ ∥g̃∥p

C1,α(Γr0 (x0))

} 1
p

,

for all t ∈
(
0, ϱ8
]
.

Proof. Estimate (4.2.18) is established in [135, Lemma 5], while inequalities (4.2.17) are an immedi-
ate consequence of the weak maximum principle for the elliptic operator h 7→ divÃ(x̃0, Dh). Esti-
mate (4.2.16) can also be obtained by arguing as in the proof of [135, Lemma 5]. We provide here a
complete proof for the reader’s convenience.

By testing the weak formulation of (4.2.15) with h̃− ũ ∈ W 1,p
0 (B+

t (x̃0)) and taking advantage of
estimates (4.2.4), we find thatˆ

B+
t (x̃0)

Ã(x̃0, Dh̃) ·Dh̃ dx =

ˆ
B+
t (x̃0)

Ã(x̃0, Dh̃) ·Dũ dx

≤ Λ̃

ˆ
B+
t (x̃0)

(
|Dh̃|2 + µ2

)p−2
2 |Dh̃||Dũ| dx.

Using again hypothesis (4.2.4), we see that Ã(x̃0, ξ) · ξ ≥ min
{
1, 1

p−1

}
Λ̃−1

(
|ξ|2 + µ2

)p−2
2 |ξ|2 for ev-

ery ξ ∈ Rn, so that

ˆ
B+
t (x̃0)

Ã(x̃0, Dh̃) ·Dh̃ dx ≥ Λ̃−1

p

ˆ
B+
t (x̃0)

(
|Dh̃|2 + µ2

)p−2
2 |Dh̃|2 dx.

Thus,

(4.2.19)

ˆ
B+
t (x̃0)

(
|Dh̃|2 + µ2

)p−2
2 |Dh̃|2 dx ≤ p Λ̃2

ˆ
B+
t (x̃0)

(
|Dh̃|2 + µ2

)p−2
2 |Dh̃||Dũ| dx.

Now, if p ≥ 2 this yieldsˆ
B+
t (x̃0)

|Dh̃|p dx ≤ p Λ̃2

ˆ
B+
t (x̃0)

(
|Dh̃|2 + µ2

)p−1
2
(
|Dũ|2 + µ2

)1
2 dx,

which immediately leads to (4.2.16) after an application of Hölder’s inequality. If p ∈ (1, 2), we also
exploit Hölder’s inequality along with the fact that

t
p
p−1(

t2 + µ2
)(2−p)p
2(p−1)

≤
(
t2 + µ2

)p−2
2 t2, for all t ≥ 0,
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to deduce from (4.2.19) thatˆ
B+
t (x̃0)

(
|Dh̃|2 + µ2

)p−2
2 |Dh̃|2 dx

≤ p Λ̃2

(ˆ
B+
t (x̃0)

|Dh̃|
p
p−1(

|Dh̃|2 + µ2
)(2−p)p
2(p−1)

dx

)p−1
p (ˆ

B+
t (x̃0)

|Dũ|p dx
)1
p

≤ 2Λ̃2

(ˆ
B+
t (x̃0)

(
|Dh̃|2 + µ2

)p−2
2 |Dh̃|2 dx

)p−1
p (ˆ

B+
t (x̃0)

|Dũ|p dx
)1
p

.

This givesˆ
B+
t (x̃0)

(
|Dh̃|2 + µ2

)p−2
2 |Dh̃|2 dx ≤ 2pΛ̃2p

ˆ
B+
t (x̃0)

|Dũ|p dx ≤ 4Λ̃2p

ˆ
B+
t (x̃0)

(
|Dũ|2 + µ2

)p/2
dx,

which, together with the trivial estimateˆ
B+
t (x̃0)

(
|Dh̃|2 + µ2

)p−2
2 µ2 dx ≤

ˆ
B+
t (x̃0)

µp ≤
ˆ
B+
t (x̃0)

(
|Dũ|2 + µ2

)p/2
dx,

readily yields (4.2.16). The proof of (4.2.16) is thus complete.

Next, we consider the function w̃ := ũ− h̃ ∈W 1,p
0 (B+

ϱ/4(x̃0)) and extend it to Rn by setting w̃ ≡ 0

in Rn \ B+
ϱ/4(x̃0). Note that this new function w̃ belongs to W s,q(Rn) and thus to Ws,q

0 (B+
ϱ/4(x̃0)).

This is a consequence of its boundedness and of the fact that p ≥ sq—see, e.g., [75, Lemma 2.4], [80,
Lemma 5.1], and also the discussion at the beginning of the proof of [75, Lemma 5.2]. Furthermore,
by (4.2.7) and (4.2.17), we infer that

(4.2.20) ∥w̃∥L∞(B+
ϱ/4

(x̃0))
≤ osc

B+
ϱ/4

(x̃0)
ũ+ osc

B+
ϱ/4

(x̃0)
h̃ ≤ 2 osc

B+
ϱ/4

(x̃0)
ũ ≤ 2 [ũ]Cβ(B+

ϱ/4
(x̃0))

ϱβ ≤ Cβ ϱ
β,

for every β ∈ (0, 1) and for some constant Cβ > 0 depending also on β.
In order to continue with the proof of Theorem 4.1.1, we need to introduce a few more important

quantities and recall a couple of useful inequalities. We set

Vµ(ξ) :=
(
|ξ|2 + µ2

) p−2
4 ξ for ξ ∈ Rn.

It is not hard to see that there exists a constant C > 0, depending only on n, p, and Λ̃, for which

|Vµ(ξ1)− Vµ(ξ2)|2 ≤ C
(
Ã(x̃0, ξ1)− Ã(x̃0, ξ2)

)
· (ξ1 − ξ2) for all ξ1, ξ2 ∈ Rn.

This is a consequence of the structural hypotheses (4.2.4)—see, e.g., [75, (2.10)]. As a consequence,
defining Ṽ2 := |Vµ(Dũ)− Vµ(Dh̃)|2, we see that

(4.2.21) Ṽ2 ≤ C
(
Ã(x̃0, Dũ)− Ã(x̃0, Dh̃)

)
·Dw̃ a.e. in Rn.

On the other hand, by using [75, (2.9)] and Hölder’s inequality it follows that

(4.2.22)

1

C
−
ˆ
B+
ϱ/4

(x̃0)
|Dũ−Dh̃|p dx

≤


−
ˆ
B+
ϱ/4

(x̃0)
Ṽ2 dx if p ≥ 2,

(
−
ˆ
B+
ϱ/4

(x̃0)
Ṽ2 dx

)p
2
(
−
ˆ
B+
ϱ/4

(x̃0)

(
|Dũ|2 + |Dh̃|2 + µ2

)p/2
dx

)2−p
2

if p ∈ (1, 2).
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Using these inequalities we may quantify the closeness of the gradients of ũ and h̃, as described
by the following result.

Lemma 4.2.4. Let ũ and h̃ be the functions defined in (4.2.2) and (4.2.15), respectively. Then there
exist constants C > 0 and σ̄ ∈ (0, 1) such that,

(4.2.23) −
ˆ
B+
ϱ/4

(x̃0)
|Dũ−Dh̃|p dx ≤ Cϱσ̄p.

Proof. First we notice that, by definition of w̃, (4.2.10), and (4.2.16), it holds

(4.2.24) −
ˆ
B+
ϱ/4

(x̃0)
|Dw̃|p dx ≤ C −

ˆ
B+
ϱ/4

(x̃0)

(
|Dũ|2 + µ2

)p/2
dx ≤ Cλ ϱ

−λ p

for every λ > 0 and for some constant Cλ > 0 depending also on λ. By plugging w̃ in the weak
formulations of both (4.2.3) and (4.2.15), taking advantage of (4.2.21), and arguing as in the proof
of [75, Lemma 5.2], we estimate

(4.2.25) −
ˆ
B+
ϱ/4

(x̃0)
Ṽ2 dx ≤ C

(
I1 + I2 + I3 + I4

)
,

where

(4.2.26)

I1 := ϱα−
ˆ
B+
ϱ/4

(x̃0)

(
|Dũ|2 + µ2

)(p−1)/2 |Dw̃| dx,

I2 := −
ˆ
B+
ϱ/4

(x̃0)
|f̃ w̃| dx,

I3 :=

ˆ
Bϱ/2(x̃0)

−
ˆ
Bϱ/2(x̃0)

|ũ(x)− ũ(y)|γ−1|w̃(x)− w̃(y)|
|x− y|n+sγ

dxdy,

I4 :=

ˆ
Rn\Bϱ/2(x̃0)

(
−
ˆ
Bϱ/2(x̃0)

|ũ(x)− ũ(y)|γ−1|w̃(x)|
|x− y|n+sγ

dx

)
dy.

By Hölder’s inequality and (4.2.24), we get

(4.2.27) I1 ≤ Cϱα

(
−
ˆ
B+
ϱ/4

(x̃0)

(
|Dũ|2 + µ2

)p/2
dx

)p−1
p
(
−
ˆ
B+
ϱ/4

(x̃0)
|Dw̃|p dx

)1/p

≤ Cλ ϱ
α−λp,

for every λ > 0. Next, by using Hölder and Sobolev inequalities—recall that w̃ vanishes on the
boundary of B+

ϱ/4(x̃0)—together with (4.2.24), we infer

(4.2.28)

I2 ≤
C

ϱn
∥f̃∥Ln(B+

ϱ/4
(x̃0))

∥w̃∥
L

n
n−1 (B+

ϱ/4
(x̃0))

≤ C

ϱn
∥f̃∥Ln(B+

ϱ/4
(x̃0))

∥Dw̃∥L1(B+
ϱ/4

(x̃0))

≤ Cϱ1−
n
d ∥f̃∥Ld(B+

ϱ/4
(x̃0))

(
−
ˆ
B+
ϱ/4

(x̃0)
|Dw̃|p dx

)1/p

≤ Cλ ϱ
1−n

d
−λ,

for every λ > 0. We now take advantage of Hölder’s inequality once again, estimate (4.2.8), and the
interpolation inequality of [75, Lemma 2.4] in the ball Bϱ/2(x̃0) to find

I3 ≤ C

(ˆ
Bϱ/2(x̃0)

−
ˆ
Bϱ/2(x̃0)

|ũ(x)− ũ(y)|γ

|x− y|n+sγ
dxdy

)q−1
q
(ˆ

Bϱ/2(x̃0)
−
ˆ
Bϱ/2(x̃0)

|w̃(x)− w̃(y)|γ

|x− y|n+sγ
dxdy

)1
γ



CHAPTER 4. MIXED OPERATORS OF LOCAL-NONLOCAL TYPE 127

≤ Cβ ϱ
(β−s)(γ−1)+ϑ−s ∥w̃∥1−ϑ

L∞(B+
ϱ/4

(x̃0))

(
−
ˆ
B+
ϱ/4

(x̃0)
|Dw̃|p dx

)ϑ/p
≤ Cβ,λ ϱ

(β−s)(γ−1)+ϑ−s+β(1−ϑ)−ϑλ,

for every β ∈ (s, 1) and λ > 0, where Cβ,λ is a constant possibly depending on λ and β, and ϑ is
defined by

ϑ :=

{
s if γ > p,

1 if γ ≤ p.

Note that in the last inequality we applied (4.2.20) and (4.2.24). From this estimate and the definition
of ϑ, we deduce in particular that

(4.2.29) I3 ≤ Cβ,λ ϱ
(β−s)(γ−1)−λ,

for every β ∈ (s, 1) and λ > 0.
Finally, we estimate I4. Since w̃ is supported in B+

ϱ/4(x̃0) and it holds

|y − x̃0|
|x− y|

≤ 2 for every x ∈ B+
ϱ/4(x̃0) and y ∈ Rn \Bϱ/2(x̃0),

we have

I4 ≤ C

ˆ
Rn\Bϱ/2(x̃0)

(
−
ˆ
B+
ϱ/4

(x̃0)

(
|ũ(x)− (ũ)Bϱ/2(x̃0)|

γ−1 + |ũ(y)− (ũ)Bϱ/2(x̃0)|
γ−1
)
|w̃(x)|

|y − x̃0|n+sγ
dx

)
dy

≤ Cϱ−sγ−
ˆ
B+
ϱ/4

(x̃0)
|ũ(x)− (ũ)Bϱ/2(x̃0)|

γ−1 |w̃(x)| dx(4.2.30)

+ C

(ˆ
Rn\Bϱ/2(x̃0)

|ũ(y)− (ũ)Bϱ/2(x̃0)|
γ−1

|y − x̃0|n+sγ
dy

)(
−
ˆ
B+
ϱ/4

(x̃0)
|w̃(x)| dx

)
,

where in the second inequality we used that

(4.2.31)

ˆ
Rn\Bϱ/2(x̃0)

dy

|y − x̃0|n+sγ
≤ Cϱ−sγ .

By Hölder’s inequality, (4.2.7), and (4.2.20), we obtain

ϱ−sγ−
ˆ
B+
ϱ/4

(x̃0)
|ũ(x)− (ũ)Bϱ/2(x̃0)|

γ−1 |w̃(x)| dx

≤ Cϱ−sγ

(
−
ˆ
B+
ϱ/4

(x̃0)
|ũ− (ũ)Bϱ/2(x̃0)|

γ dx

)q−1
q
(
−
ˆ
B+
ϱ/4

(x̃0)
|w̃|γ dx

)1
γ

≤ Cϱ−sγ+β(γ−1)[ũ]γ−1
Cβ(Bϱ/2(x̃0))

∥w̃∥L∞(B+
ϱ/4

(x̃0))
≤ Cβ ϱ

(β−s)γ ,

whereas, by Hölder’s inequality, (4.2.31), (4.2.9), and (4.2.20), we get(ˆ
Rn\Bϱ/2(x̃0)

|ũ(y)− (ũ)Bϱ/2(x̃0)|
γ−1

|y − x̃0|n+sγ
dy

)(
−
ˆ
B+
ϱ/4

(x̃0)
|w̃(x)| dx

)
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≤ Cϱ−s

(ˆ
Rn\Bϱ/2(x̃0)

|ũ(y)− (ũ)Bϱ/2(x̃0)|
γ

|y − x̃0|n+sγ
dy

)1− 1
γ

∥w̃∥L∞(B+
ϱ/4

(x̃0))

≤ Cβ ϱ
β−s.

By inserting these two inequalities into (4.2.30) and recalling that ϱ ∈ (0, 1] and γ > 1, we find that

(4.2.32) I4 ≤ Cβ ϱ
β−s,

for every β ∈ (s, 1).
All in all, by plugging (4.2.27), (4.2.28), (4.2.29), and (4.2.32) into (4.2.25)-(4.2.26), we obtain the

integral inequality

(4.2.33) −
ˆ
B+
ϱ/4

(x̃0)
Ṽ2 dx ≤ Cβ,λ

(
ϱα−λp + ϱ1−

n
d
−λ + ϱ(β−s)(γ−1)−λ + ϱβ−s

)
,

for every β ∈ (s, 1) and λ > 0. We now choose the constants λ and β as follows:

β :=
1 + s

2
and λ := min

{
α

2p
,
1

2

(
1− n

d

)
,
(1− s)(γ − 1)

4

}
,

so that (4.2.33) becomes just

(4.2.34) −
ˆ
B+
ϱ/4

(x̃0)
Ṽ2 dx ≤ Cϱσ0 p,

with σ0 :=
1
p min

{
α
2 ,

1
2

(
1− n

d

)
, (1−s)(γ−1)

4 , 1−s2

}
.

We are now in position to conclude, using (4.2.34) in combination with (4.2.22). When p ≥ 2,
estimate (4.2.23) follows immediately with σ̄ = σ0. On the other hand, when p ∈ (1, 2) we estimate
the second factor in (4.2.22) through (4.2.16) and (4.2.10), obtaining

−
ˆ
B+
ϱ/4

(x̃0)
|Dũ−Dh̃|p dx ≤ Cλ ϱ

σ0p−(2−p)λ
2

p for every λ > 0.

Therefore, by choosing λ := σ0 p
2(2−p) , we obtain the desired estimate (4.2.23) with σ̄ = σ0 p

4 . The proof
is thus complete.

Step 5: Conclusion

Having Lemma 4.2.4, we are now ready to prove a Campanato type boundary estimate and thus, with
it, Theorem 4.1.1.

Proposition 4.2.5. Let ũ be the function defined in (4.2.2). Then, there exist a radius ϱ0 ∈ (0, 1)
and costants C > 0, σ1 ∈ (0, 1) such that,

(4.2.35) sup
x̃0∈Γr0/2

−
ˆ
B+
ϱ (x̃0)

∣∣Dũ− (Dũ)B+
ϱ (x̃0)

∣∣p dx ≤ Cϱσ1 p for every ϱ ∈ (0, ϱ0].

Proof. Let t ∈
(
0, ϱ8
]
, with ϱ ∈

(
0, r04

]
. For every x̃0 ∈ Γr0/2, we have

−
ˆ
B+
t (x̃0)

∣∣Dũ− (Dũ)B+
t (x̃0)

∣∣p dx



CHAPTER 4. MIXED OPERATORS OF LOCAL-NONLOCAL TYPE 129

≤ 2p−1−
ˆ
B+
t (x̃0)

∣∣Dũ−Dh̃
∣∣p dx+ 4p−1−

ˆ
B+
t (x̃0)

∣∣Dh̃− (Dh̃)B+
t (x̃0)

∣∣p dx
+ 4p−1

∣∣(Dũ)B+
t (x̃0)

− (Dh̃)B+
t (x̃0)

∣∣p
≤ C

{
−
ˆ
B+
t (x̃0)

∣∣Dũ−Dh̃
∣∣p dx+−

ˆ
B+
t (x̃0)

∣∣Dh̃− (Dh̃)B+
t (x̃0)

∣∣p dx}

≤ C

{(ϱ
t

)n
−
ˆ
B+
ϱ/4

(x̃0)

∣∣Dũ−Dh̃
∣∣p dx+

(
osc

B+
t (x̃0)

Dh̃

)p}
.

Recalling (4.2.18), (4.2.23), (4.2.16), and (4.2.10), this yields

−
ˆ
B+
t (x̃0)

∣∣Dũ− (Dũ)B+
t (x̃0)

∣∣p dx
≤ C

{(
ϱ

t

)n
ϱσ̄p +

(
t

ϱ

)σp(
−
ˆ
B+
ϱ/4

(x̃0)

(
|Dh̃|2 + µ2

)p/2
dx+ ∥g̃∥p

C1,α(Γr0 (x0))

)}

≤ Cλ

{(
ϱ

t

)n
ϱσ̄p +

(
t

ϱ

)σp (
ϱ−λp + ∥g̃∥p

C1,αb (Γr0 (x0))

)}
≤ Cλ

{(
ϱ

t

)n
ϱσ̄p +

(
t

ϱ

)σp
ϱ−λp

}
,

for every λ > 0. By choosing t := ϱ1+
σ̄p
2n

8 and λ := σ σ̄ p
4n , we then obtain

−
ˆ
B+
t (x̃0)

∣∣Dũ− (Dũ)B+
t (x̃0)

∣∣p dx ≤ C tσ1 p for every t ∈ (0, ϱ0),

with ϱ0 := 1
8

(
r0
4

)1+ σ̄p
2n and σ1 := min

{
nσ̄

2n+σ̄p ,
σ σ̄ p

2(2n+σ̄p)

}
. This concludes the proof of (4.2.35), up to

relabeling t as ϱ.

Proof of Theorem 4.1.1. By combining the interior Campanato estimate of [75, Theorem 5] and the
boundary estimate (4.2.35), the result follows via a standard covering argument and Campanato’s
characterization of Hölder spaces [41, 43]–see also [100, Section 5].

4.3 A weak comparison principle

The aim of this very brief section is to establish a weak comparison principle for the operator Q, which
will be used shortly to prove Theorem 4.1.2. The precise statement is as follows.

Proposition 4.3.1. Let Ω ⊂ Rn be a bounded open set with Lipschitz boundary. Assume that A, B,
and ϕ satisfy hypotheses (4.1.2), (4.1.3), and (4.1.4). Let u, v ∈W 1,p(Ω)∩Ws,q(Ω) be satisfying Qu ≤
Qv in Ω in the weak sense. If u ≤ v in Rn \ Ω, then u ≤ v in Ω as well.

Proof. By plugging φ = (u− v)+ in the weak formulation (4.1.13) and observing that, by the mono-
tonicity of ϕ,(

ϕ
(
u(x)− u(y)

)
− ϕ

(
v(x)− v(y)

))((
u(x)− v(x)

)
+
−
(
u(y)− v(y)

)
+

)
≥ 0,

for a.e. x, y ∈ Rn, we obtain that
ˆ
Ω+

(
A(x,Du(x))−A(x,Dv(x))

)
·
(
Du(x)−Dv(x)

)
dx ≤ 0,
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where Ω+ := {x ∈ Ω : u(x) > v(x)}. From the third line of assumption (4.1.2) on A, it is immedi-
ate to deduce that the integrand above is non-negative and vanishes only at those points x ∈ Ω+

where Du(x) = Dv(x)—see, e.g., [71, Lemma 2.1 and Theorem 1.2].
Therefore, we conclude that Du = Dv in Ω+, and thus that u ≤ v in Ω.

4.4 Proof of Theorem 4.1.2, Hopf Lemma

In this section we establish Theorem 4.1.2, whose proof will be divided into a few steps. Note that,
given r, ρ > 0, we write C+

r, ρ := B′
r × (0, ρ) and C+

r = C+
r,r.

Step 1: Straightening of the boundary

Differently from Section 4.2, here we need to consider a more specific diffeomorphism of Rn in order
to pointwise evaluate the operator Q.

Up to a rigid movement, we may assume that x0 = 0 and ν(0) = −en. Therefore, since ∂Ω is of
class C1,α, there exist a radius R ∈ (0, 1) and a function h ∈ C1,α(Rn−1) vanishing outside of B′

4R,
satisfying

(4.4.1) h(0′) = 0, D′h(0′) = 0′,

and such that

(4.4.2)
Ω ∩B2R =

{
(x′, xn) ∈ B2R : xn > h(x′)

}
,

∂Ω ∩B2R =
{
(x′, xn) ∈ B2R : xn = h(x′)

}
.

Here, we denoted by D′h the gradient of h with respect to the first (n− 1)-variable x′.
Then, by suitably modifying h in B′

4R \B′
3R, we may also assume that

(4.4.3) (−∆)
1
2h(0) = π−

n
2 Γ
(n
2

)
P.V.

ˆ
Rn−1

h(0)− h(z′)

|z′|n
dz′ = 0.

Indeed, it suffices to replace h by the function h + ℓϕ, for an arbitrary ϕ ∈ C∞
c (B′

4R \ B′
3R) and

with ℓ := −
(
(−∆)

1
2ϕ(0)

)−1
(−∆)

1
2h(0).

We straighten the boundary of Ω inside B2R via a suitable diffeomorphism T : Rn → Rn globally
of class C1,α, but actually smooth inside Ω∩B2R. In order to do this, we first consider a nice extension
of h to the whole space Rn.

Lemma 4.4.1. Given α ∈ (0, 1), let h ∈ C1,α(Rn−1) be a compactly supported function satisfy-
ing (4.4.1) and (4.4.3). Then, there exists a function H ∈ C1,α(Rn)∩C∞(Rn+) such that H (x′, 0) =
h(x′) for all x′ ∈ Rn−1, DH (0) = 0,

(4.4.4) ∥H ∥C1,α(Rn) ≤ C ∥h∥C1,α(Rn−1)

and

(4.4.5)
∣∣D2H (y′, yn)

∣∣ ≤ C [D′h]Cα(Rn−1) y
α−1
n for all (y′, yn) ∈ Rn+,

for some constant C > 0 depending only on n and α.
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We take as H a suitable C1,α(Rn)-continuation of the harmonic extension of h to the upper half-
space. The proof of Lemma 4.4.1 is then rather natural and follows from the Poisson representation
for H . For this reason, we postpone it to Section 4.7 and resume here the proof of Theorem 4.1.2.

Let

(4.4.6) η :=
(
1 + 2 ∥DH ∥L∞(Rn)

)−1
,

and define S : Rn → Rn by setting

S(y′, yn) :=
(
y′, yn + H (y′, η yn)

)
for all (y′, yn) ∈ Rn.

Clearly, its Jacobian matrix is given by

(4.4.7) DS(y′, yn) =


Idn−1 0′

D′H (y′, η yn)
t 1 + η ∂ynH (y′, η yn)

.
Denoting with c := JS its Jacobian determinant, we have

c(y) = ∂ynSn(y′, yn) = 1 + η ∂ynH (y′, η yn) ,

so that (4.4.4), (4.4.5), and (4.4.6) entail

(4.4.8) c(y) ∈
[
1

2
,
3

2

]
for all y ∈ Rn,

and

(4.4.9)

{
∥c∥Cα(Rn) ≤ C

|Dc(y)| ≤ C yα−1
n for all y ∈ Rn+.

In this step, C indicates a constant depending only on n, α, and ∥h∥C1,α(Rn−1). Therefore, it is
immediate to see that S is a C1,α-diffeomorphism of Rn onto itself, such that

(4.4.10) S(Rn+) =
{
(x′, xn) ∈ Rn : xn > h(x′)

}
, S(∂Rn+) =

{
(x′, xn) ∈ Rn : xn = h(x′)

}
.

In particular, setting T = S−1, explicit computations show that

(4.4.11) (DT ◦ S)(y) = DS(y)−1 =


Idn−1 0′

−D′H (y′, η yn)
t

1 + η ∂ynH (y′, η yn)

1

1 + η ∂ynH (y′, η yn)

.
Then, from (4.4.4), (4.4.6), (4.4.7), and (4.4.11), we infer that

(4.4.12) ∥DS∥Cα(Rn) + ∥DT ◦ S∥Cα(Rn) ≤ C.

In particular, these estimates yield the global Lipschitz bounds

(4.4.13) C−1|y − z| ≤ |S(y)− S(z)| ≤ C |y − z| for all y, z ∈ Rn.
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Since DH(0) = 0, we have that DS(0) = (DT ◦ S)(0) = Idn and thus, by (4.4.12),∣∣DS(y)− Idn
∣∣+ ∣∣(DT ◦ S)(y)− Idn

∣∣ ≤ C |y|α for all y ∈ Rn.

This also implies that

(4.4.14)



1

2
|ξ|2 ≤

〈
DS(y) ξ, ξ

〉
≤ 2 |ξ|2,

1

2
|ξ|2 ≤

〈
(DT ◦ S)(y) ξ, ξ

〉
≤ 2 |ξ|2,

1

2
|ξ| ≤

∣∣DS(y) ξ
∣∣ ≤ 2 |ξ|,

for all y ∈ Br0 , ξ ∈ Rn,

for some r0 ∈ (0, 1) suitably small, in dependence of n, α, and ∥h∥C1,α(Rn−1) only. Moreover, by
differentiating (4.4.7) and (4.4.11), taking advantage of estimate (4.4.5), and recalling definition (4.4.6),
we find

(4.4.15)
∣∣D2S(y)

∣∣+ ∣∣Dy(DT ◦ S)(y)
∣∣ ≤ C yα−1

n for all y ∈ Rn+.

We now transform the operator Q via S. Recalling (4.4.2), (4.4.10), and since S(0) = 0, thanks
to (4.4.12) we can find τ ∈ (0, 1), depending only on n, α, and ∥h∥C1,α(Rn−1), such that

(4.4.16) S
(
C+
4r

)
⊂ Ω ∩BR

for all r ∈ (0, τR). Let r ∈ (0, r08 ) be as such and define ũ := u ◦ S. As u is a weak supersolu-

tion of Qu = 0 in Ω, simple computations show that ũ ∈ W 1,p(C+
2r) ∩Ws,q(C+

2r) ∩ C0
(
C+
2r

)
is a weak

supersolution of Q̃ũ = 0 in C+
2r, where Q̃ is defined by Q̃ := Q̃L + Q̃N and

Q̃L ũ(y) := −divÃ(y,Dũ(y)), with Ã(y, ξ) := c(y)A
(
S(y), ξ(DT ◦ S)(y)

)
(DT ◦ S)(y)t,

Q̃N ũ(y) := 2 c(y) P.V.

ˆ
Rn
ϕ
(
ũ(y)− ũ(z)

) B
(
S(y),S(z)

)
|S(y)− S(z)|n+sq

c(z) dz,

for all y ∈ C+
2r.

Step 2: Definition of a subsolution v for Q̃L

To establish (4.1.11), we need to construct a suitable subsolution. Let β ∈ (0, 1), δ ∈
(
0, 14
]
, and define

φ(y) := − δ

r2
|y′|2 + yn

2r
+

y1+βn

2r1+β
for y ∈ C+

2r,r.

Note that φ ∈ C∞(C+
2r,r) and

Dφ(y) =

(
−2δ

r2
y′,

1

2r
+

1 + β

2r1+β
yβn

)
for all y ∈ C+

2r,r,

so that, in particular, Dφ ̸= 0 in C+
2r,r. Also, the matrix D2φ is diagonal and

(4.4.17) ∂2y′iy′i
φ(y) = −2δ

r2
and ∂2ynynφ(y) =

β(1 + β)

2 r1+β
yβ−1
n ,

for every i = 1, . . . , n− 1. For ε ∈ (0, 1] to be chosen later, we set v = vε := εφ.
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We claim that, if β ∈ (0, α) and δ is small enough, in dependence of n, p, Λ, α, β, and S only, it
holds

(4.4.18) Q̃Lvε(y) ≤ 0 for all y ∈ C+
r,δr and ε ∈ (0, 1].

To verify this, we first observe that, by exploiting the structural assumptions (4.1.2) and (4.1.8),
together with (4.4.8), (4.4.12), (4.4.14), and (4.4.15), the function Ã satisfies

(4.4.19)


∣∣∇yÃ(y, ξ)

∣∣ ≤ C
(
|ξ|2 + µ2

) p−2
2 |ξ| yα−1

n∣∣∂zÃ(y, ξ)| ≤ C
(
|ξ|2 + µ2

) p−2
2

⟨∇ξÃ(y, ξ)η, η⟩ ≥ C−1
(
|ξ|2 + µ2

) p−2
2 |η|2

for all y ∈ C+
2r, ξ ∈ Rn \ {0}, η ∈ Rn.

Within this step, C depends only on n, p, Λ, α, β, and S. Since Dv ̸= 0, D2v is diagonal, and Ã ∈
C1
(
C+
2r × (Rn \ {0})

)
, the chain rule entails

Q̃Lv = −
n∑
i=1

∂yiÃ
i(y,Dv)−

n∑
i=1

∂ziÃ
i(y,Dv) ∂2yiyiv in C+

2r,r.

Therefore, by using (4.4.17), (4.4.19), and the fact that

ε

2r
≤ |Dv| ≤ C ε

r
in C+

2r,r,

we obtain

Q̃Lv(y) ≤ −ε y
β−1
n

r1+β

(
ε2

r2
+ µ2

) p−2
2
{
β(1 + β)

C
− C δ

(yn
r

)1−β
− C r1+βyα−βn

}
≤ −ε y

β−1
n

r1+β

(
ε2

r2
+ µ2

) p−2
2
{

1

C
− C δ2−β − C r1+αδα−β

}
for all y ∈ C+

r,δr,

From this, claim (4.4.18) immediately follows by taking δ sufficiently small.

Step 3: Extending v to a subsolution for Q̃N

Next, we extend v to a bounded function ṽ defined on the whole Rn satisfying

(4.4.20) Q̃N ṽ(y) ≤ 0 for all y ∈ C+
r,δr,

provided δ is sufficiently small. We stress that the nonlocal operator Q̃N ṽ is well-defined in C+
r,δr in the

pointwise sense, as ṽ is globally bounded and smooth inside C+
r,δr with non-vanishing gradient—this

can be easily justified through the computations made, for instance, in [122, Section 3].
In order to achieve this, we let φ̃ be any bounded, Lipschitz continuous, and compactly supported

extension of φ to Rn satisfying

(4.4.21)



φ̃(y) = − δ

r2
|y′|2 for all y ∈ B′

2r × (−r, 0],

φ̃(y) =M for all y ∈ B r
4

(
3r

2
en

)
,

φ̃(y) ≤ 0 for all y ∈ Rn \
(
C+
r,δr ∪

(
B′

3r × [δr, 2r)
))
,

−2 ≤ φ̃(y) ≤M for all y ∈ Rn,
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for some M ≥ 2 to be chosen suitably large. As before, we also set ṽ = ṽε := εφ̃.
We write

(4.4.22) Q̃N ṽ(y) = 2 c(y)
(
I(y) + E1(y) + E2(y)

)
,

where

I(y) := P.V.

ˆ
B r

2
(y)
ϕ
(
ṽ(y)− ṽ(z)

) B
(
S(y),S(z)

)
|S(y)− S(z)|n+sq

c(z) dz,

E1(y) :=

ˆ
B r

4
( 3r

2
en)

ϕ
(
ṽ(y)− ṽ(z)

) B
(
S(y),S(z)

)
|S(y)− S(z)|n+sq

c(z) dz,

E2(y) :=

ˆ
Rn\

(
B r

2
(y)∪B r

4
( 3r

2
en)

) ϕ(ṽ(y)− ṽ(z)
) B

(
S(y),S(z)

)
|S(y)− S(z)|n+sq

c(z) dz.

By using that φ̃ = φ ≤ 1 in C+
r,δr, φ̃ = M in B r

4

(
3r
2 en

)
, and φ̃ ≥ −2 in Rn, in combination with

the monotonicity of ϕ, bounds (4.4.8) and (4.4.13), as well as assumptions (4.1.3)-(4.1.4), we obtain

(4.4.23)

E1(y) ≤ −ε
q−1(M − 1)q−1

Λ2

ˆ
B r

4
( 3r

2
en)

c(z)

|S(y)− S(z)|n+sq
dz

≤ −ε
q−1M q−1

C rsq
for all y ∈ C+

r,δr

and

(4.4.24)

E2(y) ≤ Λ23q−1εq−1

ˆ
Rn\

(
B r

2
(y)∪B r

4
( 3r

2
en)

) c(z)

|S(y)− S(z)|n+sq
dz

≤ C εq−1

rsq
for all y ∈ C+

r,δr.

Here, C is a constant depending only on n, q, s, Λ, α, β, and S.
We now inspect the term I. We write

(4.4.25)
B
(
S(y),S(z)

)
c(z)

|S(y)− S(z)|n+sq
=

B
(
S(y),S(y)

)
c(y)

|DS(y) (y − z)|n+sq
+R1(y, z) +R2(y, z) +R3(y, z),

with

R1(y, z) := B
(
S(y),S(y)

)
c(y)

(
1

|S(y)− S(z)|n+sq
− 1

|DS(y) (y − z)|n+sq

)
,

R2(y, z) := B
(
S(y),S(y)

) c(z)− c(y)

|S(y)− S(z)|n+sq
,

R3(y, z) := c(z)
B
(
S(y),S(z)

)
−B

(
S(y),S(y)

)
|S(y)− S(z)|n+sq

.

We claim that, for i = 1, 2, 3 and for all y ∈ C+
r,δr, it holds

(4.4.26) |Ri(y, z)| ≤ C

{
|y − z|−n−sq+α for all z ∈ B r

2
(y),

yα−1
n |y − z|−n−sq+1 for all z ∈ B yn

2
(y).
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By taking advantage of (4.1.3), (4.1.9), (4.4.8), (4.4.9), and (4.4.13), we immediately deduce the
validity of (4.4.26) for i = 2 as well as the following stronger inequality for i = 3:

|R3(y, z)| ≤ C |y − z|−n−sq+1 for all y ∈ C+
r,δr, z ∈ B r

2
(y).

On the other hand, using (4.1.3), (4.4.8), (4.4.13), and (4.4.14), together with the numerical inequal-
ity
∣∣AP −BP

∣∣ ≤ P (A+B)P−1|A−B|, valid for every P > 1 and A,B ≥ 0, we find

|R1(y, z)| ≤ C

∣∣∣|DS(y)(z − y)|n+sq − |S(z)− S(y)|n+sq
∣∣∣

|S(y)− S(z)|n+sq|DS(y)(z − y)|n+sq

≤ C

∣∣S(z)− S(y)−DS(y)(z − y)
∣∣

|y − z|n+sq+1
,

from which (4.4.26) for i = 1 follows at once by noticing that

∣∣S(z)− S(y)−DS(y)(z − y)
∣∣ ≤ |y − z|

ˆ 1

0

∣∣DS(tz + (1− t)y)−DS(y)
∣∣ dt

≤ C

{
|y − z|1+α for all z ∈ B r

2
(y),

yα−1
n |y − z|2 for all z ∈ B yn

2
(y),

thanks to (4.4.12), (4.4.15), and the fact that the segment joining y and tz + (1 − t)y lies in the
half-space

{
w ∈ Rn : wn ≥ yn

2

}
for every t ∈ [0, 1].

Observe now that

yα−1
n

ˆ
B yn

2
(y)

dz

|y − z|n+sq−q
+

ˆ
B r

2
(y)\B yn

2
(y)

dz

|y − z|n+sq−α−q+1
≤ C r(1−s)q+α−1Lα

(yn
r

)
,

where, for t ∈ (0, 1) and γ ∈ R, we set

Lγ(t) :=


t(1−s)q+γ−1 if (1− s)q + γ < 1,

− log t if (1− s)q + γ = 1,

1 if (1− s)q + γ > 1.

Also, by means of (4.1.4), of the fundamental theorem of calculus, and of the estimate

|Dṽ(y)| ≤ C ε

r
for all y ∈ B′

2r × (−r, r),

we see that ∣∣ϕ(ṽ(y)− ṽ(z)
)∣∣ ≤ C

εq−1

rq−1
|y − z|q−1 for all y ∈ C+

r,δr, z ∈ B r
2
(y).

In light of these facts, (4.4.25), (4.4.26), and recalling the definition of I, we have that

I(y) = c(y)B
(
S(y),S(y)

)
P.V.

ˆ
B r

2
(y)

ϕ
(
ṽ(y)− ṽ(z)

)
|DS(y)(y − z)|n+sq

dz + E(y),

with

(4.4.27) |E(y)| ≤ C εq−1r−sq+αLα

(yn
r

)
for every y ∈ C+

r,δr.
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Since, by symmetry,

P.V.

ˆ
B r

2
(y)

ϕ
(
Dṽ(y) · (y − z)

)
|DS(y)(y − z)|n+sq

dz = 0,

the previous identity can be rewritten as

(4.4.28) I(y) = c(y)B
(
S(y),S(y)

)
I1(y) + E(y) for every y ∈ C+

r,δr,

with E satisfying (4.4.27) and

I1(y) :=

ˆ
B r

2
(y)

ϕ
(
ṽ(y)− ṽ(z)

)
− ϕ

(
Dṽ(y) · (y − z)

)
|DS(y)(y − z)|n+sq

dz.

We now claim that

(4.4.29) I1(y) ≤ − 1

C

εq−1L0

(yn
r

)
rsq

for all y ∈ C+
r,δr,

for some constant C ≥ 1, provided δ is small enough, all in dependence of n, q, s, Λ, and β only.
The remaining of Step 3 is essentially occupied by the proof of this claim. First, we apply the

change of variables ℓ := z−y
yn

and observe that (4.4.29) is equivalent to showing that

(4.4.30)

ˆ
B 1

2xn

{
ϕ̃

(
−2δ

(
2x′ · ℓ′ + xn|ℓ′|2

)
+ (1 + ℓn)+ − 1 + xβn

(
(1 + ℓn)

1+β
+ − 1

))

− ϕ̃

((
−4δx′, 1 + (1 + β)xβn

)
· ℓ
)}

dℓ

|DS(rx) ℓ|n+sq
≥ 1

C

L0(xn)

x
(1−s)q−1
n

,

for all x := y
r ∈ C+

1,δ, and where ϕ̃ := (εxn)
1−q ϕ

(
εxn
2 ·
)
. We make a further substitution and consider

the new variables w defined by ℓ = (w′, d · w), with

(4.4.31) d′ :=
4δx′

1 + (1 + β)xβn
and dn :=

1

1 + (1 + β)xβn
.

In particular, it defines a bi-Lipschitz map on Rn such that

(4.4.32)
1

2
|w| ≤

∣∣(w′, d · w)
∣∣ ≤ 2 |w| for all w ∈ Rn,

provided δ is sufficiently small. Inequality (4.4.30) then becomes

(4.4.33)

ˆ
Rn

F(w) dw ≥ 1

C

L0(xn)

dnx
(1−s)q−1
n

,

where

F(w) :=

{
ϕ̃

(
−2δ

(
2x′ · w′ + xn|w′|2

)
+ (1 + d · w)+ − 1 + xβn

(
(1 + d · w)1+β+ − 1

))

− ϕ̃(wn)

}
χ[0,1)

(
2xn

√
|w′|2 + (d · w)2

)
|DS(rx) (w′, d · w)|n+sq

.
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We now look for a lower bound on F . First, let w ∈ B 1
2
. In this case, we observe that

|d · w| =

∣∣∣∣∣4δx′ · w′ + wn

1 + (1 + β)xβn

∣∣∣∣∣ ≤ 4δ|w′|+ |wn|
1 + (1 + β)xβn

≤ (1 + 4δ)|w| ≤ 3

4
,

if we take δ ∈
(
0, 18
]
. Hence, writing

Nq(w) :=

{
|w|q−2 if q ≥ 2,

|wn|q−2 if q ∈ (1, 2),

exploiting the monotonicity of ϕ, inequalities (4.4.14), (4.4.32), and∣∣∣(1 + d · w)1+β − 1
∣∣∣ ≤ 4 |d · w| ≤ 6 |w| for every w ∈ B 1

2
,

as well as the bound

(4.4.34) |ϕ̃(a)− ϕ̃(b)| ≤ CqΛ
(
|a|+ |b|

)q−2|a− b| for all (a, b) ∈ R2 \ {(0, 0)},

which holds for some constant Cq > 0 depending only on q thanks to the fact that ϕ fulfils assump-
tion (4.1.10)—see, e.g., [71, Lemma 2.1]—, and ultimately recalling (4.4.31) and the fact that x ∈ C+

1,δ,
we estimate

|F(w)| ≤ C
Nq(w)

|w|n+sq
∣∣∣−2δxn|w′|2 + xβn

(
(1 + d · w)1+β − 1− (1 + β)d · w

)∣∣∣
≤ C

Nq(w)

|w|n+sq
(
δ2|w′|2 + xβn (d · w)

2
)
≤ Cδβ

Nq(w)

|w|n−2+sq
for a.e. w ∈ B 1

2
.

On the other hand, the monotonicity of ϕ and again (4.4.14), (4.4.32), and (4.4.34) lead us to

F(w) ≥
ϕ̃
(
−5δ|w′|+ d · w − xβn

)
− ϕ̃(wn)∣∣DS(rx) (w′, d · w)
∣∣n+sq χ[0,1)

(
2xn

√
|w′|2 + (d · w)2

)
≥ −C Nq(w)

|w|n+sq
(
δ|w|+ xβn + |d · w − wn|

)
χB 1

xn

(w)

≥ −Cδβ Nq(w)

|w|n−1+sq
χB 1

xn

(w) for a.e. w ∈ Rn \B 1
2
.

These two estimates yield that

(4.4.35)

ˆ
{wn≥−10}

F(w) dw ≥ −Cδβ
ˆ
B 1
xn

Nq(w)min{|w|, 1}
|w|n−1+sq

dw ≥ −Cδβ L0(xn)

x
(1−s)q−1
n

.

The last inequality is straightforward if q ≥ 2. When q ∈ (1, 2), it is a consequence of the following
calculation, valid for every R ≥ 2:

ˆ
BR

|wn|q−2min{|w|, 1}
|w|n−1+sq

dw ≤ C

ˆ R

0

(ˆ R

0

min
{√

ρ2 + w2
n, 1
}

(ρ2 + w2
n)

n−1+sq
2

ρn−2 dρ

)
dwn

w2−q
n

≤ C

ˆ +∞

0

(√
1 + t2

ˆ 1√
1+t2

0

dwn

w
1−(1−s)q
n

+

ˆ R
t

1√
1+t2

dwn

w
2−(1−s)q
n

)
tn−2

(1 + t2)
n−1+sq

2

dt
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≤ C


ˆ +∞

0

tn−2

(1 + t2)
n+q−2

2

dt+

ˆ +∞

0

(ˆ R
t

1√
1+t2

dwn

w
2−(1−s)q
n

)
tn−2

(1 + t2)
n−1+sq

2

dt


≤ CR(1−s)q−1L0

(
1

R

)
.

In light of (4.4.35), we are left with bounding the integral over {wn < −10}. Using that ϕ is odd and
monotone, along with the bounds (4.4.14) and (4.4.32), for w ∈ {wn < −10} ∩B1/δ we have

F(w) ≥ ϕ̃(−wn)− ϕ̃ (5δ|w|+ 2)

|DS(rx) (w′, d · w)|n+sq
χ[0,1)

(
2xn

√
|w′|2 + (d · w)2

)
≥ 1

C

ϕ̃(−wn)− ϕ̃(10)

|w|n+sq
χB 1

4xn

(w),

while, using also that ϕ satisfies the growth assumption (4.1.4), for w ∈ {wn < −10} \B1/δ it holds

F(w) ≥
ϕ̃(−wn)− ϕ̃(10) + ϕ̃(10)− ϕ̃

(
5δ|w|+ 1 + xβn

)
|DS(rx) (w′, d · w)|n+sq

χ[0,1)

(
2xn

√
|w′|2 + (d · w)2

)
≥ 1

C

ϕ̃(−wn)− ϕ̃(10)

|w|n+sq
χB 1

4xn

(w)− Cδq−1

|w|n+1−(1−s)q χB 1
xn

(w).

Putting these two estimates together and using the fact that, thanks to assumption (4.1.10),

ϕ̃(−wn)− ϕ̃(10) ≥ 21−q

(q − 1)Λ

(
(−wn)q−1 − 10q−1

)
for every wn < −10,

we compute, after a change of coordinates,

(4.4.36)

ˆ
{wn<−10}

F(w) dw

≥ 1

C

ˆ
B 1

4xn
∩{wn<−10}

(−wn)q−1 − 10q−1

|w|n+sq
dw − Cδq−1

ˆ
B 1
xn

\B 1
δ

dw

|w|n+1−(1−s)q

≥ 10(1−s)q−1

C

ˆ
B 1

40xn
∩{z>1}

zq−1
n − 1

|z|n+sq
dz − Cδq−1 L0(xn)

x
(1−s)q−1
n

.

Through a further changing variables, we see that

ˆ
B 1

40xn
∩{z>1}

zq−1
n − 1

|z|n+sq
dz ≥

ˆ 1
80xn

1

(ˆ
B′
zn

dz′(
|z′|2 + z2n

)n+sq
2

)(
zq−1
n − 1

)
dzn

= Hn−2(∂B′
1)

(ˆ 1

0

tn−2(
1 + t2

)n+sq
2

dρ

)(ˆ 1
80xn

1

zq−1
n − 1

z1+sqn

dzn

)

≥ 1

C

L0(xn)

x
(1−s)q−1
n

.

From this, (4.4.35), and (4.4.36) it follows that inequality (4.4.33) holds for some constant C ≥ 1,
provided δ is sufficiently small, all in dependence of n, q, s, Λ, and β only. Consequently, claim (4.4.29)
is proved.
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From (4.1.3), (4.4.8), (4.4.22), (4.4.23), (4.4.24), (4.4.27), (4.4.28), and (4.4.29) we immediately
infer that

Q̃N ṽ(y) ≤ −ε
q−1

rsq

{
M q−1

C
+

1

C
L0

(yn
r

)
− C − C rα Lα

(yn
r

)}
for all y ∈ C+

r,δr,

whence (4.4.20) holds true, provided we take δ sufficiently small (when (1− s)q < 1) or M sufficiently
large (when (1− s)q ≥ 1).

Step 4: Conclusion

Taking advantage of (4.4.18), (4.4.20), and of the locality of Q̃L, we see that

Q̃ṽε = Q̃Lvε + Q̃N ṽε ≤ 0 in C+
r,δr,

for every ε ∈ (0, 1).
We now show that, by taking ε tiny enough, we can make ṽε = εφ̃ smaller than ũ in the whole

of Rn. Indeed, by (4.4.21) we have that ṽε ≤ 0 in Rn \
(
C+
r,δr ∪ (B′

3r × [δr, 2r))
)
and that ṽε ≤ εM

in B′
3r × [δr, 2r). As S

(
B′

3r × [δr, 2r)
)
⊂⊂ Ω, thanks to (4.4.2), (4.4.10), (4.4.16), and since u is

positive and continuous in Ω, then m := infB′
3r×[δr,2r) ũ > 0. By choosing ε ≤ m

M and recalling that ũ

is non-negative in the whole of Rn, we infer that ṽε ≤ ũ in Rn \ C+
r,δr.

Thanks to the weak comparison principle of Proposition 4.3.1, we then conclude that ṽε ≤ ũ in Rn.
This yields in particular that

ũ(0′, yn) ≥ εφ(0′, yn) ≥
ε

2r
yn for all yn ∈ (0, r).

Recalling that DT (0) = Idn, by rephrasing this inequality in terms of the original variable x and of
the function u, we are easily led to (4.1.11). The proof is thus complete.

4.5 A strong maximum principle

In this short section, we show how the Hopf lemma of Theorem 4.1.2 yields the following strong
maximum (or, better, minimum) principle for the operator Q.

Proposition 4.5.1. Let Ω ⊂ Rn be a bounded open set. Assume that A, B, and ϕ satisfy hy-
potheses (4.1.2), (4.1.3), and (4.1.4). Let u ∈ W 1,p(Ω) ∩ Ws,q(Ω) ∩ C1(Ω) be a non-negative weak
supersolution of Qu = 0 in Ω. Then, either u > 0 in Ω or u ≡ 0 in Rn.

Proof. We already know from Proposition 4.3.1 that u ≥ 0 in Rn. Thus, to prove the proposition we
suppose that there exists a point x0 ∈ Ω at which u(x0) = 0 and show that u must vanish identically
in Rn. Let U be the connected component of Ω containing x0. Note that U is a bounded connected
open set. We begin by establishing that

(4.5.1) u = 0 in U.

The proof of this claim is standard. Nevertheless, we provide the details for the sake of completeness.
Let U ′ := {x ∈ U : u(x) = 0}. Clearly, U ′ is relatively closed in U and non-empty, as u is continuous
and x0 ∈ U ′. Hence, its complement U \ U ′ is open. If it were non-empty, then there would exist a
point x1 in it such that dist(x1, U

′) < dist(x1,Rn \ U) and a radius r > 0 for which Br(x1) ⊂ U \ U ′

and ∂Br(x1)∩U ′ ̸= ∅. Applying Theorem 4.1.2, we would deduce that ∂u
∂ν (x2) < 0 at every point x2 ∈



CHAPTER 4. MIXED OPERATORS OF LOCAL-NONLOCAL TYPE 140

∂Br(x1) ∩ U ′. But this is a contradiction, since x2 is an interior minimum point for u and ∇u(x2)
must therefore vanish, u being of class C1 inside U . We conclude that (4.5.1) holds true.

We now show that u must vanish outside of U as well. Here, the presence of the nonlocal
operator QN plays a crucial role. In view of (4.5.1) and of the fact that u is a weak supersolution, we
infer that ¨

CU

ϕ
(
u(x)− u(y)

)
(φ(x)− φ(y))

B(x, y)

|x− y|n+sq
dxdy ≥ 0,

for every non-negative φ ∈ C∞
c (U). Being ϕ odd and B symmetric, by taking advantage of (4.5.1)

once again we find
ˆ
U

(ˆ
Rn\U

ϕ
(
u(y)

) B(x, y)

|x− y|n+sq
dy

)
φ(x) dx ≤ 0 for every non-negative φ ∈ C∞

c (U).

Since u is non-negative, B is strictly positive in Rn×Rn, and ϕ is strictly positive in (0,+∞), thanks
to assumptions (4.1.3) and (4.1.4), we deduce that u = 0 in Rn \ U , thus concluding the proof.

4.6 Proof of Lemma 4.2.1

We include here a proof of Lemma 4.2.1, claiming global W 1,p and L∞ bounds for the solutions of
problem (4.1.7). We begin by establishing the W 1,p estimate.

By testing the weak formulation of (4.1.7) with φ = u− g, we get
ˆ
Ω
A(x,Du) ·

(
Du−Dg

)
dx

+

¨
CΩ

ϕ
(
u(x)− u(y)

)(
u(x)− u(y)− g(x) + g(y)

) B(x, y)

|x− y|n+sq
dxdy =

ˆ
Ω
f(u− g) dx.

Taking advantage of assumption (4.1.2) and arguing similarly as in the proof of Lemma 4.2.3, we
obtain the following estimate for the first summand on the left-hand side:ˆ

Ω
A(x,Du) · (Du−Dg) dx ≥ 1

C
∥Du∥pLp(Ω) − C

(
1 + ∥Dg∥pLp(Ω)

)
.

The second summand can be handled using hypothesis (4.1.3) and (4.1.4) along with the weighted
Young’s inequality. We get

¨
CΩ

ϕ
(
u(x)− u(y)

)(
u(x)− u(y)− g(x) + g(y)

) B(x, y)

|x− y|n+sq
dxdy

≥ 1

C

¨
CΩ

|u(x)− u(y)|q

|x− y|n+sq
dxdy − C

¨
CΩ

|u(x)− u(y)|q−1|g(x)− g(y)|
|x− y|n+sq

dxdy

≥ 1

C

¨
CΩ

|u(x)− u(y)|q

|x− y|n+sq
dxdy − C

¨
CΩ

|g(x)− g(y)|q

|x− y|n+sq
dxdy.

Finally, thanks to the Sobolev (or Morrey) and Poincaré inequalities, the right-hand is estimated by
ˆ
Ω
f(u− g) dx ≤ ∥f∥Ln(Ω)∥u− g∥

L
n
n−1 (Ω)

≤ C∥f∥Ln(Ω)

(
∥Du∥Lp(Ω) + ∥Dg∥Lp(Ω)

)
.

Hence, using again the weighted Young’s inequality, we find that

∥Du∥pLp(Ω) +

¨
CΩ

|u(x)− u(y)|q

|x− y|n+sq
dxdy
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≤ C

(
1 + ∥Dg∥pLp(Ω) +

¨
CΩ

|g(x)− g(y)|q

|x− y|n+sq
dxdy + ∥f∥

p
p−1

Ln(Ω)

)
.

The bound for ∥u∥W 1,p(Ω) immediately follows from this and Poincaré’s inequality.
We now deal with the global boundedness of u in Ω, which we establish it via the De Giorgi-

Stampacchia method. Clearly, in the supercritical case p > n the bound is a consequence of Morrey’s
inequality and the previous estimate for ∥u∥W 1,p(Ω). Assume then that n ≥ p.

Let k > M > M1, with

M1 := 1 + ∥g∥L∞(Ω′) +

(ˆ
Rn

|g(y)|q−1

(1 + |y|)n+sq
dy

) 1
p−1

+ ∥f∥
1
p−1

Ln(Ω).

Observe that the quantity on the right-hand side is finite, thanks to the inequality

(4.6.1)

ˆ
Rn

|g(y)|q−1

(1 + |y|)n+sq
dy ≤ C

(
∥g∥Lq(Ω′) +

¨
CΩ

|g(x)− g(y)|q

|x− y|n+sq
dxdy

)q−1

,

which is easily established by using (4.2.1). As k > ∥g∥L∞(Ω′), the function φ := (u − k)+χΩ lies

in W 1,p
0 (Ω) ∩ Ws,q

0 (Ω), and can thus be plugged in the weak formulation of problem (4.1.7). Set-
ting Ωk := {x ∈ Ω : u(x) > k}, we obtain

(4.6.2)

ˆ
Ωk

f(u− k) dx =

ˆ
Ωk

A(x,Du) ·Dudx

+

¨
CΩ

ϕ
(
u(x)− u(y)

)(
(u(x)− k)+χΩ(x)− (u(y)− k)+χΩ(y)

)
B(x, y)

|x− y|n+sq
dxdy.

On the one hand, we clearly have that

(4.6.3)

ˆ
Ωk

A(x,Du) ·Dudx ≥ 1

C

ˆ
Ωk

(
|Du|2 + µ2

) p−2
2 |Du|2 dx

≥ 1

C

([
(u− k)+

]p
W 1,p(Ω)

− µp|Ωk|
)
.

Regarding the nonlocal term, thanks to the oddness of ϕ we observe that

ϕ
(
u(x)− u(y)

)(
(u(x)− k)+χΩ(x)− (u(y)− k)+χΩ(y)

)

=


ϕ
(
u(x)− u(y)

)(
u(x)− u(y)

)
if x, y ∈ Ωk,

ϕ
(
u(x)− u(y)

)(
u(x)− k

)
if x ∈ Ωk, y ∈ Rn \ Ωk,

ϕ
(
u(y)− u(x)

)(
u(y)− k

)
if x ∈ Rn \ Ωk, y ∈ Ωk,

0 if x, y ∈ Rn \ Ωk.

Recalling (4.1.3)-(4.1.4) and using that u(y) = g(y) ≤ k for a.e. y ∈ Ω′ \ Ω, we conclude from the
previous identity that

(4.6.4)

¨
CΩ

ϕ
(
u(x)− u(y)

)(
(u(x)− k)+χΩ(x)− (u(y)− k)+χΩ(y)

)
B(x, y)

|x− y|n+sq
dxdy

≥ 1

C

ˆ
Ω′

ˆ
Ω′

∣∣(u(x)− k
)
+
−
(
u(y)− k

)
+

∣∣q
|x− y|n+sq

dxdy

− C

ˆ
Ωk

(ˆ
Rn\Ω′

(u(x)− k)
(
g(y)− u(x)

)q−1

+

|x− y|n+sq
dy

)
dx

≥ −C kp−1 ∥(u− k)+∥L1(Ω),
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where we used that

ˆ
Ωk

(ˆ
Rn\Ω′

(u(x)− k)
(
g(y)− u(x)

)q−1

+

|x− y|n+sq
dy

)
dx ≤

ˆ
Ωk

(u(x)− k)

(ˆ
Rn\Ω′

|g(y)|q−1

|x− y|n+sq
dy

)
dx

≤ C∥(u− k)+∥L1(Ω)

ˆ
Rn

|g(y)|q−1

(1 + |y|)n+sq
dy.

Finally, we estimateˆ
Ωk

f(u− k) dx ≤ ∥f∥Ln(Ω)∥(u− k)+∥
L

n
n−1 (Ω)

≤ C kp−1 ∥(u− k)+∥
L

n
n−1 (Ω)

.

Combining this with (4.6.2), (4.6.3), (4.6.4), and the Poincaré-Sobolev inequality in W 1,p
0 (Ω), we get

that
∥(u− k)+∥pLmp(Ω) ≤ C

(
kp|Ωk|+ kp−1∥(u− k)+∥L1(Ω) + kp−1∥(u− k)+∥

L
n
n−1 (Ω)

)
,

where m is equal to n
n−p when n > p or to any number strictly larger than n

n−1 when n = p. From
this and the inequalities

∥(u− k)+∥
L

n
n−1 (Ω)

≤ (k − h)1−
(n−1)mp

n ∥(u− h)+∥
(n−1)mp

n

Lmp(Ω) ,

|Ωk| ≤ |Ω|
1
n (k − h)−

(n−1)mp
n ∥(u− h)+∥

(n−1)mp
n

Lmp(Ω) ,

∥(u− k)+∥L1(Ω) ≤ |Ω|
1
n (k − h)1−

(n−1)mp
n ∥(u− h)+∥

(n−1)mp
n

Lmp(Ω) ,

valid for any h ∈ (0, k), we find

∥(u− k)+∥pLmp(Ω) ≤ C
kp

(k − h)
(n−1)mp

n

∥(u− h)+∥
(n−1)mp

n

Lmp(Ω) .

Letting now δ := (n−1)m−n
n > 0, ki := (2−2−i)M , and Ψi := ∥(u−ki)+∥pLmp(Ω) for every i ∈ N∪{0},

we infer that

Ψi+1 ≤
C

M δp
2(1+δ)piΨ1+δ

i for every i ∈ N ∪ {0}.

By taking advantage of [108, Lemma 7.1], we conclude that ∥(u − 2M)+∥pLmp(Ω) = lim
i→+∞

Ψi = 0,

i.e., u ≤ 2M in Ω, provided ∥(u−M)+∥pLmp(Ω) = Ψ0 ≤ C−1Mp for some constant C ≥ 1 large enough.
Clearly, this can be achieved by taking M :=M1 +M2 with

M2 := C∥u∥W 1,p(Ω)

and C ≥ 1 sufficiently large, thanks to the Sobolev inequality.
We thus established an upper bound for u. Since a corresponding lower bound can be ob-

tained analogously, we conclude that the proof of Lemma 4.2.1 is complete—also recall the tail esti-
mate (4.6.1).

4.7 Proof of Lemma 4.4.1

This section is devoted to the proof of the extension Lemma 4.4.1, used within Section 4.4. We begin
by constructing a C1,α(Rn+) ∩ C∞(Rn+)-extension H of h satisfying DH (0) = 0, (4.4.5), and

(4.7.1) ∥H ∥C1,α(Rn+)
≤ C ∥h∥C1,α(Rn−1).
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We take as H the harmonic extension of h to Rn+, namely the unique bounded solution of

(4.7.2)

{
∆H = 0 in Rn+,
H = h on ∂Rn+.

Standard regularity theory yields that H is of class C1,α
loc (Rn+)∩C

∞(Rn+). Furthermore, since ∂ynH (·, 0) =
−(−∆)1/2h(·), from (4.4.1) and (4.4.3) we infer that DH (0) = 0.

We now address the proof of estimates (4.7.1) and (4.4.5), which will both follow from the Poisson
representation formula

(4.7.3)

H (y′, yn) =
2yn
nωn

ˆ
Rn−1

h(z′)

(|y′ − z′|2 + y2n)
n
2

dz′

=
2yn
nωn

ˆ
Rn−1

h(y′ + ℓ′)

(|ℓ′|2 + y2n)
n
2

dℓ′

=
2

nωn

ˆ
Rn−1

h(y′ + ynτ
′)

(1 + |τ ′|2)
n
2

dτ ′,

valid for (y′, yn) ∈ Rn+. Here we set ωn = |B1|. From (4.7.3) and the fact that

(4.7.4)
2yn
nωn

ˆ
Rn−1

dℓ′

(|ℓ′|2 + y2n)
n
2

= 1 for every yn > 0,

we immediately infer that

(4.7.5) ∥H ∥L∞(Rn+) ≤ ∥h∥L∞(Rn−1).

By differentiating the second identity in (4.7.3), we get

D′H (y′, yn) =
2yn
nωn

ˆ
Rn−1

D′h(y′ + ℓ′)

(|ℓ′|2 + y2n)
n
2

dℓ′.

From this and (4.7.4), it readily follows that

(4.7.6)
∣∣D′H (y′, yn)

∣∣ ≤ ∥D′h∥L∞(Rn−1) for all y′ ∈ Rn−1, yn > 0

and

(4.7.7)
∣∣D′H (y′, yn)−D′H (z′, yn)

∣∣ ≤ [D′h]Cα(Rn−1) |y′ − z′|α for all y′, z′ ∈ Rn−1, yn > 0.

Through a suitable change of variables, we then compute

(4.7.8)

∂ynH (y′, yn) =
2

nωn

ˆ
Rn−1

|ℓ′|2 − (n− 1)y2n

(|ℓ′|2 + y2n)
n+2
2

h(y′ + ℓ′) dℓ′

=
2

nωnyn

ˆ
Rn−1

|τ ′|2 − (n− 1)

(1 + |τ ′|2)
n+2
2

h(y′ + ynτ
′) dτ ′

=
2

nωnyn

{ˆ
Rn−1\B′

M

|τ ′|2 − (n− 1)

(1 + |τ ′|2)
n+2
2

(
h(y′ + ynτ

′)− h(y′)
)
dτ ′

+

ˆ
B′
M

|τ ′|2 − (n− 1)

(1 + |τ ′|2)
n+2
2

(
h(y′ + ynτ

′)− h(y′)−D′h(y′) · ynτ ′
)
dτ ′

}
,
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for M > 0 to be chosen. Note that for the last identity we took advantage of the identities

(4.7.9)

ˆ
Rn−1

|τ ′|2 − (n− 1)

(1 + |τ ′|2)
n+2
2

dτ ′ = 0 and

ˆ
B′
M

|τ ′|2 − (n− 1)

(1 + |τ ′|2)
n+2
2

w′ · τ ′ dτ ′ = 0,

valid for every w′ ∈ Rn−1 and M > 0. By taking M = y−1
n in (4.7.8), we deduce that

(4.7.10)

∣∣∂ynH (y′, yn)
∣∣ ≤ C

yn

{
∥h∥L∞(Rn−1)

ˆ ∞

M

dρ

ρ2
+ [D′h]Cα(Rn−1)y

1+α
n

ˆ M

0

ρn−1+α

(1 + ρ)n
dρ

}
≤ C

{
∥h∥L∞(Rn−1)(Myn)

−1 + [D′h]Cα(Rn−1)(Myn)
α
}

≤ C ∥h∥C1,α(Rn−1) for all y′ ∈ Rn−1, yn > 0.

Arguing as for (4.7.8), we also have that∣∣∂ynH (y′, yn)− ∂ynH (z′, yn)
∣∣

≤ C

yn

{ˆ
Rn−1\B′

N

∣∣h(y′ + ynτ
′)− h(y′)− h(z′ + ynτ

′) + h(z′)
∣∣

(1 + |τ ′|)n
dτ ′

+

ˆ
B′
N

∣∣h(y′ + ynτ
′)− h(y′)− h(z′ + ynτ

′) + h(z′)−
(
D′h(y′)−D′h(z′)

)
· ynτ ′

∣∣
(1 + |τ ′|)n

dτ ′

}
,

for any radius N > 0. Using the fundamental theorem of calculus, it is not difficult to see that the
numerator of the fraction inside the first integral is bounded by ∥D′h∥Cα(Rn−1)|y′−z′|min

{
2, yαn |τ ′|α

}
,

while that pertaining to the second integral by 2[D′h]Cα(Rn−1)y
1+α
n |τ ′|1+α. In light of these estimates,

choosing N = |y′ − z′|y−1
n we get that∣∣∂ynH (y′, yn)− ∂ynH (z′, yn)

∣∣
≤
C ∥D′h∥Cα(Rn−1)

yn

{
|y′ − z′|

ˆ +∞

y−1
n

dρ

ρ2
+ yαn |y′ − z′|

ˆ y−1
n

N

dρ

ρ2−α
+ y1+αn

ˆ N

0

ρn−1+α

(1 + ρ)n
dρ

}

≤ C ∥D′h∥Cα(Rn−1)

{
|y′ − z′|+ |y′ − z′|

(Nyn)1−α
+ (Nyn)

α

}
≤ C ∥D′h∥Cα(Rn−1)|y′ − z′|α,

for every y′, z′ ∈ Rn−1 such that |y′ − z′| < 1 and for every yn > 0. Combining this with (4.7.10), we
conclude that

(4.7.11)
∣∣∂ynH (y′, yn)− ∂ynH (z′, yn)

∣∣ ≤ C∥h∥C1,α(Rn−1)|y′ − z′|α for y′, z′ ∈ Rn−1, yn > 0.

Now, differentiating the first identity in (4.7.3), we obtain the following alternative expression for
the horizontal gradient of H :

D′H (y′, yn) =
2yn
ωn

ˆ
Rn−1

h(z′) (z′ − y′)

(|y′ − z′|2 + y2n)
n+2
2

dz′ =
2

ωnyn

ˆ
Rn−1

h(y′ + ynτ
′) τ ′

(1 + |τ ′|2)
n+2
2

dτ ′.

Therefore, for all i, j = 1, . . . , n− 1 we have, by symmetry,

∂2y′iy′j
H (y′, yn) =

2

ωnyn

ˆ
Rn−1

∂y′ih(y
′ + ynτ

′) τj

(1 + |τ ′|2)
n+2
2

dτ ′
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=
2

ωnyn

ˆ
Rn−1

(
∂y′ih(y

′ + ynτ
′)− ∂y′ih(y

′)
)
τj

(1 + |τ ′|2)
n+2
2

dτ ′,

so that

(4.7.12)

∣∣∂2y′iy′jH (y′, yn)
∣∣ ≤ C [D′h]Cα(Rn−1) y

α−1
n

ˆ
Rn−1

|τ ′|1+α

(1 + |τ ′|)n+2
dτ ′

≤ C [D′h]Cα(Rn−1) y
α−1
n .

Next, from the second identity in (4.7.8), we get

∂2y′iyn
H (y′, yn) =

2

nωnyn

ˆ
Rn−1

|τ ′|2 − (n− 1)(
1 + |τ ′|2

)n+2
2

∂y′ih(y
′ + ynτ

′) dτ ′

=
2

nωnyn

ˆ
Rn−1

|τ ′|2 − (n− 1)(
1 + |τ ′|2

)n+2
2

(
∂y′ih(y

′ + ynτ)− ∂y′ih(y
′)
)
dτ ′,

where we also made use of the first identity in (4.7.9). Therefore, we estimate

(4.7.13)
∣∣∂2y′iynH (y′, yn)

∣∣ ≤ C [D′h]Cα(Rn−1) y
α−1
n

ˆ
Rn−1

|τ ′|α

(1 + |τ ′|)n
dτ ′ ≤ C [D′h]Cα(Rn−1) y

α−1
n .

Since from the equation in (4.7.2) we know that ∂2ynynH = −
∑n−1

i=1 ∂
2
y′iy

′
i
H in Rn+, from (4.7.12) it also

follows that
∣∣∂2ynynH (y′, yn)

∣∣ ≤ C [D′h]Cα(Rn−1) y
α−1
n . By combining this with (4.7.12) and (4.7.13),

we conclude that (4.4.5) holds true.
Finally, from (4.4.5) and the fundamental theorem of calculus, we find that

∣∣DH (y′, yn)−DH (y′, zn)
∣∣ = ∣∣∣∣ˆ yn

zn

∂ynDH (y′, t) dt

∣∣∣∣ ≤ C [D′h]Cα(Rn−1) |yn − zn|α.

By putting together this with (4.7.5), (4.7.6), (4.7.7), (4.7.10), and (4.7.11), we obtain (4.7.1).
Finally, in order to conclude the proof it suffices to consider any C1,α(Rn)-extension of H to

the whole Rn having C1,α(Rn) norm bounded by that of H , up to a factor. This can be done, for
instance, via the elegant approach of [178]–see also [150, Theorem 1.1.17].
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[3] A. Alberico, A. Cianchi, L. Pick, L. Slaviková, Continuous and compact fractional Orlicz-Sobolev
embeddings on domains, in preparation.

[4] A. Alvino, V. Ferone, G. Trombetti, P.-L. Lions, Convex symmetrization and applications, Ann.
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Soc. Math. France 61 (1933), 1–54.

[108] E. Giusti, Direct methods in the calculus of variations, World Scientific Publishing Co., Inc.,
River Edge, NJ, 2003. viii+403 pp.

[109] M. Goering, L. Koch, A note on improved differentiability for the Banach-space valued Finsler
g-Laplacian, to appear in Comptes Rendus Mathématique (2023).
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(1976), no. 23, Aii, A1351-A1354.

[181] G. Stampacchia, On some regular multiple integral problems in the calculus of variations, Comm.
Pure Appl. Math. 16 (1963), 383-421
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Ed infine il mio ringraziamento più grande va ai miei genitori, che mi hanno sempre supportato,
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