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ABSTRACT

Context. The search for relics from the inflation era in the form of B-mode polarization of the CMB is a major challenge in cos-
mology. The main obstacle appears to come from the complexity of Galactic foregrounds that need to be removed. Multi-frequency
observations are key to mitigating their contamination and mapping primordial fluctuations.
Aims. We present “Spectral-Imaging", a method to reconstruct sub-frequency maps of the CMB polarization within the instrument’s
physical bandwidth, a unique feature of Bolometric Interferometry that could be crucial for foreground mitigation as it provides an
increased spectral resolution.
Methods. Our technique uses the frequency evolution of the shape of the Bolometric Interferometer’s synthesized beam to reconstruct
frequency information from the time domain data. We reconstruct sub-frequency maps using an inverse problem approach based on
detailed modeling of the instrument acquisition. We use external data to regularize the convergence of the estimator and account for
bandpass mismatch and varying angular resolution.
Results. The reconstructed maps are unbiased and allow exploiting the spectral-imaging capacity of QUBIC. Using end-to-end
simulations of the QUBIC instrument, we perform a cross-spectra analysis to extract a forecast on the tensor-to-scalar ratio constraint
of σ(r) = 0.0225 after component separation.

Key words. cosmic microwave background – inflation – ISM – data analysis

1. Introduction

The current standard cosmological model assumes a primor-
dial phase of accelerated expansion, called inflation, that pro-
vides initial conditions in good agreement with observational
data (Ade et al. 2021). Searching for direct evidence of infla-
tion is one of the main challenges in observational cosmology.

Besides the observed scalar perturbations, inflation predicts the
production of primordial gravitational waves, or tensor pertur-
bations, that distinguishes between various inflationary mod-
els (Pieroni 2016). Tensor perturbations will leave a characteris-
tic imprint in the Cosmic Microwave Background (CMB), con-
tributing to a small amount of temperature and E-mode polar-
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ization anisotropies, and are the only known source of primor-
dial B-mode anisotropies. The ratio between tensor and scalar
power spectra is defined as the tensor-to-scalar ratio r. The de-
tection of primordial B-modes, and therefore a non-zero value
of r, would represent a major step forward in understanding the
history of our Universe, particularly in context of inflationary
theories. The current best 95% confidence level (C.L.) upper-
limit is r < 0.032 (Tristram et al. 2022). Several observational
challenges need to be addressed in order to achieve tighter con-
straints: high sensitivity required by the faintness of the primor-
dial B-mode signal and a high level of systematics control in or-
der not to draw the faint polarized signal into instrumental polar-
ization. Finally, the most significant challenge is the presence of
polarized foregrounds from the Galaxy (dust, synchrotron, and
potentially emission lines) or from gravitational lensing of the
E-modes into B-modes. In particular, removing Galactic fore-
grounds requires a precise knowledge of their freqeuncy spectra,
which appears more complex than anticipated (Pelgrims et al.
2021; Regnier et al. 2023). This article shows how the latter
challenge can be addressed in a specific manner by the QUBIC
instrument.

Table 1: Main parameters of QUBIC Full Instrument (FI).

Parameters
Frequency channels [GHz] 150 220
Bandwidth [GHz] . . . . . . . . 37.5 55
Effective FWHM [◦] . . . . . . 0.39 0.27
Number of detectors 992 992

The Q&U Bolometric Interferometer for Cosmology
(QUBIC)1 is an instrument dedicated to measuring the CMB
B-modes. It uses a novel technology called bolometric interfer-
ometry (BI), which combines the high sensitivity of cryogenic
detectors with the high level of control of instrumental system-
atics provided by interferometry (see Hamilton et al. (2022);
Mousset et al. (2022); Torchinsky et al. (2022) while the in-
strument is described in Piat et al. (2022); Masi et al. (2022);
D’Alessandro et al. (2022); Cavaliere et al. (2022); O’Sullivan
et al. (2022) for a series of articles describing QUBIC instru-
mentation and scientific forecasts). Table 1 shows the main char-
acteristics of the QUBIC Full Instrument (FI). A major feature
brought by bolometric interferometry (BI) is the ability to per-
form spectral-imaging, which allows for splitting the physical
bandwidth of the instrument, achieving up to 5 times higher
spectral resolution (Mousset et al. 2022). Note that this band-
splitting occurs at the data analysis level and does not involve
any hardware modification. This feature is crucial for controlling
foreground contamination in B-mode maps by providing better
measurements of the foreground spectral profile.

This article focuses on the reconstruction of frequency maps
for the QUBIC experiment using the specific feature of spectral-
imaging. We will show how the two physical bands, respectively
at 150 and 220 GHz can be split into sub-bands at the data anal-
ysis level in order to increase spectral resolution by projecting
the measured Time-Ordered-Data (TOD) onto a number of sub-
band maps. This requires accounting for the evolution of the
synthesized beam of the instrument (the Point-Spread-Function)
throughout the bandwidth, as well as correcting for bandpass

1 http://qubic.org.ar

integration of a sky composed by various astrophysical fore-
grounds.

This article is organized as follows. The first part focuses
on the principles of the spectral-imaging, and how to add exter-
nal data to regularize undesirable effects. The second part de-
scribes the results obtained from simulations. In the last section,
we evaluate in a simplified manner the expected performance of
this map-making technique on the primordial B-modes.

In parallel and beyond the scope of this work, we are also de-
veloping an algorithm that uses Bolometric Interferometry spec-
tral capabilities directly performing map-making on astrophys-
ical components, adjusting the components parameters at the
same time. This is done in Regnier et al. (2024), hereafter Com-
ponent Map-Making (CMM).

2. Spectral Imaging with Bolometric Interferometry

After recalling some basic concepts about map-making in sec-
tion 2.1, we will detail in section 2.2 how the frequency evolution
of the QUBIC synthesized beam allows for retrieving frequency
information within the physical bandwidth at the TOD level. In
section 2.3.1 we will explain how one can exploit this feature
by projecting the wide-band TOD onto several sub-bands span-
ning the physical bandwidth of the instrument. We will describe
a number of effects we have to account for in order to achieve an
unbiased reconstruction of the sub-band maps.

2.1. Classical map-making and inverse-problem approach

CMB data are produced by observing the sky through the beam
of the instrument according to a certain scanning strategy. The
raw data is expressed in a very general way as:

d = Hs + n, (1)

where d is the TOD, s is the true sky (I, Q, and U Stokes param-
eters maps) and n is the noise vector in TOD space. It includes
two contributions: the intrinsic noise from the detectors and the
noise from the incoming radiation (photon, atmospheric, envi-
ronmental noise). The noise covariance matrix is N =

〈
nnT

〉
.

The operator H is the acquisition matrix that describes the de-
tails of how the sky is observed by the instrument. It includes the
pointing of the instrument, the convolution by the Point-Spread-
Function (PSF), as well as a possible polarization modulation
(from a Half-Wave-Plate for instance) and other instrumental ef-
fects such as the detector time constants.

In the case of a classical imager, the PSF is made of a single
peak (the Airy disk for a circular primary mirror), so that, if s
is the sky convolved at the angular resolution of the PSF, then
at each time sample (corresponding to a given pointing of the
telescope), a single pixel of the convolved sky is seen by any in-
strument detector. This results in H being a very sparse operator,
with each line containing only zeros with a single one corre-
sponding to the observed pixel. Due to the peculiar shape of the
synthesized beam, this 1-to-1 correspondence between the sky
and the samples does not apply for a Bolometric Interferometer
such as QUBIC where the H operator is less sparse, as it will be
described below.

If the noise is Gaussian with covariance matrix N, one can
analytically express the maximum likelihood estimate for the sky
maps ŝ as:

ŝ =
(
HT N−1H

)−1
HT N−1d (2)
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However, even accounting for the sparsity of H, it is diffi-
cult in most cases to calculate explicitly the solution given in
Eq. 2 because of the size of the matrices that need to be inverted.
Furthermore, it can be advantageous to refine significantly the
operator H in order to account for a more detailed description of
the actual instrument, including, for example, instrumental com-
plexity and imperfections through Jones matrices (O'Dea et al.
2007). In such a case one has to solve for ŝ without an explicit
inversion. This can be performed using an inverse-problem ap-
proach where one uses a highly refined version of H that allows
simulating the instrument acquisition in great detail from a sim-
ulated sky map s̃ (the ˜ will denote "simulated data" from now
on):

d̃ = Hs̃, (3)

and then iterate the simulated sky map in order to minimize
a cost function based on the difference between the simulated
TOD and the measured data. The optimal solution is found min-
imizing:

χ2 =
(
d − d̃

)T
N−1

(
d − d̃

)
= (d − Hs̃)T N−1 (d − Hs̃) , (4)

where the multiplication by N−1 can be efficiently performed in
Fourier space under the assumption of a stationary noise. One
can use a preconditioned conjugate-gradient (PCG) algorithm
in order to reach the actual solution of Eq. 2 through this in-
verse method. Even though this method does not involve invert-
ing large matrices, it still requires significant computer resources
for the application of H to simulated data is performed at each
step of the PCG and is generally performed on supercomputers
computing center.

As mentioned above, in the case of a BI such as QUBIC, the
complexity of the synthesized beam is such that the inverse prob-
lem approach is clearly advantageous and will be used through-
out this article.

2.2. BI synthesized beam

In a BI such as QUBIC, the sky is not observed directly but in-
stead through an array of apertures, like in a Fizeau interferom-
eter (Hamilton et al. 2022). The combination of the interference
fringes formed by all pairs of apertures forms an image in the
focal plane that corresponds to the dirty image of an interferom-
eter. Each point in the focal plane observes the sky convolved by
a PSF that depends on the shape of the array of apertures, their
beams, and the location in the focal plane (because of changes
in the phases of the interferences). A detailed description of
the resulting PSF, called synthesized beam, is given in Mousset
et al. (2022). The QUBIC synthesized beam is multiply-peaked
as shown in Fig. 1 where a cut at 45◦ through the theoretical
synthesized beam is shown on the top and the frequency evolu-
tion of the location of the peaks is shown at the bottom. Each
of the peaks is well approximated by a Gaussian (Stolpovskiy
2016) with the same width, given by the ratio of the wavelength
to the largest distance between two horns in the interferometer
horn array. The angular distance between two peaks is the ratio
between the wavelength and the distance separating two neigh-
boring horns.

With such a multiply-peaked PSF, it is clear that the usual
map-making assumption of a line of zeros with a single 1 for
the acquisition matrix H is not satisfied and so a specific algo-
rithm needs to be developed. Our map-making technique uses

Fig. 1: Top panel: Theoretical synthesized beam for a detector at
the center of the QUBIC focal plane along with with its primary
beam. θ is the angle between the detector axis and the observed
direction. One can clearly see the frequency-dependent position
of the secondary peaks. Bottom panel: synthesized beam for one
detector measured at various frequencies, from Torchinsky et al.
(2022).

the inverse-model approach described in section 2.1 with an op-
erator H that incorporates the instrument’s pointing and the ac-
tual direction and amplitude on the sky observed by each peak in
the synthesized beam for each detector. H also accounts for the
Half-Wave-Plate modulation on the sky signal and the optics of
our BI.

For the sake of illustrating map-making with the QUBIC
synthesized beam in a simple case, we show in Fig. 2 the recon-
structed I, Q, and U maps in the case of a purely monochromatic
synthesized beam at 150 GHz, assuming 3 years of cumulative
observations. Thermal dust emission is assumed here to be char-
acterized by a Modified Black Body (MBB) law with βd = 1.54.
The noise has been extrapolated from the Technical Demonstra-
tor (TD) measured noise level (Piat et al. 2022). We observe an
unbiased reconstruction of the three Stokes parameters.

In a more realistic case, the synthesized beam evolves with
frequency (as shown in the bottom panel of Fig. 1). Account-
ing for this feature in the map-making is the basis of spectral-
imaging map-making described in the next section.

2.3. Spectral-Imaging Map-making

2.3.1. General principle

In this section, we will neglect the effect of angular resolution,
which will be incorporated in section 2.3.2. The basic idea of
spectral-imaging map-making is that, thanks to the change in
the locations of the synthesized beam peaks as a function of fre-
quency (as shown in Fig. 1), a bolometric interferometer pro-
vides spectral information in the TOD (Mousset et al. 2022).
Because bolometers are only sensitive to the energy deposited
by incoming photons, explicitly accounting for the variation of
the synthesized beam within the filter bandwidth leads to replac-
ing Eq. 1 with

Article number, page 3 of 14
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Fig. 2: Monochromatic case - From the top to the bottom: Stokes parameters I, Q, and U; from the left to the right: input, recon-
structed maps, and the difference between them respectively, in µKCMB.

d =
∫ νmax

νmin

Hνsν dν + n, (5)

where νmin and νmax are the physical bandwidth boundaries (we
assume a perfectly flat band-pass for simplicity but a more re-
alistic response of the band-pass filter can easily be accounted
for), sν is the real sky emitting at a given frequency ν, andHν is

the monochromatic spectral acquisition operator at frequency ν
that bears the information of the frequency evolution of the syn-
thesized beam and the possible inclusion of systematics effects.

We will define two important parameters, Nrec and fsub, re-
spectively the number of reconstructed sub-band maps and the
number of integration sub-bands within each reconstructed sub-
band. The spectral imaging consists in solving for Nrec sub-band

Article number, page 4 of 14
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maps s̃νi (the reconstructed maps) given a TOD d̃ written as the
sum of the energy deposited in each reconstructed sub-band:

d̃ =
Nrec∑
i=1

Hνi s̃νi , (6)

by minimizing the same cost function in TOD space as in Eq. 4.
The sub-band acquisition operator Hνi is defined as the sum of
the integration sub-acquisitions within the reconstruction sub-
band i:

Hνi =
fsub∑
j=1

∆νi jHνi j , (7)

so that the polychromatic acquisition is written as

d̃ =
Nrec∑
i=1

 fsub∑
j=1

∆νi jHνi j

 · s̃νi . (8)

The number of reconstructed sub-bands Nrec is, of course,
limited by the spectral resolution allowed by the bolometric in-
terferometer, which is given by ∆ν

ν
≃ 1

P where P is the number
of apertures in one dimension of the interferometer’s pupil array
(see Eq. 3.1 from Mousset et al. 2022). In order to smoothly de-
scribe the integral from Eq. 5 with a sum as in Eq. 6, one needs
to use a larger number of integration sub-bands. Each of the in-
tegration sub-acquisition within a reconstructed sub-band will,
however act on the reconstructed map s̃νi , neglecting, for now,
the sky variation within the reconstructed band (corrected for in
section 2.3.3).

2.3.2. Angular resolution

The monochromatic synthesized beam of QUBIC has multiple
peaks and their locations are the basis for spectral imaging. The
angular resolution is set by the width of each of the peaks,
well approximated by a Gaussian with σ j = λ j/∆x where λ j
is the wavelength at which the synthesized beam is considered,
and ∆x is the distance separating two pupils in the interferome-
ter (Stolpovskiy 2016; Mousset et al. 2022). Since the angular
resolution is different for each sub-frequency we are consider-
ing, convolutions to the actual angular resolution need to be in-
corporated into the acquisition model. If we define the sky at
frequency ν j and with “infinite” resolution as s∞ν j

, the model for
the measured data becomes:

d =
∫ νmax

νmin

HνCνs∞ν dν + n, (9)

where Cν is the convolution operator (Gaussian kernel) that
transforms the infinite resolution sky to the resolution at fre-
quency ν.

Reconstructing maps at infinite resolution is impractical. In-
stead, the resolution for each reconstructed map is chosen as
the optimal resolution, corresponding to the highest frequency
within the reconstructed sub-band, denoted as σνi . Furthermore,
the integration operators within the reconstructed sub-band j
need to act on a map with matched resolution σνi j . To achieve
corresponding resolutions, degradation using a Gaussian kernel
CKi j is incorporated, with the kernel width given by:

σKi j =
√
σ2
νi
− σ2

νi j
. (10)

The final model for the simulated data constructed during the
PCG iterations therefore becomes:

d̃ =
Nrec∑
i=1

 fsub∑
j=1

∆νi jHνi jCKi j

 · s̃νi , (11)

where the reconstructed sky s̃νi is now at angular resolution σνi .
Accounting for these resolutions considerably slows down

the PCG iterations, as convolutions need to be performed at each
step. However, we have parallelized this process so that it is
doable in practice.

In appendix B, we explore the possibility of not doing those
convolutions during reconstruction, in order to speed up the cal-
culations. The PCG will naturally fit each reconstructed map of
the Nrec sub-bands to an average resolution over the fsub frequen-
cies of each sub-band. Analytical approximation of the resolu-
tion allows for the cosmological analysis, as described in sec-
tion 4. This calculation also give a precise definition of the aver-
age frequency νi.

2.3.3. Bandpass Binning Bias

The other major effect that is very important to understand and
take into account is the so-called bandpass binning bias. The
CMB itself, expressed in temperature units, does not vary within
the bandwidth, but the measured (or “observed”) sky contains
foregrounds that significantly vary within the band.

In our case, the mismatch between the measured data and
our reconstruction model arises from neglecting the evolution of
the emission from the sky within each reconstructed sub-band in
Eq. 8, where a unique sky s̃νi is used for all the integration sub-
frequencies of this reconstructed sub-band (index i). Although
small, this effect produces non-negligible residuals on the recon-
structed maps. The smaller the number of reconstructed maps,
the higher the impact, as the constant map approximation gets
worse and worse when increasing the bandwidth of the recon-
structed sub-bands.

In order to minimize the bandpass binning bias effect, we
have used a model dependent method inspired by Svalheim et al.
(2022). We used a simulated sky model from PySM2 (Zonca
et al. (2021), Thorne et al. (2017)), containing only foregrounds
(as the CMB does not induce mismatch), and calculate from this
model the difference for each reconstructed sub-band between
the average map in the sub-band (index i) and the actual integra-
tion sub-maps (index j):

δi j =
〈
sPySM
νi j

〉
i
− sPySM
νi j . (12)

We can now convert this map mismatch into time domain
by applying our operators in order to construct a time-domain
correction δ:

δ =
Nrec∑
i=1

fsub∑
j=1

∆νi jHνi jCKi jδi j, (13)

which is subtracted from our time-ordered data before being in-
put into the map-making algorithm:

dcorr = d − δ, (14)

resulting in a negligible bias on the reconstructed maps in
our simulations based on PySM sky.

2 https://pysm3.readthedocs.io/en/latest/
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This method relies on using a sky model for the bandpass
correction and could, therefore, result in systematics if the sky
model is incorrect. One will need to pay extra care in this part
of the algorithm when reconstructing real-sky data, as well as
use the state-of-the-art sky model available at the time of an-
alyzing real data and possibly iterate between map-making and
improved sky model in order to minimize the mismatch. It is also
possible to extract spectral information from the results of com-
ponents map-making (Regnier et al. 2024) to evaluate the ob-
served spectral energy distribution (SED) and correct frequency
map-making through an iterative scheme.

2.4. Adding external data

The data model presented so far only includes QUBIC data.
This leads to undesired boundary effects. When reconstructing
a pixel located near the edges of the observed patch, information
is needed from pixels situated in the location of all peaks forming
the synthesized beam, a few degrees apart from each other. Some
of these peaks are located deeper within the observed patch and,
therefore, provide relevant information. Other peaks fall even
farther form the center of the patch, an area where QUBIC does
not have enough information. This results in significant recon-
struction errors around the edges of the observed patch shown in
Fig. 4 (blue curves).

Solving this issue is possible by optimally combining our
data with external datasets (namely Planck frequency maps in in-
tensity and polarization) in order to incorporate knowledge about
the pixels, poorly observed by QUBIC, but entering the recon-
struction of pixels within our patch. In order to do so, we build a
generic model to incorporate external data such as Planck:

HTot =



HQUBIC
ν1 HQUBIC

ν2 · · · HQUBIC
νNrec

HExt
ν1

0 0 0
0 HExt

ν2
0 0

0 0
. . .

...

0 0 · · · HExt
νNrec


=

(
HQUBIC

HExt

)
, (15)

where HQUBIC
νi is defined in Eq. 7 denotes the integral of the

QUBIC operator within the reconstructed sub-band i. HExt
νi

is a
much simpler operator that only reads a sky map constructed
from the external data to cover the reconstructed sub-band i. In
practice, we use Planck data and build each of these sub-band
maps from the component-separated maps from Planck (Akrami
et al. 2020) with the components mixing matrix corresponding to
this band. We do so in order to be able to deal with any sub-band
splitting that, in general, will not match the actual frequency
bands of Planck.

The data will therefore be a larger vector containing first the
QUBIC data as before and then the various external TOD con-
structed as explained above:

d =
[
dQUBIC

dExt

]
. (16)

With such a model, one can benefit from the spectral-
imaging capabilities of QUBIC without any restriction in the
choice of the reconstructed frequency sub-bands, while benefit-
ing from the external data for the pixels for which QUBIC has
only poor information.

We ensure the near-optimality of our model by introducing
weights for the external data computed from the Planck publica-
tions. Those weights are artificially set to zero inside the QUBIC

patch in the noise covariance matrix of Planck data, so that we
minimize the possible systematics from the external dataset, re-
stricting its use to lifting degeneracies for the pixels near the
edges of the patch that require information from outside the
patch.

The final cost function we minimize in our forward modeling
reconstruction is as before, where s̃ are the unknown sub-bands
maps:

χ2
Tot =

(
d − d̃

)T
N−1

(
d − d̃

)
= (d − HTot s̃)T N−1 (d − HTot s̃) . (17)

The cost function explicitly accounts for both QUBIC and
the External data contributions, whose noises are not correlated:

χ2
Tot =

[
dQUBIC − d̃QUBIC

dExt − d̃Ext

]T [
N−1

QUBIC 0
0 N−1

Ext

] [
dQUBIC − d̃QUBIC

dExt − d̃Ext

]
=

(
dQUBIC − HQUBIC s̃

)T
N−1

QUBIC

(
dQUBIC − HQUBIC s̃

)
+

(
dExt − HExt s̃

)T
N−1

Ext

(
dExt − HExt s̃

)
= χ2

QUBIC + χ
2
Ext.

3. Simulations and results

In this section, we first present the results obtained during end-
to-end simulations in the case of a broadband acquisition, mean-
ing that we do not attempt to perform spectral-imaging but rather
a single map integrated throughout the physical bandwidth of
the instrument, accounting for the multiple peaks of the syn-
thesized beam and its evolution as a function of frequency, as
well as including external data in order to solve for the edge ef-
fects mentioned above. Secondly, we present results based on
the same simulations, but with a polychromatic reconstruction,
meaning that we perform spectral-imaging, projecting the TOD
onto a number of sub-bands within the physical bandwidth of the
instrument. Finally, we will focus on characterizing the noise
structure in our reconstructed maps and the expected perfor-
mance of the instrument.

3.1. Broadband acquisition

The full sensitivity of the instrument can be seen with the broad-
band acquisition which gathers all the photons collected by the
instrument and projects them onto a single, broadband map. Dur-
ing deconvolution by multiple peaks, the position of each peak
is taken into account for each frequency. The signal simulated in
this section is composed of a CMB primordial fluctuation sig-
nal and a thermal dust signal. Following Hamilton et al. (2022)
(Fig. 10), we do not include synchrotron emission as it is negli-
gible at our frequencies.

The integration over the whole bandpass is done by a sum of
sub-operators each describing the synthesized-beam at a given
frequency. We integrate using a trapezoidal method, fixing the
reconstructed angular resolution according to the frequency. Af-
ter proceeding to the correction of the TOD following the pro-
cedure described in section 2.3.3, we minimize our χ2 function.
The resulting maps are presented in Fig. 3. The first line shows
the reconstruction using QUBIC acquisition alone with, from left
to right, the input Q map, the reconstructed Q map, and the resid-
uals respectively. As expected, significant edge effects can be
observed in this case, although similar to noise, they are caused
by the multiple-peak deconvolution involving peaks pointing far
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Fig. 3: Broadband case - First row is the result of the QUBIC acquisition only with the edges effect. The second row is the merging
of the QUBIC and Planck acquisitions. From the left to the right is the input, output and the difference between them respectively
for the Q Stokes parameter, in µKCMB. This simulation integrates the 150 GHz band from 131 GHz to 169 GHz (see Table 1).

from the center of QUBIC’s patch, where the low amount of in-
formation causes large degeneracies.

The second line shows the reconstruction of the same TOD
when Planck data are accounted for as explained in section 2.4
in order to regularize the edge effects. The degeneracies disap-
pear showing an improved noise near the edges of the map. Note
that we force the Planck weight, given by the inverse noise co-
variance matrix, to zero in the inner part of the QUBIC patch.
The zone where we only keep QUBIC data is typically where
the normalized coverage is above 20%, this is where QUBIC is
able to perform spectral-imaging.

Convergence is achieved using a PCG method, updating the
pixels at each iteration of the PCG towards the solution that min-
imizes our cost function. Fig. 4 shows the residual RMS profile
as a function of angular distance from the center of the QUBIC
patch in (RA, DEC) = (0◦,−57◦). The improvement provided
by the inclusion of the Planck for regularization is obvious and
allows achieving a rather flat residual RMS profile.

3.2. Polychromatic reconstruction

The pointing matrix which is our reconstruction model shown
by the equation 15, is numerically complicated to compute due
to the large memory requirement. The computations done in this
article take about ten hours per realization, using 4 cores with

4 CPUs each. In each core, the focal planes are divided using
MPI (Dalcín et al. 2005) into several subsets of detectors that are
jointly analyzed. For regularization, we use reconstructed Planck
astrophysical components recombined according to the best-fit
mixing matrix at the relevant frequency. The band integration
bias is taken into account according to the equation 14. The use
of Planck data speeds up our total convergence by reducing the
number of iterations until a threshold is reached indicating fairly
accurate convergence.

Spectral-imaging is a flexible technique that allows one to
increase the spectral resolution. This information is particularly
important as the actual spectral complexity of astrophysical fore-
grounds is still unknown. In CMM, we explore the even more
powerful possibility of performing component separation at the
map-making stage, fully benefiting from the spectral-imaging
capabilities of BI.

Considering the same simulated TOD as in the previous sec-
tion, it is possible to discretize the reconstruction no longer by
reconstructing an “averaged” map in the band, but a set of maps
whose recombination through the operatorH corresponds to the
TODs. We performed simulations considering only thermal dust
emission which increases with respect to the frequency. Fig. 5
shows the reconstructed SED for the Q Stokes parameters. To
constrain the convergence of the 150 and 220 GHz bands of
QUBIC, we use the 143 and 217 GHz bands of Planck. The
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Fig. 4: Broadband case - Profile of the residual RMS for Q (top)
and U (bottom) Stokes parameter. The blue line shows the RMS
using QUBIC only and the red line shows the RMS when using
Planck data to regularize the edge effects.

Fig. 5: Reconstructed spectral energy distribution (SED) of
Q Stokes parameter for Nrec = 3 for both physical bands. Dots
are the value of a given pixel in the QUBIC patch and error-
bars are the dispersion (RMS) over the whole QUBIC patch.
Black dots denote Planck uncertainties on the QUBIC patch. The
dashed-line is the MBB spectrum of the dust.

black window shows the sensitivity of Planck data with one map
within each physical band. The ability of QUBIC to do spectral-
imaging permits the increase of spectral resolution (considering
Nrec = 3 per physical bands) and achieves better constraints
on astrophysical foregrounds, a major challenge for B-modes
search, in particular in the case of complex foregorunds fore-
grounds such as frequency decorrelated thermal dust (Regnier
et al. 2023).

3.3. Noise characterization

We study the noise reconstruction through our pipeline by con-
sidering a sky with no signal, just instrumental noise. We take
into account the detector noise with a Noise Equivalent Power
NEPdet = 4.7 × 10−17 W/

√
Hz (Piat et al. 2022) and the pho-

ton noise associated with each frequency, described by the NEPγ

coming from all the sub-systems. The atmosphere is considered
stable. This noise is reconstructed with different numbers of re-
construction sub-bands.

In the first simple case, we consider Nrec = 1, which allows
the reconstruction of one map per physical band, in the manner
of a classical imager. We performed end-to-end simulations with
independent realizations at the noise level expected for QUBIC
in order to study the properties of the noise in the reconstructed
maps. We show the residual’s 2pt-correlation function normal-
ized by the RMS C(θ = 0) in Fig. 6. The correlation is almost
zero as angular distance increases, indicating very small cor-
relations in the noise structure and therefore an almost white
noise. A residual pixel-pixel correlation remains at angles be-
low ∼8.5 degrees at 150 GHz. This angular scale corresponds to
the interpeak distance in the synthesized beam at 150 GHz dis-
tance. The residual correlation arises from the deconvolution of
the multiple peaks performed by our map-making algorithm. A
similar effect is observed at 220 GHz, at a slightly smaller an-
gular scale because of the frequency scaling of the synthesized
beam (see Fig. 1). This almost-white structure of our noise may
seem contradictory to what we found in Hamilton et al. (2022).
In fact, the strong correlations observed in that study were driven
by the edge effect which we successfully regularized using ex-
ternal data in the present article.

We then produced similar simulations but by varying the
number of reconstructed sub-bands (Nrec > 1). Reconstructed
maps within a physical band are statistically independent from
those in the second physical band. As the spectral informa-
tion is extracted from the frequency-dependent description of
the multiply peaked shape of the synthesized beam, we ex-
pect noise anti-correlation to appear between neighboring recon-
structed sub-bands. The correlation matrices between the same
pixel across the reconstructed sub-bands are shown in Fig. 7 and
were measured from our simulations. There is no visible corre-
lation between the Stokes parameters but a certain level of anti-
correlation between the sub-bands, as expected. Such correla-
tions need to be accounted for in the subsequent analyses. The
non-diagonal and anti-correlated nature of the band-band covari-
ance matrices also implies that a pure measurement of the RMS
in sub-band maps is not a good indicator of the actual noise in
our set of reconstructed maps. Anti-correlations will enhance the
RMS in each map, but in an anti-correlated manner, that can be
accounted for.

4. Cosmological and foreground parameters
analysis

The reconstruction described in the previous sections is very
time-consuming but allows frequency maps to be reconstructed.
The next step for any CMB experiment would be to apply a
component separation method to extract a “clean” cosmologi-
cal signal (Stompor et al. 2008). However, this step would re-
quire accounting for the observed anti-correlations between the
bands, which is possible but requires developments beyond the
scope of this article. Another possibility, which will be the focus
of the CMM article, is to perform component separation simul-
taneously with map-making, fully benefiting from the spectral
imaging capabilities of BI (Regnier et al. 2024). For the sake of
simplicity, we use here a method based on power spectra and
cross-power spectra of the reconstructed maps, similar to what
has been used in Ade et al. (2021). A full Monte-Carlo analy-
sis with forecasts for QUBIC and a number of sub-bands with
various foreground models is on the way, and will be published
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Fig. 6: 2-pt correlation function obtained from end-to-end simulations assuming Nrec = 1. Red and blue color correspond to the 150
GHz and 220 GHz bands respectively.

Fig. 7: Correlation matrix for noise reconstruction assuming Nrec = 3 per physical band at 150 GHz (left) and at 220 GHz (right).
We note in the labels the Stokes component and the number of the reconstructed sub-band. Matrices are estimated by averaging
over all the pixels seen by QUBIC.

separately. For now, this analysis allows us to assess the feasibil-
ity of our BI map reconstruction approach.

4.1. Principle

We use simulated QUBIC data at 150 and 220 GHz to recon-
struct maps, using Planck to regularize the edge effects. Dur-
ing the reconstruction, we ensure that Planck data are not used
within the QUBIC patch to not double count the information in
the likelihood analysis. Our analysis is done in angular power
spectrum space, meaning that we have Nrec (Nrec + 1) /2 spectra,
all biased by the noise covariance of the corresponding maps.
Eq. 18 describes the emission for each pair of frequencies with

ℓ0 = 80 the reference multipole.

D
ν1×ν2
ℓ

= r ×Dtensor
ℓ + Alens ×D

lensed
ℓ

+ Ad∆d f βd
d (ν1) f βd

d (ν2)
(
ℓ

ℓ0

)αd

+ As∆s f βs
s (ν1) f βs

s (ν2)
(
ℓ

ℓ0

)αs

+ ε
√

AdAs

(
f βd
d (ν1) f βs

s (ν2) + f βs
s (ν1) f βd

d (ν2)
) ( ℓ
ℓ0

) αd+αs
2

(18)

The model includes the CMB component by treating primor-
dial perturbation and lensing residuals respectively with r and
Alens. We describe the foreground emission as a power-law in
ℓ-space, the dust emission is defined by a Modified Black Body
(MBB) in frequency space. The model includes the synchrotron
contribution but given the frequencies and sensitivities we deal
with, synchrotron is negligible (Hamilton et al. 2022) and the
corresponding parameters are fixed to zero. Further studies can
be done in order to incorporate low-frequency data to constrain
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synchrotron emission. We can also consider the spatial correla-
tion between dust and synchrotron patterns in the sky through a
single parameter ε. The model can be summarized as follows:

1. r: Tensor-to-scalar ratio
2. Alens: Gravitational lensing residual
3. Ad: Dust amplitude at 353 GHz
4. αd: Dust spatial index
5. βd: Dust spectral index
6. ∆d: Dust frequency decorrelation
7. As: Synchrotron amplitude at 23 GHz
8. αs: Synchrotron spatial index
9. βs: Synchrotron spectral index

10. ∆s: Synchrotron frequency decorrelation
11. ε: Spatial correlation between Dust and Synchrotron

The MBB spectrum of the dust and the power law of the
synchrotron are defined by:

f βd
d (ν) =

e
hν

kTd − 1

e
hν0
kTd − 1

(
ν

ν0

)1+βd

·
fCMB(ν0)
fCMB(ν)

(19)

f βs
s (ν) =

(
ν

ν0

)βs

·
fCMB(ν0)
fCMB(ν)

, (20)

with ν0 a reference frequency, and the temperature of the dust
usually set to Td = 20 K. fCMB is a conversion factor to express
the maps in units µKCMB:

fCMB(ν) =
e

hν
kTCMB

(
hν

kTCMB

)2(
e

hν
kTCMB − 1

)2 . (21)

We employ the Monte Carlo Markov Chain (MCMC)3

method for parameter estimation due to its capability to ex-
plore complex parameter spaces and handle correlations between
parameters efficiently. MCMC allows sampling posterior dis-
tribution of model parameters, providing robust estimates and
uncertainties. Spectra are binned using the NaMaster4 package
(Alonso et al. 2019) that includes purification of B-modes for
the BB power spectrum, we used for our simulations a constant
binning set to ∆ℓ = 30 on a multipole range from ℓmin = 40 to
ℓmax = 2×Nside with Nside = 256 using HEALPix5 map pixeliza-
tion (Gorski et al. 2005).

4.2. Likelihood analysis

To estimate noise-related uncertainties on power spectra, we
conduct noise-only simulations using map making techniques
for estimating the noise covariance matrix independently of any
foreground effects that are systematics. To account for the sam-
ple variance of the CMB and foreground in the budget, we use
the formula expressed in Trendafilova (2023) and developed in
Appendix A as:

Covℓ1ℓ2
(
D
νi×ν j

ℓ
,Dνk×νl
ℓ

)
= δℓ1ℓ2

D
νi×νk
ℓ1
D
ν j×νl
ℓ1
+D

νi×νl
ℓ1
D
ν j×νk
ℓ1

(2ℓ + 1) fsky∆ℓ
, (22)

where Dν j×ν j

ℓ
is the cross-spectra between corresponding maps

at frequency νi and ν j, fsky = 0.015 is the observed sky fraction,
and ∆ℓ the binning of the spectrum. Note that this term is only
added to the diagonal of the covariance matrix.
3 https://emcee.readthedocs.io/en/stable/
4 https://github.com/LSSTDESC/NaMaster/tree/master
5 https://github.com/healpy/healpy

We then performed the likelihood analysis in a Gaussian ap-
proximation (Hamimeche & Lewis 2008) by comparing the re-
constructed spectra with the model. We follow a similar pro-
cedure as in (Wolz et al. 2023). As the QUBIC sky coverage
(≃ 1%) does not allow to access low multiples, we fix the reion-
ization optical depth to τ = 0.054 (Aghanim et al. 2020), and be-
cause of our half-degree angular resolution and sensitivity above
r = 0.001, we also fix the lensing amplitude to 1. We show our
results in Fig. 9 for the final posterior likelihood on the tensor-
to-scalar ratio r. We consider four cases:

– In the first case, we consider that primordial fluctuations are
not contaminated by any foreground. Although unrealistic,
this assumption allows us to have an estimation of the raw
sensitivity of QUBIC on CMB polarization about σ(r) =
0.0077. Note that we found QUBIC is twice more sensitive to
B-modes compared to the previous study in Hamilton et al.
(2022) mainly because we removed the edges effect on re-
constructed frequency maps, and we consider the full covari-
ance matrix during the r reconstruction.

– In the second case, we now introduce thermal dust contami-
nation in the raw data. We use only QUBIC data to constrain
the set of parameters [r, Ad, αd] of the model in Eq. 18. This
procedure allows us to estimate a constraint σ(r) = 0.0465
on primordial B-modes using only QUBIC.

– In the third case, we use the same reconstructed frequency
maps as in the previous case. We include in the likelihood
procedure external data such as Planck maps to have stronger
constraints on thermal dust. We use only the high-frequency
instrument (HFI) of Planck because we have set the syn-
chrotron amplitude to 0. This new dataset allows us to con-
strain the tensor-to-scalar ratio down to σ(r) = 0.0270.

– In the last case, we now apply the spectral-imaging on
the same dataset to reconstruct twice the number of recon-
structed frequency maps for QUBIC. An example of the
bandpower noise covariance matrix is shown in Fig. 8, ex-
hibiting positive and negative noise correlation between pairs
of spectra. Using external data, we benefit from the increased
spectral resolution of QUBIC to constrain spectral param-
eters, which impact the primordial B-modes reconstruction
down to σ(r) = 0.0225. Although we operate in a simplified
framework, the reduction of σ(r) that we find in the case 4
compared to the previous one, provide evidence of the bene-
fit when applying spectral imaging technique.

The method described here relies on several simplifying as-
sumptions: stable atmosphere, relatively simplistic millimeter-
wave sky, with dust characterized by a single spectral index over
the sky, perfect knowledge of the synthesized beam and in gen-
eral, no residual systematics. Despite these assumptions, it gives
a good feeling of the efficiency of the map-making method pre-
sented in this article. This will be complemented by a more ex-
tensive study, currently ongoing, based on end-to-end simula-
tions, which will give the actual forecasts for QUBIC, with and
without sub-band splitting.

5. Conclusions

In this paper, we have demonstrated the novel capability of bolo-
metric interferometry, specifically the QUBIC instrument, to
perform spectral-imaging by generating multiple sub-frequency
maps within each physical band. This advancement in spectral
resolution holds promise for enhancing astrophysical component
separation, particularly in scenarios where foregrounds exhibit
complex SEDs beyond idealized models (Regnier et al. 2023).
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Fig. 8: Correlation matrix for 10 pairs of cross-spectrum assuming 4 QUBIC’s reconstructed maps (2 for each physical band).
Positive and negative correlations are shown by red and blue colors respectively. The color scale goes from -1 (blue) to 1 (red).

Our approach relies on a sophisticated software-based
method that leverages the frequency-dependent evolution of the
synthesized beam to achieve spectral-imaging. By formulating
the problem as an inverse approach and minimizing a time-
domain cost function, we accurately reconstruct frequency maps
while addressing challenges such as edge effects and varying
angular resolution across the instrument’s bandwidth. External
data, in this case taken from Planck observations, plays a crucial
role in regularizing solutions and improving accuracy near map
edges affected by peculiar beam characteristics of the QUBIC
instrument.

We have carried out end-to-end simulations with different
configurations to explore sky reconstruction and noise proper-
ties. We have identified noise anti-correlations between neigh-
boring sub-bands at a significant level due to the spectral-
imaging technique. Although these can, in principle, be ac-
counted for in subsequent analyses (astrophysical components

separation, power spectrum analysis, and cosmological param-
eters likelihood), this band-band noise correlation might induce
significant algorithmic complications beyond the scope of this
article. For the sake of simplicity, we have therefore achieved
component separation and tensor-to-scalar ratio reconstruction
using a single band reconstruction per physical band (thus, as a
classical imager would do) and a classical cross-power-spectra
analysis. We achieve a constraint on the tensor-to-scalar ratio of
σ(r) = 0.027 after component separation and for three years
at the nominal noise of QUBIC. We also performed spectral-
imaging to the same dataset to increase the spectral resolution of
the reconstructed maps, reaching a stronger constraint on r with
an uncertainty σ(r) = 0.0225.

The results we achieve in this study highlight how QUBIC,
and more generally BI, provides a radically different manner of
observing the CMB as well as the astrophysical foregrounds.
Thanks to spectral-imaging, QUBIC can access detailed spectral
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Fig. 9: Posterior distribution on r assuming CMB + thermal dust
+ noise. We assume no synchrotron contribution.

information on the foregrounds within the instrumental band-
width, providing a more robust assessment of their contamina-
tion. This is particularly required in the current phase of the pri-
mordial B-modes search, where foreground complexity appears
as the biggest challenge.

The algorithmic complexity induced by band-band noise cor-
relations with spectral-imaging motivates the development of an
alternative reconstruction technique called "components map-
making". This new technique, aims at performing component
separation and map-making in a single step, only modeling the
noise in the time domain, therefore avoiding the complexity
of band-band noise correlations. It is published in the separate
CMM article (Regnier et al. 2024).

Future developments will involve comparing the efficiency
of our current frequency map-making approach with compo-
nent map-making across various dust spectral behaviors to refine
forecasts on the tensor-to-scalar ratio. Additionally, incorporat-
ing instrumental systematics into our inverse method approach
promises to further enhance performance.
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Appendix A: Sample covariance calculation

During the likelihood analysis, the noise band power covariance
matrix is computed from noise-only simulations. The limited
size of the observed sample compared to the true underlying
distribution, due to the fact that we observe one realization of
the sky over the infinite set of possibilities, causes an uncer-
tainty on the observed data called “cosmic variance” or “sam-
ple variance”. The sample variance, proportional to the signal, is
accounted for by computing the covariance matrix between two
cross-spectra. We express this quantity as:

Cov
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νi×ν j
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ℓ′

)
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We can use Wick’s identity for Gaussian random variables,
giving:〈
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Replacing this expression in Eq. A.1, we have:
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Observing that
∑+ℓ

m=−ℓ
∑+ℓ′

m′=−ℓ′ δℓℓ′δmm′ = 2ℓ′ + 1, we finally
have:

Cov
(
C
νi×ν j

ℓ
, Cνk×νl
ℓ′

)
=

1
2ℓ + 1

[
C
νi×νk
ℓ
C
ν j×νl
ℓ
+ C

νi×νl
ℓ
C
ν j×νk
ℓ

]
,

where the element fsky and ∆ℓ are manually added to account for
the cut sky and binned spectra (see equation 22).

Appendix B: Resolution of the final maps without
convolutions during reconstruction

As explained in section 2.3.2, we do the reconstruction with a
simulated TOD written as:

d̃ =
Nrec∑
i=1

 fsub∑
j=1

∆νi jHνi jCKi j

 · s̃νi . (B.1)

This is computationally very expensive because of the convo-
lution operators CKi j . So we want to explore the possibility of
not doing the convolutions during the reconstruction. The real

TOD is still generated through convoluted maps (see Eq. 9), so
the PCG will try to fit a map s̃σi

νi
at some resolution σi, common

for the fsub frequencies of the sub-band i. The simulated TOD is
then:

d̃ =
Nrec∑
i=1

fsub∑
j=1

∆νi jHνi j s̃
σi
νi
. (B.2)

We want to determineσi and νi. The PCG fits the simulated TOD
to the real TOD, so we get, for each of the Nrec sub-bands, the
equality:

fsub∑
j=1

∆νi jHνi j s̃
σi
νi
≈

fsub∑
j=1

∆νi jHνi jCσνi j
s∞νi j
, (B.3)

s̃σi
νi
≈

 fsub∑
j=1

∆νi jHνi j


−1

·

fsub∑
j=1

∆νi jHνi jCσνi j
s∞νi j
. (B.4)

This means that the reconstructed map s̃σi
νi

is the average of the
maps Cσνi j

s∞νi j
weighted by the operators ∆νi jHνi j . It’s not very

practical to weight an average with operators, so we introduce
the scalars hνi j :

hνi j = Hνi j · I, (B.5)

which represent the scale of the operatorsHνi j and I is a uniform
sky set to one everywhere. Then we can write the reconstructed
map as:

s̃σi
νi
≈

∑ fsub
j=1 ∆νi jhνi jCσνi j

s∞νi j∑ fsub
j=1 ∆νi jhνi j

=
〈
Cσνi j

s∞νi j

〉
j
, (B.6)

where we introduced the notation ⟨.⟩ j which is the average over
j weighted by ∆νi jhνi j .

We can decompose the sky as the sum of the CMB and the
dust (we neglect the synchrotron, see section 4.1): s∞νi j

= s∞CMB +

f βd (νi j) · s∞dust. Then we have:〈
Cσνi j

s∞νi j

〉
j
=

〈
Cσνi j

〉
j
· s∞CMB +

〈
f βd (νi j)Cσνi j

〉
j
· s∞dust. (B.7)

Let us concentrate on the dust term. The average frequency νi
that we are trying to determine won’t depend on the convolution
operator Cσνi j

as it is normalized. From this, we understand that

f βd (νi) = ⟨ f
β

d (νi j)⟩ j, which gives a precise definition for νi:

νi = f β−1
d

(〈
f βd (νi j)

〉
j

)
, (B.8)

with f β−1
d the inverse function of f βd .

We can now write:〈
Cσνi j

s∞νi j

〉
j
=

〈
Cσνi j

〉
j
· s∞CMB +

〈
f βd (νi j)

f βd (νi)
Cσνi j

〉
j

· f βd (νi)s∞dust. (B.9)

We have:〈
f βd (νi j)

f βd (νi)
Cσνi j

〉
j

=

∑ fsub
j=1 ∆νi jhνi j f βd (νi j)Cσνi j∑ fsub

j=1 ∆νi jhνi j f βd (νi j)
=

[
Cσνi j

]
j
, (B.10)

where we introduced the notation [.] j which is the average over
j weighted by ∆νi jhνi j f βd (νi j).
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Dust is dominant compared to CMB, so the final resolution
of the map is the one of the dust map. We can approximate[
Cσνi j

]
j
by a convolution with a Gaussian function of width:

σi =
[
σνi j

]
j
. (B.11)

This is the resolution of the map of frequency νi after the recon-
struction without the convolutions during the process.
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