
EDITORIAL
Artificial intelligence as an adjunct tool for breast oncologists e are we
there yet?
Over the past few years, there has been a renewed and
exponential public and scientific interest in the breadth of
applicability of artificial intelligence (AI) in medicine. This
has prompted a rise in dedicated medical journals and
podcasts, such as the recent announcement of the 2024
launch of NEJM AI (ai.nejm.org), focused solely on distilling
high-quality evidence and reviewing the potential of med-
ical AI.

AI involves computer systems that can mimic intelligent
human behavior in interpreting information and performing
specific tasks. Machine learning (ML) is a branch of AI that
uses statistical methods to optimize models for a specific
task. In this editorial, we review the utility, promise, and
pitfalls of AI integration into our daily practice as breast
medical oncologists, highlighting some specific clinical and
academic implications (summarized in Figure 1).
AI IN CLINICAL PRACTICE

There are multiple potential applications of AI technology
along the cancer care continuum of patients with breast
cancer, spanning from early detection to diagnosis to
treatment to survivorship. AI can be used to develop testing
tools to provide more accurate results with the goal to
improve patient outcomes. For example, in breast cancer
screening, which has had a profound impact on breast
cancer outcomes, AI models have been used to aid radiol-
ogists in reading mammograms with increased accuracy.1

Similarly, breast ultrasounds can be read with increased
specificity, without impacting the sensitivity.2 AI can also
have an impact within pathology, which is critical to
establish a breast cancer diagnosis and to determine the
optimal treatment for an individual patient.3 In one study,
the inter-observer diagnostic concordance for breast biopsy
diagnoses among pathologists was only 75%, with the most
variability noted among ductal carcinoma in situ and atypia
diagnoses.4 AI-based algorithms have been proposed to
improve reproducibility and accuracy.5 Another example is
the testing of the human epidermal growth receptor factor
2 (HER2), for which there is a high rate of discordance be-
tween pathologists. With the development of novel thera-
peutic agents that require higher sensitivity, HER2 testing
potentially could be improved using AI models to aid
personalized medicine.6-8
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Models are also being developed for breast cancer risk
assessment and to guide treatment decisions. For example,
being able to predict which patients are more likely to
achieve a pathologic complete response with preoperative
therapy will allow clinicians to tailor treatments, intensi-
fying therapies for those who are not likely to respond to
standard treatment and de-escalating for those with very
high likelihood to respond, to improve patient outcomes
and decrease risk for toxicities.9,10 One example is an
Image-based Risk Score (IbRiS) developed by one group
utilizing an ML algorithm with an 84.15% accuracy in clas-
sifying estrogen receptor-positive breast cancer into low-
and high-risk scores, offering a cheaper alternative to
genomic assays.11 To date, most of these tools are in the
experimental phase, but we anticipate that some models
may be implemented in clinical practice soon.

AI could help in decision making of physicians; however,
given that some natural language processing (NLP) models
may be outdated, all the information needs to be verified
before making any medical decisions that could impact
patient care. For example, ChatGPT has a knowledge cut-off
from September 2021, and significant advances in oncology
have occurred since; therefore if we were to ask it a clinical
question for which newer information is available, the
answer would likely be incorrect or outdated. In addition,
given that these models use data from the web, not always
verified or peer reviewed, there is a high risk for errors and
to introduce bias if used in clinical practice. For example,
Watson for Oncology, launched by IBM (New York, NY),
applied AI algorithms to formulate treatment plans for pa-
tients with breast cancer, with one study showing similar
suggestions when compared with a multidisciplinary tumor
board.12 However, another recent study by Lukac et al.13

utilizing ChatGPT as a supportive tool for multidisciplinary
tumor board in patients with early breast cancer noted that
neoadjuvant treatments were not considered by ChatGPT,
HER2 expression interpretation was incorrect, and, as ex-
pected, recent studies were not incorporated in the deci-
sion recommendations.

NLP models such as ChatGPT (OpenAI, San Francisco, CA)
and Bidirectional Encoder Representations from Trans-
formers (BERT) could help reduce the documentation
burden that health care providers often face. The role of
these models in creating visit reports for patients and
discharge summaries as clinical documentations is actively
being studied.14 NLP models could be trained to obtain
intake forms, to write notes, and to aid with other docu-
mentation, such as prior authorizations and letters.15 They
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Figure 1. Utility, promise, and pitfalls of artificial intelligence (AI) in oncology. Created with BioRender.
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can also function as virtual assistants, for example, sched-
uling meeting and reviewing emails, to decrease the
administrative burden that many clinicians face. This could
have a significant impact on providers well-being.16 At every
stage of a clinical trial, AI holds much utility in streamlining
the process with enhancement of protocol development,
efficient patient-trial matching, and real-time data collec-
tion from patients.1 However, OpenAI models, such as
ChatGPT, are not Health Insurance Portability and
Accountability Act (HIPAA) compliant and caution is needed,
as patient-identifiable information should not be entered in
these open publicly available platforms. Several HIPAA-
compliant models are being developed. Once ready for
use in clinical practice, ideally these models will be widely
accessible as this could help provide patients with less re-
sources with better quality health care and provide care in
areas with limited resources, with the potential to narrow
health care disparities worldwide. As with any new tech-
nology, it is important to rigorously validate new tools prior
to deploying them in marginalized populations already on
the fringes of health care.

AI FROM THE PATIENT PERSPECTIVE

The use of a search of the internet to try to answer medical
questions is not a new practice.17 With the increased access
to the internet and smartphones, patients have access to
large amounts of information, which depending on the
accuracy of the sources can help patients in decision mak-
ing. It is important to mention that many people in the
United States and worldwide do not have access to these
technologies, and are at an additional disadvantage. The use
2

of NLPs for decision making is also a double-edged sword as
it can summarize large amounts of information and can
simplify information for patients with limited health care
literacy to improve their understanding, but NLPs are prone
to unpredictable errors and can represent a source of
misinformation.15

AI could also be a valuable tool for translation. NLPs have
the ability to translate to multiple languages. This could be
used to provide patients with information about treat-
ments, appointments, prescriptions, and much more,
helping overcome health care disparities.

AI IN RESEARCH

The potential for AI in research is very broad. The current
academic environment demands productivity, often
measured in grants and publications. The amount of time
needed to write grant proposals, research protocols, and
papers is very significant, and NLPs could be implemented
to help with this. The potential benefit is that researchers
could spend more time discussing new ideas, developing
new agents, and/or seeing patients. This could also be a tool
to aid writers with limited English proficiency.15 There are
several AI tools that can be used to create images for
medical research. There are, however, significant limitations
for this: (i) All the output from NLPs needs to be verified
and confirmed, as NLPs often make subtle mistakes (known
as hallucinations). NLP needs to be validated to start inte-
grating this into clinical practice and research13; (ii) The role
of NLPs in authorship needs to be regulated and best
practice guidelines are needed; although there are pro-
grams available to detect AI-generated content, there is a
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critical need to determine rules for AI use in this
setting13,18,19; (iii) NLPs are prone to bias13; and (iv) There is
a risk for plagiarism.

AI also has potential in the research process. For
example, NLPs can write code that could be used to create
research models or to collect data from the electronic
medical records to create databases that can be updated
periodically.20 ML models are being used broadly in
research, including in prediction models, improving pa-
thology, and radiology reports, as mentioned earlier.
CONCLUSIONS

To address the challenges and maximize the promises of AI
technology in our daily workflow as medical oncologists,
best practice guidelines need to be developed by medical
societies and academic institutions. Areas of need include
how to incorporate AI in clinical research, how to deter-
mine authorship, and how to assess productivity in
research that incorporates AI technology. Lastly, and
before incorporating AI in clinical practice, best practices
must be developed for assessing the accuracy and reli-
ability of AI algorithms in clinical settings. This can include
regular audits and reviews to ensure that the algorithms
are providing accurate results and that any errors are
identified and corrected promptly.

In conclusion, AI technology, if used appropriately, has
the potential to revolutionize academic medicine and
improve the oncological care of our patients. Developing
best practices that prioritize transparency, reproducibility,
and accuracy is essential.
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